Preface

A major research area of Ching-Zong Wei (1949-2004) was time series models and
their applications in econometrics and engineering, to which he made many impor-
tant contributions. A conference on time series and related topics in memory of him
was held on December 12-14, 2005, at Academia Sinica in Taipei, where he was
Director of the Institute of Statistical Science from 1993 to 1999. Of the forty-two
speakers at the conference, twenty contributed to this volume. These papers are
listed under the following three headings.

1. Estimation and prediction in time series models

Breidt, Davis, Hsu and Rosenblatt consider estimation of the unknown moving
average parameter 6 in an MA(1) model when 6 = 1, and derive the limiting
pile-up probabilities P(é = 1) and 1/n-asymptotics for the Laplace likelihood es-
timator §. Cantor and Findley introduce a recursive estimator for 6 in a possibly
misspecified MA(1) model and obtain convergence results by approximating the
recursive algorithm for the estimator by a Robbins—Monro-type stochastic approx-
imation scheme. Giurcaneanu and Rissanen consider estimation of the order of AR
and ARMA models by stochastic complexity, which is the negative logarithm of
a normalized maximum likelihood universal density function. Nielsen investigates
estimation of the order in general vector autoregressive models and shows that
likelihood-based information criteria, and likelihood ratio tests and residual-based
tests can be used, regardless of whether the characteristic roots are inside, or on,
or outside the unit disk, and also in the presence of deterministic terms. Instead
of model selection, Potscher considers model averaging in linear regression models,
and derives the finite-sample and asymptotic distributions of model averaging esti-
mators. Robinson derives the asymptotic properties of conditional-sum-of squares
estimates in parametric models of stationary time series with long memory. Ing
and Sin consider the final prediction error and the accumulated prediction error
of the adaptive least squares predictor in stochastic regression models with non-
stationary regressors. The paper by Lin and Wei, which was in preparation when
Ching-Zong was still healthy, investigates the adaptive least squares predictor in
unit-root nonstationary processes.

2. Time series modeling in finance, macroeconomics and other
applications

Aston considers criteria for deciding when and where heavy-tailed models should be
used for macroeconomic time series, especially those in which outliers are present.
Hsiao reviews nonstationary time series analysis from the perspective of the Cowles
Commission structural equation approach, and shows that the same rank condi-
tion for identification holds for both stationary and nonstationary time series, that
certain instrumental variables are needed for consistent parameter estimation, and
that classical instrumental-variable estimators have to be modified for valid infer-
ence in the presence of unit roots. Chan and Ng investigate option pricing when
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