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Method of the blowup envelope and applications 

Takashi Suzuki 

Abstract. 

We describe the proof of mass quantization of collapse in the sim
plified system of chemotaxis [31], and study the blowup rate in connec
tion with the free energy transmission (emergence). 

§1. Introduction 

The purpose of the present paper is to describe recent progress in the 
study of the simplified system of chemotaxis [16, 19], which has several 
backgrounds in statistical mechanics, non-equilibrium thermodynamics, 
and biology [31]. In the context of biology, it is associated with the 
chemotactic feature of cellular slime molds [17], typically, 

Ut = 'V · ('Vu- u'Vv) 

-D.v = u- l~lln u inn x (0, T) 

au av av 
- -u- =- =0 
av av av 

on an X (0, T) 

(1) In v = 0, 

where n C Rn (n = 2, 3) is a bounded domain with smooth boundary 
an and v is the outer unit normal vector. 

In this case, u = u(x, t) stands for the density of the cellular slime 
molds. Thus, the first equation of (1) describes mass conservation, 

Ut = -\7 · j, 

with 
j = -'Vu + u'Vv 
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indicating the flux of u, and therefore, null flux condition, 

V·j = 0 

is imposed on the boundary. On the other hand, v = v(x, t) is the 
concentration of a chemical substance secreted by the slime molds, with 
the production law described by the second equation of (1). The above 
form of j indicates that v acts as a carrier of u, and the diffusion - 'V u 
is competing the chemotaxis u'Vv for u to vary. 

System (1) is well-posed locally in time [39, 2, 29, 31]. Thus, if 
the initial value of u, denoted by u0 , is sufficiently regular, then there 
is a unique (classical) solution locally in time, and therefore, if Tmax 

denotes the supremum of its existence time, we obtain T max > 0. In 
case T = T max < +oo, this T is called the blowup time, and actually, it 
holds that 

lim llu(·, t)lloo = +oo. 
tjT 

Here and henceforth, II · llv denotes the standard LP norm: 

(2) 

llfll = { Un lfiP} 1/p 

P ess. supxEf! lf(x)l 

We obtain the following. 

(1::;p<oo) 
(p=oo). 

Theorem 1. If n = 2 and T = Tmax < +oo, then it holds that 

u(x, t)dx----' L m(xo)i5x0 (dx) + f(x)dx 
xoES 

as t T T, where 

s = { Xo En I there exists (xk, tk) ___. (xo, T) 

such that u(xk,tk)---> +oo} 

denotes the blouwp set of u and 

0::; f = f(x) E L 1(D) n C(O \ S). 

Theorem 2. We have 

{ 81r (xo ED) 
m(xo) = m* (xo) := 4n (xo E 8D) 
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and hence it holds that 

The convergence in (2) is *-Weakly in the set of measures on n, 
denoted by M (D). This means 

lim r u(·, t)~.p = 2.::: m(xo)t.p(xo) + r t'P 
tTT Jn xoES Jn 

for any 'P E C(D). This phenomenon, the appearence of the delta func
tion singularity in u(x, t)dx, is called the formation of collapse, and the 
equality m(xo) = m*(xo) is referred to as the mass quantization. 

In I970, Keller-Segel [I 7] proposed a system of parabolic equations 
with a chemotaxis term competing diffusion, and system (I) is a simpli
fied form introduced by Jiiger-Luckhaus [I6] in I992. In I973, Nanjun
diah [23] conjectured the formation of collapse in such a system, while 
in I98I Childress-Percus [5] tried semi-analysis and obtained the other 
conjectures that the formation of collapse holds only in the case of n = 2, 
and that 871" is the threshold of A= lluoll 1 for the existence of the solu
tion global in time. In more detail, A < 871" will imply T max = +oo, while 
there will exist uo 2: 0 such that lluoll 1 > 871" and Tmax < +oo. In I995, 
Nagai [I9] showed that this 871" threshold conjecture is affirmative in the 
radially symmetric case, but later 471" is proven as the threshold value of 
the non-radially symmetric case [2I, 2, 8, 20, 26]. The above mentioned 
Theorems I and 2 are obtained by [27, 3I]. Detailed description of the 
related study is also given in the latter monograph. 

The purpose of the present paper is to describe the background, 
story of the proof, and related topics concerning Theorems I and 2. 
Thus, describing the fundamental properties of this system in §2, we 
draw the outline of the proof of these theorems in sections 3 and 4. Then, 
we discuss free energy transmission and time relaxization in sections 5 
and 6, respectively. 

§2. Mean field hierarchy 

In the context of physics, u = u(x, t) is the distribution function of 
self- gravitating particles, and v = v(x, t) is the field created by them. 
In more detail, the second equation of (I) is equivalent to 

v(x, t) =In G(x, x')u(x', t)dx', 
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where G = G(x, x') denotes the Green's function associated with the 
elliptic boundary value problem 

-llv = u - l~l in u, avl = o av ao ' 
in v=O, 

and this Green's function behaves like the gravitational potential, 

for 

G(x, x') ~ f(x- x') 

r(x) = 4{ . TXT 1 { 

1 1 

271' log TXT 

(n = 3) 

(n = 2). 

Actually, system (1) is contained in the hierarchy of the mean field 
of many self-gravitating particles subject to the second law of thermody
namics. More precisely, it is a macroscopic description of this mean field 
associated with the micoscopic Langevin equation, and the mezoscopic 
Fokker-Planck-Poisson equation [1, 35, 36]. 

In fact, Helmholtz' free energy F is given by the inner energy minus 
entropy if the temperature is normalized as 1. This implies 

F = F(u) = { u(logu -1)- ~ J { G(x,x')u(x)u(x')dxdx', Jo 2 loxo 
because f.L(dx, t) = u(x, t)dx stands for the particle distribution. The 
inner force is self-attractive in this case, and therefore, - ~ is multiplied 
in the second term. This term is provided with the symmetric potential 
G(x',x) = G(x,x') following Newton's third law. 

The first variation r5F(u) of F(u), on the other hand, is defined by 

(w, r5F(u)) = :s F(u + sw)ls=O. 
Identifying this paring ( , ) with the £ 2 inner product, we obtain 

r5F(u) = logu- v 

for 

v =in G(·, x')u(x')dx'. 

Thus, (1) is nothing but 

Ut = V'. (uV'r5F(u)) inn X (0, T) 

(3) 
a 

u av r5F(u) = 0 on an X (0, T). 
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This is a model B equation [11, 15, 25, 7] derived from the free energy 
F = F(u), and consequently, it follows that 

(4) !!:_ { u = - { u~6F(u) = 0 
dt ln lan 8v 

(5) d r 2 
dtF(u) =- Jn ui\76F(u)l :0:::0. 

Inequality (5) means the decrease of the free energy, while equality (4), 
combined with u = u(x, t) 2: 0, assures the total mass conservation, 

(6) (t E [0, Tmax)). 

Relation (6) leads to the selection n = 2 for the formation of collapse, 
using the dimension analysis [5]. In more detail, if u is concenrated on 
a region with the radius 6 > 0, then it is of order 5-n because of this 
property. Then, we replace 6- 1 by \7 in (1), and take 61-n/2 and 51+n/2 

for v and t, respectively, which results in 

by 

6-(H3n/2l ( 6o, 6o,rHn/2) = 0 

6-n(6o,.,6-Hn/2) =0 

Ut- \7 · (u\i'v)- ~v = 0 

u - l~l In u + ~v = 0. 

Balance of these relations, thus, implies n = 2. 
Theorem 2 of mass quantization, on the other hand, describes the 

"local" £ 1 threshold for the post-blowup continuation. The reasons why 
81r was conjectured first and why it was modified later to 47r are in 
the structure of the total set of the stationary states, which we do not 
describe here. See [31]. 

§3. Localization - Symmetrization 

Henceforth, n = 2 is always assumed. Theorem 1 of the formation 
of collapse is proven by localizing the criterion concerning the existence 
of the solution globally in time [21, 2, 8]: 

Theorem 3. If>.= lluoll 1 < 47r, then it holds that Tmax = +oo. 
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The proof of the above theorem proposed by [31], uses the dual 
Trudinger-Moser inequality 

(7) inf {F(u) I u :::0: 0, llull 1 = 4n"} > -oo. 

Then, it is easy to derive 

sup 1 u(logu -1)(·, t):::; C 
tE[O,Tmax) !1 

with a constant C > 0 in the case of A < 47r, which guarantees Tmax = 
+oo with 

sup llu(·, t)lloo < +oo 
t_2:0 

by the parabolic regularity. 
The proof of Theorem 1 is based on the methods of localization and 

symmetrization [27], and we discuss in the following way. 

(8) 

(9) 

(1) Using nice cut-off functions, we show the formation of collapse 
at each isolated blowup point. 

(2) Gagliardo-Nirenberg inequality guarantees E-regularity. In more 
detail, there is an ablsolute constant, denoted by Eo > 0, such 
that 

lim sup llu(·, t)llucnnB(xo,R)J <Eo==> xo r/c S 
tTTmax 

holds for some R > 0. This means 

xo E S ==>lim sup llu(·, t)llucnnB(xo,Rll :::0: Eo 
iTTmax 

for any R > 0. 
(3) If we can replace lim SUPtiTmax by lim infqT.,.ax in (8), then 

we obtain ~S < +oo, because of the total mass conservation 
(6). In this case, any blowup point becomes isolated, and the 
formation of collapse, (2), will be proven with m(x0 ) :::0: m. (x0 ). 

( 4) The above replacement is justified by the weak formulation of 
the problem, 

~ L u(-, t)cp = L u(-, t)6.cp 

+~ J r p'P(x,x')u(x, t)u(x', t)dxdx, 
2 lnxn 



(10) 

Blowup envelope 

obtained by the method of symmetrization, where 

- -o ar.pl av an-

and 

Pr.p(x, x') = V'r.p(x) · V' xG(x, x') + V'r.p(x') · V' x'G(x, x') 
E L 00 (0 x 0). 

(5) In more detail, we obtain 

I! fo u(·, t)r.pl ~ Cr.p(A + ,\2) 

from (9), and therefore, 

lim r u(·,t)r.p 
tlT ln. 

exists for such r.p. Using this, we can replace (8) by 

Xo E S => liminf llu(·, t)llu(o.nB(xo,R)) 2::: co 
tlTmax 

for any R > 0. 
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Mass quantization, on the other hand, is a "local" blowup criterion, 
while the global blowup criterion also follows from the weak formulation 
(9), using the second moment. A plot-type argument is given by Biler
Hilhorst-Nadzieja [3], and we obtain the following [26, 31]. 

Theorem 4. There is an absolute constant rJ > 0 such that if we 
have Xo E an and 0 < R « 1 satisfying 

~2 r lx- xol 2 uo(x)dx < 'r] 
Jo.nB(xo,2R) 

r uo(x)dx > 47r, 
Jo.nB(xo,R) 

then Tmax < +oo. More precisely, it holds that Tmax = o(R2 ) as R 1 0. 
The same conclusion follows if Xo E n and 

~ r lx- xol 2 uo(x)dx < 'r] 
R Jo.nB(xo,2R) 

r uo(x)dx > 87r. 
Jo.nB(xo,R) 



526 T. Suzuki 

Based on the above theorem, we can infer as follows. 

(1) The argument employed in the proof of Theorem 4 is valid 
to the weak solution. In particular, formation of the over
quantized collapse in finite time, 

in (2), means the complete blowup of the solution. In other 
words, weak post-blow up continuation of this u = u(x, t) as
sures mass quantization, 

(2) The Fokker-Planck-Poisson equation, on the other hand, ad
mits a weak solution globally in time for appropriate initial 
values [34, 4, 24], and therefore, we use the rescaled vaiables 
to complete the proof of Theorem 1, regarding the hierarchy of 
the mean field of particles. 

§4. Rescaling 

If T = Tmax < +oo and Xo E S, then 

y = (x- xo)/(T- t) 112 , s = -log(T- t), t < T 

is the standard backward self-similar variables. The formal blowup rate, 
on the other hand, is (T- t)- 1/(p- 1) if the nonlinearity is of degree p, 
and p = 2 in this system of chemotaxis (1). Thus, we define 

z(y, s) = (T- t)u(x, t), w(y, s) = v(x, t) 

and obtain 

Z8 = ~ · (~z- z~w- yz/2) 

0=~w+z-e-8 A./Ifli inUs>-logTe8 12 x(fl-{xo})x{s} 

(11) az = aw = 0 
av av on Us>-logTes/2 (8fl- {xo}) x {s}. 

Here, we use the following ingredients for the proof of Theorem 2. 

( 1) parabolic envelope. 
(2) generation of the weak solution. 
(3) (reverse) second moment. 
( 4) forward self-similar transformation. 
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Parabolic envelope 

(12) 

(13) 

(1) Taking a nice cut-off function around x0 E S with the support 
radius 2R > 0, denoted by 'Pxo,R, we can refine (10) as 

with a constant C > 0 independent of 0 < R < 1. This implies 

I ('Pxo,R, fL(·, T)) - ('Px 0 ,R, fL(·, t)) I 

::; C(A + A2 )R- 2(T- t) 

because u(x, t)dx = tL(dx, t) is regarded as a *-weakly contin
uous function on [0, T], i.e., 

fL(dx, t) E C*([O, T], M(Q)). 

(2) Since 0 < R < 1 is arbitrary in (12), we can put 

R = bR(t) 

for given b > 0, provided that 0 < R(t) = (T- t) 112 < b-1, 
that is, 

This implies 

lim sup lm(xo)- ('Pxo,bR(t)' fL(·, t))l ::; Cb- 2 

tTT 

for xo E S by 

fL(dx, T) = L m(xo)8x0 (dx) + f(x)dx, 
xoES 

and therefore, 

lim lim sup I('Pxo,bR(t), fL(·, t))- m(xo)l = 0. 
bT+oo tTT 

Relation (13) indicates that infinitely wide parabolic region 
concerning the backward self-similar variables, called parabolic 
enevelope, contains the whole blowup mechanism. 

Generation of the weak solution 
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(14) 

(15) 
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(1) Given ski +oo, we have {s~} c {sk} and ((dy,s) such that 

z(y, s + sUdy----" ((dy, s) 

in C.( -oo, +oo; M(R2 )), taking 0-extension to z(y, s) where it 
is not defined. This ( = ( ( dy, s) satisfies supp ( ( ·, s) c L, and 
is a weak solution to 

zs = V' · (vz- zV' (w + IYI 2 /4)) 
az I -0 
av 8L 

in L x ( -oo, +oo) 

V'w(y, s) = i V'r(y- y')z(y', s)dy', 

where Lis R 2 and a half space withaL parallel to the tangent 
line of an at Xo if Xo E n and Xo E an, respectively, and 

1 1 
f(y) = -log-l 

1
. 

27f y 

( 2) Using the even extension to ( ( dy, s) if Xo E an, all the above 
cases are reduced to L = R 2 : 

Zs = V' · ( V' z- zV' ( W + IYI 2 /4)) 
V'w(y, s) = r V'f(y- y')z(y'' s )dy' 

jR2 
in R 2 x ( -oo, +oo). 

Thus, we obtain a full-orbit weak solution 

to (14). This ((dy, s) is a Radon measure on R 2 for each 
s E ( -oo, +oo ), satisfying 

((R2 s) = { m(xo) 
' 2m(xo) 

(xo En) 
(xo E an) 

for each s E ( -oo, +oo), from the parabolic envelope. 

(3) One point compactification ofR2 , denoted by R 2 , is identified 
with the sphere S 2 = { (x1 , x 2 , x3 ) E R 3 I xi+ x§ + x~ = 1} 
by the stereographic projection Yi = x;/(1- x 3 ) (i = 1, 2), and 
then the weak solution to (14) is defined as follows. This defi
nition is slightly simpler than the original [31], but is sufficient 
for later arguments using second moment. 
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Blowup envelope 

(a) There is 0 S v = v(s) E L':"( -oo, +oo; E') satisfying 

v(s)le = ( ® ((dydy', s), a.e. s E R, 

where 

E = [{p~ I 'P E cg(R2 ) EBR}]L=(R:2 xR?) c C(R2 X R 2 ) 

p~(y, y') = ("'Vcp(y)- \lcp(y')). \lr(y- y'). 

(b) For each cp E cg (R 2 ) EB R, the mapping 

s E R t--+ (cp, ((dy, s)) 

is locally absolutely continuous, and it holds that 

d 1 ( 0 \ ds (cp, ((·, s)) = (t::.cp + y. \lcp/2, ((·, s)) + 2 p'P, v(s)! E,E'' 

a.e. s E R. 
(4) From (15) and m(x0 ) 2 m*(x0 ), we have only to derive 

((R2 , 0) S 81r 

529 

to complete the proof of Theorem 2. For this purpose, we 
note that Kurokiba-Ogawa [18] obtained the non-existence of 
weighted L 2 solution globally in time for the pre-scaled sys
tem in the whole space, if the initial mass is greater than 81r. 
Using several technical tools, we follow their arguments in the 
following way. 

Second moment - Forward self-similarity 

(1) Since the (rescaled) weak solution ( = ((dy, s) is global in 
time, method of the second moment assures that a sufficient 
concentration at the origin implies (16). For instance, if we use 
smooth c = c( s) satisfying 

0 S c'(s) S 1 

-1 S c(s) S 0 

{ s -1 
c(s) = 0 

then we can deduce 

(s 2 0) 

(s 2 0) 

(OSsS1/4) 
(s 2 4), 

! \ c(IYI 2 ) + 1, ((dy, s)) s c \ c(IYI 2 ) + 1, ((dy, s)) 

+C- 1m(xo) { 4- m~:o)} a.e. s E R 
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(17) 

(18) 

(19) 
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with a constant C ~ 1, assuming m(x0) ::::::: ((R2 , 0) > 81r. This 
implies that each c > 0 admits J > 0 such that 

m(xo) = ((R2 ,0) ~ 81r +c 

( c(IYI 2 ) + 1, ((dy, o) J < J 

==> ( c(IYI 2 ) + 1, ((dy, s) J < o 

for s » 1, a contradiction, and therefore, 

( c(IYI 2 ) + 1, ((dy, o) J < J 

==> ((R2 , 0) < 81r +c. 

(2) Problem (14) possesses the translation invariance ins and also 
a forward self-similarity. By these transformations, any initial 
data "looks like" concentrated at the origin. In other words, 
condition (17) is moved to obtain (18). This means (16), be
cause c > 0 is arbitraly. 

(3) The above mentioned forward self-similarity of (14) is natural, 
because this equation is obtained through the following process: 
(a) Equation (1) with (potentially) forward self-similarity. 
(b) Backward self-similarly transformed equation (11). 
(c) Weak limit as s/., i +oo defined on the whole space-time 

(14). 
( 4) Writing (14) as 

by 

zs-V·(Yzfs) =V· (vz-zvw) 

Vw(fj, s) = f vr(Y- fj')z(i/, s)diJ' 
}R2 

fj = e-s/2y, s = -e-s 

z(fj, s) = z(y, s), w(fj, s) = w(y, s) 

may be useful to detect actual self-similarity. In fact, (19) is 
invariant under 

i~-'(fj, s) = {L2i(f..LiJ, f..L 2s) 

w~-'(iJ, s) = w(J-liJ, f..L 2s), 



Blowup envelope 531 

and hence the forward self-similar transformation to (14) is 
defined by 

z(y, s) = e-s A(y', s'), w(y, s) = B(y', s') 
y' = e-sf2y, s' = -e-s 

z~"(y,s) = e- 8 Ap,(y',s'), w~"(y,s) = Bp,(y',s') 

Ap,(y',s') = J12A(J1y1,J1?s'), Bp,(y',s') = B(J1y1,J12s'), 

where 11 > 0 is a constant. Then, from the above result, we 
obtain ry > 0 in case of m(xo) > m*(xo) such that 

for any J1 > 0 and s E R. This implies 

( c ( ( -s')- 1 IY'I 2 ) + 1, Ap,(dy', s') J ~ TJ 

(c((-s')-l/1-2 ly'l2) +1,A(dy',s')J ~'T/ 

( c (11- 2 IYI 2 ) + 1, ((dy, s) J ~ 'T/ 

in turn, a contradiction by J1 i +oo. 
(5) The above argument [31] can be replaced by using 

z(y, s) = e-s A(y', s'), w(y, s) = B(y', s') 

y' = e-sf2y, s' = -e-s 

directly, which transforms (14) to the system studied by [18], 

As' = \1' ·(\!'A- A\1' B) 

\l'B(·,s')= { \lr(·-y')A(y',s')dy' 
}R2 

in R 2 x ( -oo, 0). 

Then, ((R2 , 0) :::; 81r is obtained similarly, using the second 
moment and the forward self-similar transformation. 

§5. Free energy transmission 

Fundamental concepts for the proof of Theorems 1 and 2 are thus, 
localization, symmetrization, and scaling. Classification of the blowup 
rate, on the other hand, is another issue. 

Type (I) blowup point 
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(20) 
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(1) We say that x 0 E Sis of type (I) if 

lim sup sup R(t) 2u(x, t) < +oo 
tiT xEOnB(xo,bR(t)) 

for any b > 0, where R(t) = (T - t) 112 . In this case, we 
obtain a classical solution z = z(y, s) ~ 0 to (14), satisfying 
liz(·, s)ll 1 = 81r for all s E R. 

This type of blowup point has an interesting feature, maybe 
called emergence. In more detail, the local free energy diverses 
to +oo around it, i.e., 

limFxo bR(t)(u(·,t)) = +oo 
tiT ' 

for any b > 0, where 

Fx 0 ,R(u) = fo u(logu- 1)1f?x0 ,R 

-~ J r G(x, x')(u. lf?xo,R)(x)(u. lf?xo,R)(x')dxdx'. 
2 loxo 

It also holds that 

lim sup r lf?xo,bR(t)U(·, t) < m*(xo) 
tTT Jo 

for any b > 0. 
(2) Such an orbit, however, may not exist, and actually, type (I) 

blowup point has not been known so far. In this context, there
cent work [10, 9] concerning the Navier-Stokes equation defined 
on the whole space R 2 is worth mentioning. It guarantees the 
(forward) self-similaity gain of the vorticity as t I +oo, using 
entropy decreasing, total vorticity conservation, compactness 
of the (forward) scaled semi-orbit, and the uniqueness of its 
stationary state (i.e., self-similar solution) with the prescribed 
total vorticity. 

(3) Problem (14) has a similar structure to the above mentioned 
vorticity equation. First, it is formally provided with the Lya
punov function, 

H(z) = { z log(z/G) 
jR2 

-~ J r f(y- y')z(y, s)z(y', s)dydy', 
2 jR2xR2 
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where G(y) = exp(lyl 2 /4). Second, the classical w stationary 
state of (14) is defined by 

or equivalently, 

in terms of 

Here, it is easy to see that (21) admits no bounded radially 
symmetric solution [12, 13]. 

Finally, if x(t) denotes the local maximizer of u(·, t) con
verging to x 0 E S, then the condition 

lx(t)- x0 1 = 0 (R(t)) 

implies 

sup R(t) 2u(x, t):::: C, (0:::: t < T) 
xE!:lnB(xo,bR(t)) 

with a constant C > 0 independent of b » 1, and therefore, it 
holds that 

sup liz(·, s)ll= < +oo. 
sER 

This conclusion may assure the compactness of the orbit. 
( 4) Still, we have several obstructions to confirm the non-existence 

of the tpye (I) blowup point, using above mentioned properties 
of (14). Actually, justification of (20) itself is not obvious. 

In fact, convergence of the first term is equivalent to 

lim lim sup r u(x, t) I log I - TI~4~T- ) I dx < +oo, 
bi+= tiT JnnB(x 0 ,bR(t)) ex xo t 

which follows from 

lim lim log - 1-. r u(x, t)dx < +oo. 
bi+= tiT T- t JnnB(x 0 ,bR(t)) 

Unfortunately, this is impossible by liz(·, O)llu(B(O,b)) > 0. 
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The second term has also an obstruction, caused by 

r z(y,s)dy = 8n. 
jR2 

In this connection, we recall that if this value is zero, then it 
is regarded as a Hardy-BMO paring [6], or simply 

using the Fourier transform i of z. 

Type (II) blowup point 

(1) We say that x0 E Sis of type (II) if it is not of type (I), i.e, if 
there is tk j T and b > 0 such that 

lim sup R(tk)2u(x, tk) = +oo. 
k_,oo xEOnB(xo,bR(tk)) 

In this case, the associated limiting rescaled measure ((dy, 0), 
formed from {sk} C {sk} for Sk = -log(T- tk) has non
vanishing singular part, and then its regular part vanishes by 
((R2 , 0) = 8n. 

More precisely, since mass quantization of the collapse 
formed in infinite time holds to the rescaled equation [28], the 
singular part of ((dy,O), denoted by (s(dy,O) is composed of 
delta functions with the quantized mass. This implies 

((dy, 0) = 8m5y(o)(dy) 

with some y(O) E R 2 . 

Then, the parabolic unique continuation theorem guaran
tees the vanishing of the regular part of ( ( dy, s) for any s, and 
thus, we obtain 

((dy, s) = 8m5y(s)(dy), -oo < s < +oo 

with 

s E ( -oo, +oo) ~ y(s) E R 2 

locally absolutely continuous. 
Next, this y(s) is shown to be identically 0. In fact, oth

erwise the gradient factor IYI 2 /4 of (14) attracts the particle 
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far away, and then we obtain a contradiction to the parabolic 
envelope. This implies 

z(y, s + sk)dy----' m*(xo)c5o(dy) 

in C*(( -oo, +oo); M(R2)) with the right-hand side called a 
sub-collapse. 

In other words, around this type of blowup point, the whole 
blowup mechanism is contained in infinitely small parabolic 
region, called hyper-parabola, and it holds that 

lim r 'Pxo,bR(tk)U(·, tk) = m*(xo) 
k->oo } 0 

for any b > 0. 
(2) The above mentioned formation of sub-collapse suggests the 

other scaling r(t) « R(t) to describe the real blowup envelope 
for type (II) blowup point. 

Herrero-Velazquez' solution [14] is such an example. It is 
a radially symmetric solution to (1) satisfying 

1 
u(x, t) = r(t) 2 u(x/r(t)) 

· ( 1 + o(1) + 0 ( e-V2Il~:~:-t)i 112 
· 1x2r(t))) 

as t j T = Tmax < +oo uniformly in x E B(O, bR(t)) for any 
b > 0, where 

r(t) = (T _ t)lf2e-V2ilog(T-t)i 112 

·llog(T- t)l!(llog(T-t)i-1/2_1) (1 + o(1)) « R(t) 

and 
8 

u(y) = 2 

( 1 + IY1 2 ) 

are the blowup rate and the entire stationary state, respec
tively. 

Still we have the profile of emergence concerning this blowup 
envelope, 

limFo br(t)(u(·, t)) = +oo tjT ' 

for any b > 0. Thus, we can summarize as follows [31]: 
"Mass and entropy are exchanged at the wedge of the 

blowup envelope, creating a clean, quantized self." 
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(3) Formation of the quantized collapse is observed also in the 
harmonic heat flow. If we take the flat torus n = R 2 jaZ X 

bZ (a, b > 0) and the (n - I)-dimensional sphere sn- 1 = 
{ x E Rn I lxl = 1} as the domain and the target, respectively, 
for simplicity, then this flow is described by 

u = u(x,t): n X [O,T) --t sn- 1 c Rn 

satisfying 

lui= 1. 

In this case, it holds that 

and if T = T max < +oo, then we obtain the formation of 
collapse [30] 

IV'u(x, t)1 2 dx __,_ J.L(dx) in M(D) 

J.L(dx) = 2..: m(xo)5x0 (dx) + f(x)dx 
xoES 

as t T T, where 0::; f = f(x) E L1 (!1) and 

s = {xo En I there exist tk T T and Xk --t Xo 

such that IV'u(xk, tk)l 2 __. +oo}. 

Mass quantization is also true [33], and this m(x0 ) > 0 is the 
total energy of a non-constant stationary harmonic map de
fined on the sphere, i.e., 

m(xo) = IIV'wll; 
w = Wxo(x): S 2 --t sn- 1 c Rn- 1 

-~w = w IV'wl 2 , lwl = 1. 

In this harmonic heat flow, however, any blowup point 
is type (II). More precisely, we have tk T T satisfying (T -
tk) llut ( tk) II; __. o by 
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and then we obtain the formation of sub-collapse, 

for Sk = -log(T- tk) i +oo, where 

z(y, s) = u(x, t), y = (x- x 0 )j(T- t) 112 , s = -log(T- t). 

(4) Above mentioned property of the harmonic heat flow is derived 
from the non-negativity of the Lyapunov function, 

Thus, a similarl fact holds for (1), if the free energy is bounded. 

Theorem 5. If T = T max < +oo and the total free energy 
is bounded in (1), then any blowup point is of type (II). More 
precisely, it holds that 

(23) z(y, s + s')dy--' m*(xo)8o(dy) 

(24) 

ass' i +oo. 

In fact, we have 

and therefore, 

I! in 'Pxa,RUI < llul/2V'8F(u)ll2 · IIY''Pxa,RIIoo ·llulll 

If 

< CA.R-lllul/2V'8F(u)ll2. 

limF(u(·, t)) > -oo, 
tTT 

on the other hand, we obtain 
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by (5), and therefore, we can replace (12) by 

I (rpx 0 ,R, JL(dx, t)) - (rpx 0 ,R, JL(dx, T)) I 
T 

:S: CA.R-1 1 llu1/2'\78F(u)(·, s)ll2 ds 

:5 CAR-' (T - t)'f' { { llu'I'WF( u)( ·, s) II: ds} '/', 
which guarantees 

(rpxo,bR(t)•JL(dx,t)) = m*(xo) +o(l) 

as t j T, where b > 0 is arbitrary. Then, any sk j +oo admits 
{ sk} c { sk} such that 

z(y, s + sUdy--'- m*(xo)8o(dy) 

in C*( -oo, +oo; M(R2)) for each x0 E S from the previous 
arguments. This implies (23), and in particular, any xo E Sis 
type (II). 

We can confirm that Herrero-Velazquez' solution has the 
bounded total free enery. 

( 5) From the proof of the above theorem, on the other hand, xo E S 
satisfies (23), if, more weakly, 

(25) 1T dt· L [rpxo,2bR(t) -rpxo,bR(t)] ·uiV'(logu-v)l2 (·,t) < +oo 

for any b > 0. Note that (25) does not mean the boundedness 
of the local free energy, 

liTrJ.nf Fxo,bR(t)(u(·, t)) > -oo. 

(6) If xo E Sis type (I), then it holds that 

L [rpxo,2bR(t)- rpxo,bR(t)] . u IV'(logu- v)l 2 (·, t) rv (T- t)- 1 

as t j T, and therefore, (25) is impossible. In other words, 
we can infer that x 0 E S is type (II) by (25), only from the 
classification of the blowup rate. 

We obtain, however, the stronger conclusion (23), using the 
above argument. Determing the blowup rate and the control 
of the blowup mechanism using the stationary solution on the 
whole space may be possible under (25). 
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§6. Time relaxization 

In this section, we review briefly the study on the full system of 
chemotaxis. 

Its typical form is given by 

Ut = V · (Vu- u'Vv) 

TVt = ~v + u- l~lin u in n X (0, T) 

au av av 
- - u- = - = 0 on an X (0, T) 
av av av 

(26) in v = 0 (0 < t < T), 

associated with the relaxization time T > 0 in the left-hand side of the 
second equation. Thus, it describes a chemical process in the formation 
of the field. 

(1) An important mathematical structure is the existence of the 
Lagrangian, 

L(u, v) = r u(logu- 1) + ~ IIVvll;- r vu ln 2 ln 
defined for 

u ~ 0, llull 1 = >. 

in v = 0, 

and (26) is equivalent to 

Ut = 'V · (u'VLu(u,v)) 

TVt = -Lv(u, v) inn X (0, T) 
a 

uavLu(u,v)=O onaOx(O,T). 

This form guarantees the dual variation, and the linearly stable 
statioinary solution is dynamically stable [32]. 

(2) Well-posedness local in time and the blowup criterion are valid 
to this system. If T = Tmax < +oo, then the blowup set of u, 
denoted by S, is not empty. Then, we have the global blowup 
criterion that>.= lluol 1 < 47!" implies Tmax = +oo, and>. < 87!" 
is sufficient for radially symmetric case [21, 2, 8]. 



540 

(27) 

T. Suzuki 

Local blowup criterion also holds, and we obtain 

lim sup llu(·, t)IILt(nnB(x R)) 2': m*(xo) 
ttT 0 ' 

for each xo E S, where R > 0 is arbitrary [22]. 
However, any blowup criterion is not known. 

(3) If we replace Ut by CUt in (26) and then put c = 0, then we 
obtain another simplified system of chemotaxis, 

( ev 1 ) 
TVt = ~v + .>. In ev - IOf ' avi = 0, r v = 0 

av an ln 

introduced by Wolansky [37, 38]. This system is provided with 
the Lyapunov function 

1 . 2 1 J;,.(v) = -IIV'vll 2 - >.log ev, 
2 n 

In v = 0, 

and the formation of collapse is proven with m(x0 ) :;:::: m*(x0 ) 

if this function is bounded in time [32]. 
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Added in Proof: Recently, Type II blowup at each blowup point is 
proren. See 
T. Senba, Type II blowup of solutions to a sinplified Keller-Segel system 
in two dimensions, Nonlinear Analysis (to appear), 
Y. Naito and T. Suzuki, Self-similarity in chemotaxis systems, (preprint). 




