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## § 1. Introduction

A few years ago there appeared several interesting attempts [1-4] to apply some group theoretical point of view to the explicit integration of the Toda lattice. In this direction, however, no result seems to have been established for the infinite lattice without free ends or any periodicity.

This paper presents an algebraic approach toward the integration of the infinite Toda lattice which, in general, does not fall into the cases discussed in $[1-4]$. As a result, the initial value problem for the Toda lattice hierarchy [5] is explicitly solved.

To set up the initial value problem, let us briefly review the Toda lattice hierarchy [5]:

Let $x=\left(x_{1}, x_{2}, \cdots\right)$ and $y=\left(y_{1}, y_{2}, \cdots\right)$ be independent variables with infinite many components, and $L, M$ matrices of size $\boldsymbol{Z} \times \boldsymbol{Z}(\boldsymbol{Z}$ denotes the totality of integers) of the form

$$
\begin{align*}
& L=\left(b_{j-i}(i, x, y)\right)_{i j \in Z}, \quad b_{j}=0(j>1), \quad b_{1}=1,  \tag{1.1}\\
& M=\left(c_{j-i}(i, x, y)\right)_{i j \in Z}, \quad c_{j}=0(j<-1), \quad c_{-1} \neq 0 .
\end{align*}
$$

$b_{j}$ and $c_{j}$ serve as the unknown functions of the nonlinear differential equations describing the Toda lattice hierarchy. Auxiliary matrices $B_{\mu}, C_{\mu}, \mu$ $=1,2, \cdots$, are introduced by

$$
\begin{equation*}
B_{\mu}=\left(L^{\mu}\right)_{+}, \quad C_{\mu}=\left(M^{\mu}\right)_{-}, \tag{1.2}
\end{equation*}
$$

where the symbols $(A)_{ \pm}$denote for a matrix $A=\left(a_{i j}\right)_{i j \in Z}$ of size $\boldsymbol{Z} \times \boldsymbol{Z}$ the triangular matrices $\left(a_{i j} Y_{j-i}^{ \pm}\right)_{i j \in Z}$, respectively, with $Y_{s}^{+}=0(s<0),=1$ $(s \geq 0), Y_{s}^{-}=1(s<0),=0(s \geq 0)$.

The Toda lattice hierarchy is defined by the system of the Lax type

$$
\begin{align*}
& \partial_{x_{\mu}} L=\left[B_{\mu}, L\right], \quad \partial_{y_{\mu}} L=\left[C_{\mu}, M\right],  \tag{1.3}\\
& \partial_{x_{\mu}} M=\left[B_{\mu}, M\right], \quad \partial_{y_{\mu}} M=\left[C_{\mu}, M\right], \quad \mu=1,2, \cdots,
\end{align*}
$$

Received March 25, 1983.
or, equivalently, by the system of the Zakharov-Shabat type

$$
\begin{array}{ll}
\partial_{x_{\nu}} B_{\mu}-\partial_{x_{\mu}} B_{\nu}+\left[B_{\mu}, B_{\nu}\right]=0, & \partial_{y_{\nu}} C_{\mu}-\partial_{y_{\mu}} C_{\nu}+\left[C_{\mu}, C_{\nu}\right]=0,  \tag{1.4}\\
\partial_{y_{\nu}} B_{\mu}-\partial_{x_{\mu}} C_{\nu}+\left[B_{\mu}, C_{\nu}\right]=0, & \mu, \nu=1,2, \cdots,
\end{array}
$$

where $\partial_{x_{\mu}}=\partial / \partial x_{\mu}, \partial_{y_{\mu}}=\partial / \partial y_{\mu}$. The third equation in (1.4) with $\mu=\nu=1$ corresponds to the original (two dimensional) Toda lattice

$$
\begin{equation*}
\partial_{x_{1}} \partial_{y_{1}} u(s)=e^{u(s)-u(s-1)}-e^{u(s+1)-u(s)} \tag{1.4}
\end{equation*}
$$

with the parametrization $\quad B_{1}=\left(\delta_{i, j-1}\right)_{i j \in Z}+\left(\partial_{x_{1}} u(i) \delta_{i, j}\right)_{i j \in Z}, \quad C_{1}=$ $\left(e^{u(i)-u(i-1)} \delta_{i, j+1}\right)_{i j \in Z}$. Here we abbreviated $u(s, x, y)$ to $u(s)$.

Hereafter we shall consider the initial value problem for this hierarchy, i.e. the problem of solving (1.3) and (1.4) under the initial conditions

$$
\begin{equation*}
\left.L\right|_{x=y=0}=L_{0},\left.\quad M\right|_{x=y=0}=M_{0} \tag{1.6}
\end{equation*}
$$

The initial values $L_{0}$ and $M_{0}$ are constant matrices of size $Z \times Z$, and of course they are assumed to take the same form as $L$ and $M$. Note that the initial values of $B_{\mu}$ and $C_{\mu}$ are determined by (1.6) and (1.2).

Our main theorems, which will be stated in Section 2, show that once the problem is interpreted in the general machinery of the linearization and the $\tau$ function, an explicit description of the solution in terms of the initial values can be immediately obtained. The corresponding $\tau$ function is shown to have a remarkable structure closely related to the $\tau$ functions of the $K P$ hierarchy [6-8].

In order to establish these results we shall proceed as follows, inspired by the argument of $[6,7]$ : In Section 3, we shall investigate a finite lattice model, which plays an important role in Section 4 in constructing the solution to the original Toda lattice hierarchy. It should be noticed that a parametrization of this model is obtained by factorizing a matrix of finite size into the product of a lower triangular matrix and an upper triangular one. Such an idea was also used in [1-4] in some more complicated framework. In Section 4 the proof of our main theorems is completed. First a series of finite lattice models related to the initial values is introduced. Then the solution to the original initial value problem is achieved by a "limit" of these finite lattice models. Using the $\tau$ functions, we can visualize that passage from the finite lattices to the infinite one.

In Section 5 supplementary remarks are added.
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## § 2. Main results

In this section the main theorems are stated. We need some preparations to give their precise statements.

Let us begin with a brief review of the linearization and the $\tau$ function of the Toda lattice hierarchy [5]:

Let us consider the following linear system for unknown matrices $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$.

$$
\begin{align*}
& L \hat{W}^{(\infty)}=\hat{W}^{(\infty)} \Lambda, \quad M \hat{W}^{(0)}=\hat{W}^{(0)} \Lambda^{-1},  \tag{2.1}\\
& \partial_{x_{\mu}} \hat{W}^{(\infty)}=B_{\mu} \hat{W}^{(\infty)}-\hat{W}^{(\infty)} \Lambda^{\mu}, \quad \partial_{y_{\mu}} \hat{W}^{(\infty)}=C_{\mu} \hat{W}^{(\infty)},  \tag{2.2}\\
& \partial_{x_{\mu}} \hat{W}^{(0)}=B_{\mu} \hat{W}^{(0)}, \quad \partial_{y_{\mu}} \hat{W}^{(0)}=C_{\mu} \hat{W}^{(0)}-\hat{W}^{(0)} \Lambda^{-\mu}, \quad \mu=1,2, \cdots,
\end{align*}
$$

where $\Lambda^{\mu}$ denotes the $\mu$-th shift matrix, $\Lambda^{\mu}=\left(\delta_{i, j-\mu}\right)_{i j \in Z}$, and $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ are assumed to have the form

$$
\begin{array}{ll}
\hat{W}^{(\infty)}=\left(\hat{w}_{i-j}^{(\infty)}(i, x, y)\right)_{i j \in Z}, \quad \hat{w}_{j}^{(\infty)}=0(j<0), \quad \hat{w}_{0}^{(\infty)}=1,  \tag{2.3}\\
\hat{W}^{(0)}=\left(\hat{w}_{j-i}^{(0)}(i, x, y)\right)_{i j \in Z}, \quad \hat{w}_{j}^{(0)}=0(j<0), \quad \hat{w}_{0}^{(0)} \neq 0 .
\end{array}
$$

The linearization is achieved by (2.1) and (2.2) in the following sense: If (1.3) and (1.4) are fulfilled there exist some solutions $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ of (2.1) and (2.1) as in (2.3), and they are unique up to the arbitrariness $\hat{W}^{(\infty)} \rightarrow \hat{W}^{(\infty)} \sum_{n=0}^{\infty} f_{n} \Lambda^{-n}, \hat{W}^{(0)} \rightarrow \hat{W}^{(0)} \sum_{n=0}^{\infty} g_{n} \Lambda^{n}$ with $f_{n}, g_{n} \in C, f_{0}=1$, $g_{0} \neq 0$. Conversely, if some matrices $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ of the form like (2.3) solve (2.1) and (2.2) for certain matrices $L, M, B_{\mu}$ and $C_{\mu}$, then (1.3) and (1.4) are fulfilled.

Note that $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ are invertible, so that $L, M, B_{\mu}$ and $C_{\mu}$ are recovered from $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ by algebraic equations (2.1) and (1.2). Also note that if we introduce

$$
\begin{equation*}
W^{(\infty)}=\hat{W}^{(\infty)} \exp \sum_{\mu=1}^{\infty} x_{\mu} \Lambda^{\mu}, \quad W^{(0)}=\hat{W}^{(0)} \exp \sum_{\mu=1}^{\infty} y_{\mu} \Lambda^{-\mu}, \tag{2.4}
\end{equation*}
$$

(2.2) is rewritten into the system

$$
\begin{equation*}
\partial_{x_{\mu}} W=B_{\mu} W, \quad \partial_{y_{\mu}} W=C_{\mu} W, \quad W=W^{(\infty)}, W^{(0)}, \quad \mu=1,2, \cdots . \tag{2.5}
\end{equation*}
$$

The $\tau$ function $\tau(s, x, y)$ is consistently, and uniquely up to constant multipliers, introduced by the equations

$$
\begin{align*}
& \hat{w}_{j}^{(\infty)}(s, x, y)=p_{j}\left(-\tilde{\partial}_{x}\right) \tau(s, x, y) / \tau(s, x, y), \quad j=0,1, \cdots, \\
& \hat{w}_{j}^{(0)}(s, x, y)=p_{j}\left(-\tilde{\partial}_{y}\right) \tau(s+1, x, y) / \tau(s, x, y), \quad j=0,1, \cdots,  \tag{2.6}\\
& \tilde{\partial}_{x}=\left(\partial_{x_{1}}, \partial_{x_{2}} / 2, \partial_{x_{3}} / 3, \cdots\right), \quad \tilde{\partial}_{y}=\left(\partial_{y_{1}}, \partial_{y_{2}} / 2, \partial_{y_{3}} / 3, \cdots\right),
\end{align*}
$$

where $p_{j}, j=0,1,2, \cdots$, are the polynomials defined by

$$
\begin{equation*}
\left.\exp \sum_{\mu=1}^{\infty} x_{\mu} \lambda^{\mu}=\sum_{j=0}^{\infty} p_{j}(x) \lambda^{j} \quad \text { (cf. }[6,7]\right) \tag{2.7}
\end{equation*}
$$

These polynomials will later play an important role in the expression of the solution to the initial value problem.

The general framework stated above implies that the initial value problem can be converted into the problem of solving (2.2)-though it should be noted that not only $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ but also $B_{\mu}$ and $C_{\mu}$ are unknown here to be determined together with the former-under the initial conditions

$$
\begin{equation*}
\left.\hat{W}^{(\infty)}\right|_{x=y=0}=A^{(\infty)},\left.\quad \hat{W}^{(0)}\right|_{x=y=0}=A^{(0)} \tag{2.8}
\end{equation*}
$$

where $A^{(\infty)}$ and $A^{(0)}$ are constant triangular matrices of the form

$$
\begin{align*}
& A^{(\infty)}=\left(a_{i j}^{(\infty)}\right)_{i j \in Z}, \quad a_{i j}^{(\infty)}=0(i<j), \quad a_{i i}^{(\infty)}=1,  \tag{2.9}\\
& A^{(0)}=\left(a_{i j}^{(0)}\right)_{i j \in Z}, \quad a_{i j}^{(0)}=0(i>j), \quad a_{i i}^{(0)} \neq 0,
\end{align*}
$$

and connected with $L_{0}$ and $M_{0}$ by

$$
\begin{equation*}
L_{0} A^{(\infty)}=A^{(\infty)} \Lambda, \quad M_{0} A^{(0)}=A^{(0)} \Lambda^{-1} . \tag{2.10}
\end{equation*}
$$

Note that for any initial values $L_{0}$ and $M_{0}$ we can find such matrices $A^{(\infty)}$ and $A^{(0)}$, solving linear algebraic equations. $A^{(\infty)}$ and $A^{(0)}$ are then unique up to the arbitrariness $A^{(\infty)} \rightarrow A^{(\infty)} \sum_{n=0}^{\infty} f_{n} \Lambda^{-n}, A^{(0)} \rightarrow A^{(0)} \sum_{n=0}^{\infty} g_{n} \Lambda^{n}$ ( $f_{n}, g_{n} \in C, f_{0}=1, g_{0} \neq 0$ ), which exactly corresponds to that of $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ mentioned before.

Our main theorems show how $A^{(\infty)}$ and $A^{(0)}$ explicitly parametrize the corresponding solution of the initial value problem. In order to state them we must prepare some more notations:

A Young diagram can be indicated by a sequence of strictly increasing integers as explained in [6]. Modifying it slightly, let us use a sequence $\left(l_{m}, l_{m+1}, \cdots, l_{s-1}\right)\left(m<s, m \leq l_{m}<l_{m+1}<\cdots<l_{s-1}\right)$ to indicate the pair ( $Y s$ ) of a YYoung diagram $Y$ with signature $\left(l_{s-1}-s+1, l_{s-2}-s+2, \cdots\right.$, $\left.l_{m}-m\right)$ and an integer $s(s>m)$ (cf. Fig. 1).


Fig. 1.

Notice that two sequences $\left(l_{m}, \cdots, l_{s-1}\right)$ and $\left(l_{m^{\prime}}, \cdots, l_{s-1}\right)$ with $m^{\prime} \leq m$, $l_{m^{\prime}}=m^{\prime}, l_{m^{\prime}+1}=m^{\prime}+1, \cdots$, and $l_{m-1}=m-1$ indicate the same pair $(Y s)$. Hereafter we shall obey this convention.

The character polynomial (the Schur function) $\chi_{y}$ (cf. [7, 8]) is defined, for $(Y s)=\left(l_{m}, \cdots, l_{s-1}\right)$, by the formula

$$
\begin{equation*}
\chi_{Y}(x)=\operatorname{det}\left(p_{l_{i}-j}(x)\right)_{i j=m \cdots s-1}, \tag{2.11}
\end{equation*}
$$

which is independent of $s$, and only depends on $Y$. Furthermore, let us choose a sequence $\left(a_{i}\right)_{i \in Z}, a_{i} \neq 0$, such that

$$
\begin{equation*}
a_{i i}^{(0)}=a_{i+1} / a_{i} \quad \text { for any } i \in Z \tag{2.12}
\end{equation*}
$$

and define, for the triplet $A=\left(A^{(\infty)}, A^{(0)},\left(a_{i}\right)\right)$ and the pairs $(Y s)=\left(l_{m}, \cdots\right.$, $\left.l_{s-1}\right)$ and $\left(Y^{\prime} s\right)=\left(l_{m}^{\prime}, \cdots, l_{s-1}^{\prime}\right)$, the quantity $A_{(Y s)\left(Y^{\prime} s\right)}$ by

$$
\begin{equation*}
A_{(Y s)\left(Y^{\prime} s\right)}=\lim _{-m, n \rightarrow \infty} a_{m} \operatorname{det}\left(\sum_{k=m}^{n-1} \tilde{a}_{l i}^{(\infty)}\left(a_{k, l_{j}^{\prime}}^{(0)}\right)_{i j=m \ldots s-1},\right. \tag{2.13}
\end{equation*}
$$

where $\tilde{a}_{i j}^{(\infty)}$ denotes the $(i, j)$ component of $A^{(\infty)-1}$, and $\left(l_{m}, \cdots, l_{s-1}\right)$, $\left(l_{m}^{\prime}, \cdots, l_{s-1}^{\prime}\right)$ indicate $(Y s),\left(Y^{\prime} s\right)$, respectively, according to the convention mentioned above as $m$ decreases. The right hand side of (2.13) is a stable limit in the sense that $a_{m} \operatorname{det}(\cdots)$ is independent of $m$ and $n$ when $-m$ and $n$ are sufficiently large (cf. Proposition 4.1).

Now we can state
Theorem 1. The $\tau$ function of the solution to the initial value problem is given by

$$
\begin{equation*}
\tau(s, x, y)=\sum_{Y, Y^{\prime}} \chi_{Y}(x) \chi_{Y^{\prime}}(-y) A_{(Y s)\left(Y^{\prime} s\right)} \tag{2.14}
\end{equation*}
$$

which does not identically vanish (e.g. $\tau(s, 0,0)=a_{s}$ ). Namely, the matrices $L, M, B_{\mu}$ and $M_{\mu}$, defined by (1.2), (2.1), (2.3), (2.6) and (2.14), solve the Toda lattice hierarchy under initial conditions (1.6). Here $\sum_{Y, Y^{\prime}}$ stands for the summation over all pairs of Young diagrams $Y$ and $Y^{\prime}$.


Fig. 2. The scheme solving the initial value problem.

The infinite series in (2.14) can be dealt with in the "formal" sense, i.e. in the ring $C[[x, y]]$ of formal series of weighted homogeneous polynomials in $(x, y)$ (cf. § 5, paragraph 3). On the other hand it is also possible to discuss its "analytic" justification:

Theorem 2. Suppose that there are constants $C, a$ and $b$ such that

$$
\begin{equation*}
\left|\tilde{a}_{i j}^{(\infty)}\right| \leq C a^{|i-j|}, \quad\left|a_{i j}^{(0)}\right| \leq C b^{|i-j|}, \quad\left|a_{i}\right| \leq C, \quad i, j \in Z, \tag{2.15}
\end{equation*}
$$

where $A^{(\infty)-1}=\left(\tilde{a}_{i j}^{(\infty)}\right)_{i j \in Z}$ and $A^{(0)}=\left(a_{i j}^{(0)}\right)_{i j \in Z}$. Then the right hand side of (2.14) converges absolutely (with a certain uniformity-cf. Proposition 4.2) in the domain

$$
\begin{align*}
&\left\{(x, y) \in C^{\infty} \times C^{\infty} ; \varlimsup_{\mathrm{l} \rightarrow \infty}\left|x_{n}\right|^{1 / n}<\right. 1 / a, \varlimsup_{n \rightarrow \infty}\left|y_{n}\right|^{1 / n}<1 / b,  \tag{2.16}\\
&\left.\varlimsup_{n \rightarrow \infty}\left|x_{n}\right|^{1 / n} \cdot \varlimsup_{n \rightarrow \infty}\left|y_{n}\right|^{1 / n}<1\right\} .
\end{align*}
$$

Thus $\tau(s, x, y)$ is a holomorphic function in domain (2.16) in the sense of Section 5, paragraph 3.

The periodic cases are characterized as follows:
Theorem 3. Under the conditions $\left[A^{(\infty)}, \Lambda^{l}\right]=\left[A^{(0)}, \Lambda^{l}\right]=0$ the corresponding solution describes an l periodic Toda lattice. More precisely; there exists a constant a $(\neq 0)$ such that

$$
\begin{align*}
& \tau(s+l, x, y)=a \tau(s, x, y), \\
& b_{j}(s+l, x, y)=b_{j}(s, x, y)  \tag{2.17}\\
& c_{j}(s+l, x, y)=c_{j}(s, x, y) \quad \text { for any } j, s \in Z,
\end{align*}
$$

These theorems present us a complete description of the solution to the initial value problem for the Toda lattice hierarchy.

It is remarkable that the structure of $\tau(s, x, y)$ is very similar to that of the $\tau$ function of the $K P$ hierarchy [6-8]. In fact, if we regard $\tau(s, x, y)$ as a function of only $x$ (or $y$ ), (2.14) coincides essentially with the description of the $\tau$ function of the $K P$ hierarchy presented in $[6,7]$. Furthermore, as will be pointed out in Section 5, paragraph 1, $\tau(s, x, y)$ has in itself the structure of the $\tau$ function of the "two component" $K P$ hierarchy [6-8].

The proof of Theorems 1-3 will be completed in Section 4.

## § 3. Finite lattice model

In this section a class of finite lattice model is introduced and investigated as an analogue of the Toda lattice hierarchy mentioned in Section 1. In this model the matrices $L, M, B_{\mu}, C_{\mu}$ etc. $\cdots$ of size $\boldsymbol{Z} \times \boldsymbol{Z}$ are replaced
by the corresponding matrices of finite size whose rows and columns are indexed by a sequence of integers $m, m+1, \cdots, n-1$ with $m<n$. This model will play an essential role in Section 4.

As we shall see later, compared with the usual finite, nonperiodic Toda lattice whose corresponding objects of the $\tau$ functions are certain linear combinations of exponential functions (cf. [1-3]), our model appears to be more "degenerate" in the sense that its $\tau$ functions are polynomials. in the independent variables $x=\left(x_{1}, x_{2}, \cdots\right)$ and $y=\left(y_{1}, y_{2}, \cdots\right)$.

Let us begin with the following "factorization" problem for a matrix $A=\left(a_{i j}\right)_{i j=m \cdots n-1}$ with $\operatorname{det}\left(a_{i j}\right)_{i j=m \ldots s-1} \neq 0$ for $m<s \leq n$, i.e. the problem of finding some matrices $W^{(\infty)}$ and $W^{(0)}$ such that

$$
\begin{equation*}
W^{(0)}=W^{(\infty)} A \tag{3.1}
\end{equation*}
$$

where $W^{(\infty)}$ and $W^{(0)}$ are assumed to have the form

$$
\begin{align*}
& W^{(\infty)}=\hat{W}^{(\infty)} \exp \sum_{\mu=1}^{\infty} x_{\mu} \Lambda_{[m n)}^{\mu}, \quad W^{(0)}=\hat{W}^{(0)} \exp \sum_{\mu=1}^{\infty} y_{\mu}{ }^{t} \Lambda_{[m n)}^{\mu}, \\
& \hat{W}^{(\infty)}=\left(\hat{w}_{i-j}^{(\infty)}(i, x, y)\right)_{i j=m \cdots n-1}, \quad \hat{w}_{j}^{(\infty)}=0(j<0), \quad \hat{w}_{0}^{(\infty)}=1,  \tag{3.2}\\
& \hat{W}^{(0)}=\left(\hat{w}_{j-i}^{(0)}(i, x, y)\right)_{i j=m \cdots n-1}, \quad \hat{w}_{j}^{(0)}=0(j<0), \quad \hat{w}_{0}^{(0)} \neq 0, \\
& \Lambda_{[m n)}=\left(\delta_{i, j-1}\right)_{i j=m \cdots n-1}, \quad{ }^{t} \Lambda_{[m n)}=\left(\delta_{i, j+1}\right)_{i j=m \cdots n-1} .
\end{align*}
$$

Remark. For simplicity of notations the same notations, $W^{(\infty)}, W^{(0)}$, etc., as those used in Section 2 are used here. In Section 4 we shall change the notations to distinguish them from those used in Section 1 and Section 2.
(3.1) is explicitly solved as follows.

Proposition 3.1. $W^{(\infty)}$ and $W^{(0)}$ are uniquely determined, and given by the formulas

$$
\begin{align*}
& \hat{w}_{k}^{(\infty)}(s, x, y)=\frac{(-)^{k} \operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \wedge \\
j=m \ldots s-\ldots s}}^{\substack{n \\
j}}\left(a_{i j}(x, y)\right)_{i j=m \ldots s-1}}{\operatorname{det}},  \tag{3.3}\\
& \hat{\omega}_{k}^{(0)}(s, x, y)=\frac{\operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=m \ldots s-\ldots, s+k}},}{\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \ldots s-1}}, \tag{3.4}
\end{align*}
$$

where we set

$$
\begin{equation*}
\left(a_{i j}(x, y)\right)_{i j=m \cdots n-1}=\exp \left[\sum_{\mu=1}^{\infty} x_{\mu} \Lambda_{[m n)}^{\mu}\right] A \exp \left[-\sum_{\mu=1}^{\infty} y_{\mu}^{t} \Lambda_{[m n)}^{\mu}\right] \tag{3.5}
\end{equation*}
$$

and $s \wedge k$ in (3.3) is used to show that $s-k$ is removed from the indices of rows in the determinant.

Remark. $a_{i j}(x, y), i, j=m, \cdots, n-1$, are polynomials, since $\Lambda_{[m n)}$ and ${ }^{t} \Lambda_{[m n)}$ are nilpotent. Furthermore the assumption $\operatorname{det}\left(a_{i j}\right)_{i j=m \ldots s-1}$ $\neq 0$ for $m<s \leq n$ implies that $\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \ldots s-1}$ does not identically vanish for $m<s \leq n$. Thus (3.3) and (3.4) make sense.

Proof of Proposition 3.1. Equation (3.1) implies

$$
\begin{align*}
& \left(\hat{w}_{s-m}^{(\infty)}(s), \hat{w}_{s-m-1}^{(\infty)}(s), \cdots, \hat{w}_{0}^{(\infty)}(s)\right)\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=m \cdots s-1}}=0,  \tag{3.6}\\
& \quad\left(\hat{w}_{0}^{(0)}(s), \hat{w}_{1}^{(0)}(s), \cdots, \hat{w}_{n-s+1}^{(0)}(s)\right)  \tag{3.7}\\
& \quad=\left(\hat{w}_{s-m}^{(\infty)}(s), \hat{w}_{s-m-1}^{(\infty)}(s), \cdots, \hat{w}_{0}^{(\infty)}(s)\right)\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=s \cdots n-1}} .
\end{align*}
$$

Here we used the simplified notations $\hat{w}_{k}^{(\infty)}(s)$ and $\hat{w}_{k}^{(0)}(s)$ for $\hat{w}_{k}^{(\infty)}(s, x, y)$ and $\hat{w}_{k}^{(0)}(s, x, y)$. Since we assumed the condition $\hat{w}_{0}^{(\infty)}=1$, Cramer's formula and (3.6) immediately lead us to (3.3).

Then by virtue of (3.3) and (3.7) we have

$$
\begin{aligned}
\hat{w}_{k}^{(0)}(s) & =\sum_{\mu=0}^{s-m} \frac{(-)^{\mu} \operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \hat{\theta}_{j=m} \mu \ldots s}} a_{s-\mu, s+k}(x, y)}{\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \cdots s-1}} \\
& =\frac{\operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=m \ldots s-1, s+k}}}{\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \ldots s-1}} .
\end{aligned}
$$

This is nothing but (3.4).
Our finite lattice model is derived as follows.
Proposition 3.2. Set

$$
\begin{align*}
& L=W^{(\infty)} \Lambda_{[m n)} W^{(\infty)-1}, \quad M=W^{(0) t} \Lambda_{[m n)} W^{(0)-1},  \tag{3.8}\\
& B_{\mu}=\left(L^{\mu}\right)_{+}, \quad C_{\mu}=\left(M^{\mu}\right)_{-}, \quad \mu=1,2, \cdots, \tag{3.9}
\end{align*}
$$

where the symbols ( $)_{ \pm}$denote the same operations as those used for $\boldsymbol{Z} \times \boldsymbol{Z}$ matrices except that in the present case the indices of the rows and columns are restricted to the integers $m, m+1, \cdots, n-1$. Then we have the following analogues of the Lax type system, the Zakharov-Shabat type system and the linearization (cf. (1.3), (1.4), (2.2)).

$$
\begin{align*}
& \partial_{x_{\mu}} L=\left[B_{\mu}, L\right], \quad \partial_{y_{\mu}} L=\left[C_{\mu}, L\right],  \tag{3.10}\\
& \partial_{x_{\mu}} M=\left[B_{\mu}, M\right], \quad \partial_{y_{\mu}} M=\left[C_{\mu}, M\right], \quad \mu=1,2, \cdots, \\
& \partial_{x_{\nu}} B_{\mu}-\partial_{x_{\mu}} B_{\nu}+\left[B_{\mu}, B_{\nu}\right]=0, \quad \partial_{y_{\nu}} C_{\mu}-\partial_{y_{\mu}} C_{\nu}+\left[C_{\mu}, C_{\nu}\right]=0,  \tag{3.11}\\
& \partial_{y_{\nu}} B_{\mu}-\partial_{x_{\mu}} C_{\nu}+\left[B_{\mu}, C_{\nu}\right]=0, \quad \mu, \nu=1,2, \cdots,
\end{align*}
$$

$$
\begin{align*}
& \partial_{x_{\mu}} \hat{W}^{(\infty)}=B_{\mu} \hat{W}^{(\infty)}-\hat{W}^{(\infty)} \Lambda_{[m n)}^{\mu}, \quad \partial_{y_{\mu}} \hat{W}^{(\infty)}=C_{\mu} \hat{W}^{(\infty)},  \tag{3.12}\\
& \partial_{y_{\mu}} \hat{W}^{(0)}=B_{\mu} \hat{W}^{(0)}, \quad \partial_{y_{\mu}} \hat{W}^{(0)}=C_{\mu} \hat{W}^{(0)}-\hat{W}^{(0)} t \Lambda_{[m n)}^{\mu}, \quad \mu=1,2, \cdots .
\end{align*}
$$

Remark. We used also here, for simplicity of notations, the same notations $L, M$, etc. as those used in Section 1 and Section 2, though of course they denote different objects.

Proof of Proposition 3.2. Notice, at first, that (3.1) implies

$$
\partial_{x_{\mu}} W^{(\infty)} \cdot W^{(\infty)-1}=\partial_{x_{\mu}} W^{(0)} \cdot W^{(0)-1}, \quad \partial_{y_{\mu}} W^{(\infty)} \cdot W^{(\infty)-1}=\partial_{y_{\mu}} W^{(0)} \cdot W^{(0)-1} .
$$

Then, by virtue of (3.2), we have

$$
\begin{align*}
& \partial_{x_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1}+\hat{W}^{(\infty)} \Lambda_{[m n)}^{\mu} \hat{W}^{(\infty)-1}=\partial_{x_{\mu}} \hat{W}^{(0)} \cdot \hat{W}^{(0)-1}  \tag{3.13}\\
& \partial_{y_{\mu}} \hat{W}^{(0)} \cdot \hat{W}^{(0)-1}+\hat{W}^{(0) t} \Lambda_{[m n)}^{\mu} \hat{W}^{(0)-1}=\partial_{y_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1} .
\end{align*}
$$

Furthermore (3.2) implies

$$
\begin{aligned}
& \left(\partial_{x_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1}\right)_{+}=0, \quad\left(\partial_{x_{\mu}} \hat{W}^{(n)} \cdot \hat{W}^{(0)-1}\right)_{+}=\partial_{x_{\mu}} \hat{W}^{(0)} \cdot \hat{W}^{(0)-1}, \\
& \left(\partial_{y_{\mu}} \hat{W}^{(0)} \cdot \hat{W}^{(0)-1}\right)_{-}=0, \quad\left(\partial_{y_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1}\right)_{-}=\partial_{y_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1}
\end{aligned}
$$

Hence (3.13) leads us to

$$
\begin{align*}
& B_{\mu}=\left(L^{\mu}\right)_{+}=\partial_{x_{\mu}} \hat{W}^{(0)} \cdot \hat{W}^{(0)-1},  \tag{3.14}\\
& C_{\mu}=\left(M^{\mu}\right)_{-}=\partial_{y_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1} .
\end{align*}
$$

(3.12) is an immediate consequence of (3.13) and (3.14). Also some simple calculation leads us to (3.10). For example,

$$
\begin{aligned}
\partial_{x_{\mu}} L & =\partial_{x_{\mu}} \hat{W}^{(\infty)} \cdot \Lambda_{[m n)}^{\mu} \hat{W}^{(\infty)-1}-\hat{W}^{(\infty)} \Lambda_{[m n)}^{\mu} \hat{W}^{(\infty)-1} \cdot \partial_{x_{\mu}} \hat{W}^{(\infty)} \cdot \hat{W}^{(\infty)-1} \\
& =\left[B_{\mu}-\hat{W}^{(\infty)} \Lambda_{[m n)}^{\mu} \hat{W}^{(\infty)-1}, \quad \hat{W}^{(\infty)} \Lambda_{[m n)} \hat{W}^{(\infty)-1}\right] \\
& =\left[B_{\mu}, L\right] .
\end{aligned}
$$

The other equalities in (3.10) can be similarly verified.
Differentiating (3.12) and comparing the cross-derivatives $\partial_{x_{\mu}} \partial_{x_{\nu}} W^{(\infty)}$ $=\partial_{x_{\nu}} \partial_{x_{\mu}} W^{(\infty)}$, etc., we have

$$
\left(\partial_{x_{\nu}} B_{\mu}-\partial_{x_{\mu}} B_{\nu}+\left[B_{\mu}, B_{\nu}\right]\right) W^{(\infty)}=0, \text { etc. }
$$

Since $W^{(\infty)}$ and $W^{(0)}$ are invertible matrices for the generic values of $(x, y)$ (cf. (3.2)-(3.4)), (3.11) follows.
Q.E.D.

As an analogue of the initial value problem we have
Proposition 3.3. Suppose that the matrix $A$ is factorized as follows:

$$
\begin{align*}
& A=A^{(\infty)-1} A^{(0)}, \\
& A^{(\infty)}=\left(a_{i j}^{(\infty)}\right)_{i j=m \cdots n-1}, \quad a_{i j}^{(\infty)}=0(i<j), \quad a_{i i}^{(\infty)}=1,  \tag{3.15}\\
& A^{(0)}=\left(a_{i j}^{(0)}\right)_{i j=m \cdots n-1}, \quad a_{i j}^{(0)}=0(i>j), \quad a_{i j}^{(0)} \neq 0 .
\end{align*}
$$

Then $W^{(\infty)}$ and $W^{(0)}$ satisfy the initial conditions

$$
\begin{equation*}
\left.W^{(\infty)}\right|_{x=y=0}=A^{(\infty)},\left.\quad W^{(0)}\right|_{x=y=0}=A^{(0)} . \tag{3.16}
\end{equation*}
$$

Proof. (3.1) implies

$$
\left.W^{(\infty)}\right|_{x=y=0} A^{(\infty)-1}=\left.W^{(0)}\right|_{x=y=0} A^{(0)-1} .
$$

Notice that the left hand side is a lower triangular matrix with the diagonal part $=1$, while the right hand side is upper triangular. Hence we conclude that both hand sides coinside with the unit matrix.
Q.E.D.

An analogue of the $\tau$ function is derived as follows.

## Proposition 3.4. The function

$$
\begin{equation*}
\tau(s, x, y)=\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \ldots s-1} \tag{3.17}
\end{equation*}
$$

satisfies the equations

$$
\begin{align*}
& \hat{w}_{k}^{(\infty)}(s, x, y)=p_{k}\left(-\tilde{\partial}_{x}\right) \tau(s, x, y) / \tau(s, x, y), \quad k=0,1, \cdots  \tag{3.18}\\
& \hat{w}_{k}^{(0)}(s, x, y)=p_{k}\left(-\tilde{\partial}_{y}\right) \tau(s+1, x, y) / \tau(s, x, y), \quad k=0,1, \cdots
\end{align*}
$$

where $\tilde{\partial}_{x}$ and $\tilde{\partial}_{y}$ are the same as those in (2.6).
Proof. Since

$$
\begin{aligned}
& \tau(s, x-\varepsilon(\lambda), y)=\sum_{j=0}^{\infty} p_{j}\left(-\tilde{\partial}_{x}\right) \tau(s, x, y) \lambda^{j}, \\
& \tau(s+1, x, y-\varepsilon(\lambda))=\sum_{j=0}^{\infty} p_{j}\left(-\tilde{\partial}_{y}\right) \tau(s+1, x, y) \lambda^{j}, \\
& \varepsilon(\lambda)=\left(\lambda, \lambda^{2} / 2, \lambda^{3} / 3, \cdots\right)
\end{aligned}
$$

equations (3.18) are equivalent to

$$
\begin{align*}
& \sum_{k=0}^{s-m} \hat{w}_{k}^{(\infty)}(s, x, y) \lambda^{k}=\tau(s, x-\varepsilon(\lambda), y) / \tau(s, x, y),  \tag{3.19}\\
& \sum_{k=0}^{n-1-s} \hat{w}_{k}^{(0)}(s, x, y) \lambda^{k}=\tau(s+1, x, y-\varepsilon(\lambda)) / \tau(s, x, y) .
\end{align*}
$$

Let us prove (3.19) instead of (3.18).

We have the following formulas

$$
\begin{aligned}
& \sum_{\mu=1}^{\infty} \lambda^{\mu} \Lambda_{[m n)}^{\mu} / \mu=-\log \left(1-\lambda \Lambda_{[m n)}\right), \\
& \exp \left[-\sum_{\mu=1}^{\infty} \lambda^{\mu} \Lambda_{[m n)}^{\mu} / \mu\right]=1-\lambda \Lambda_{[m n)}, \\
& \begin{aligned}
\exp \left[\sum_{\mu=1}^{\infty} \lambda^{\mu t} \Lambda_{[m n)}^{\mu} / \mu\right] & =\left(1-\lambda^{t} \Lambda_{[m n)}\right)^{-1} \\
& =1+\lambda^{t} \Lambda_{[m n)}+\cdots+\left(\lambda^{t} \Lambda_{[m n)}\right)^{n-m-1},
\end{aligned}
\end{aligned}
$$

which imply

$$
\begin{align*}
& a_{i, j}(x-\varepsilon(\lambda), y)=a_{i, j}(x, y)-a_{i+1, j}(x, y), \\
& a_{i, j}(x, y-\varepsilon(\lambda))=\sum_{k=0}^{n-1-j} a_{i, j+k}(x, y) \lambda^{k} . \tag{3.20}
\end{align*}
$$

Furthermore, in order to calculate the right hand side of (3.19), we shall use the following formula of linear algebra [9].

$$
\begin{align*}
\operatorname{det}\left(\sum_{l=1}^{p+q} g_{i l} h_{l j}\right)_{i j=1 \ldots p}= & \sum_{1 \leq l_{1}<\cdots<l_{p \leq p+q}} \operatorname{det}\left(g_{i l_{j}}\right)_{i j=1 \cdots p}  \tag{3.21}\\
& \cdot \operatorname{det}\left(h_{l i j}\right)_{i j=1 \cdots p} .
\end{align*}
$$

By virtue of (3.20) and (3.21),
$\tau(s, x-\varepsilon(\lambda), y)=\operatorname{det}\left[\begin{array}{cccc}{\left[\begin{array}{cccc}1 & -\lambda & & \\ & 1 & -\lambda & \\ & \ddots & \ddots & \\ & & 1 & -\lambda\end{array}\right]} \\ & & & \\ & & & -m+1 \longrightarrow\end{array}\right]$


$$
=\sum_{k=0}^{s-m}(-)^{k} \operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\ j=m \ldots s-1}} \lambda^{k}
$$

Similarly,

$$
\begin{aligned}
& =\sum_{k=0}^{n-s-1} \operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=m \ldots s-1, s+k}} \operatorname{det}\left(\lambda^{i-j}\right)_{\substack{i=m \ldots s-1, s+k \\
j=m \ldots s}} \\
& =\sum_{k=0}^{n-s-1} \operatorname{det}\left(a_{i j}(x, y)\right)_{\substack{i=m \ldots s \\
j=m \ldots s-1, s+k}} \lambda^{k} .
\end{aligned}
$$

A comparison with (3.3) and (3.4) leads us to (3.18).
Q.E.D. $\tau(s, x, y)$ has another expression:

Using the formulas

$$
\begin{aligned}
& \exp \left[\sum_{\mu=1}^{\infty} x_{\mu} \Lambda_{[m n)}^{\mu}\right]=\sum_{j=0}^{\infty} p_{j}(x) \Lambda_{[2 m)}^{j}=\left(p_{j-i}(x)\right)_{i j=m \cdots n-1}, \\
& \exp \left[-\sum_{\mu=1}^{\infty} y_{\mu}{ }^{t} \Lambda_{[m n)}^{\mu}\right]=\sum_{j=0}^{\infty} p_{j}(-y)^{t} \Lambda_{[m n)}^{j}=\left(p_{i-j}(-y)\right)_{i j=m \cdots n-1},
\end{aligned}
$$

we can rewrite (3.17) into

$$
\begin{equation*}
\tau(s, x, y)=\operatorname{det}\left(\sum_{k, l=m}^{n-1} p_{k-i}(x) a_{k l} p_{l-j}(-y)\right)_{i j=m \cdots s-1} . \tag{3.22}
\end{equation*}
$$

Applying (3.21) to this formula repeatedly, we obtain

$$
\begin{equation*}
\tau(s, x, y)=\sum_{\substack{\left.Y^{\prime} \subset\right|_{\begin{subarray}{c}{1 \\
n=s-m} }}}\end{subarray}} \chi_{Y}(x) \chi_{Y^{\prime}}(-y) A_{(Y s)\left(Y^{\prime} s\right)}, \tag{3.23}
\end{equation*}
$$

where $\square$ $s-m$ denotes the rectangular Young diagram of size $(s-m) \times$ $(n-s)$,

$$
\begin{align*}
& A_{(Y s)\left(Y^{\prime} s\right)}=\operatorname{det}\left(a_{l i l_{j}^{\prime}}\right)_{i j=m \ldots s-1},  \tag{3.24}\\
& (Y s)=\left(l_{m}, \cdots, l_{s-1}\right), \quad\left(Y^{\prime} s\right)=\left(l_{m}^{\prime}, \cdots, l_{s-1}^{\prime}\right),
\end{align*}
$$

and the summation is taken over all the pairs $\left(Y, Y^{\prime}\right)$ with $Y, Y^{\prime} \subset$ $\square_{n-s} s-m$.

In the case when $A$ is factorized as in (3.15), formula (3.21) is once more applied to yield

$$
\begin{equation*}
A_{(Y s)\left(Y^{\prime} s\right)}=\sum_{Y^{\prime \prime}\left(Y^{\prime}, Y^{\prime}\right.}\left(A^{(\infty)-1}\right)_{(Y s)\left(Y^{\prime \prime} s\right)} A_{\left(Y^{\prime \prime} s\right)\left(Y^{\prime} s\right)}^{(0)} \tag{3.25}
\end{equation*}
$$

where the symbols $A_{\left(Y^{\prime \prime} s\right)\left(Y^{\prime} s\right)}^{(0)}$ etc. are used in the same sense as in (3.24), and the relations $Y^{\prime \prime} \subset Y, Y^{\prime}$ are understood to show the natural inclusion as geometric objects on the plane. Note that (3.15) implies

$$
\begin{align*}
& \left(A^{(\infty)-1}\right)_{(Y s)\left(Y^{\prime \prime} s\right)}=0 \quad \text { unless } Y^{\prime \prime} \subset Y,  \tag{3.26}\\
& A_{\left(Y^{\prime \prime} s\right)\left(Y^{\prime} s\right)}^{(0)}=0 \quad \text { unless } Y^{\prime \prime} \subset Y^{\prime} .
\end{align*}
$$

It should be noticed that formulas (3.22) and (3.23) reveal a remarkable structure of $\tau(s, x, y)$, which is closely related with that of the polynomial $\tau$ functions of the $K P$ hierarchy. It will be shown later in Section 5 that $\tau(s, x, y)$ has also the structure of the $\tau$ function of the two component $K P$ hierarchy [6-8].

Formulas (3.22)-(3.25) will play an essential role in the discussion of the next section. The content of this section, however, seems to provide in itself some interesting problems independent of the main purpose of the present paper.

## §4. Approach to the infinite lattice

In this section the proof of Theorems $1-3$ is completed. We shall proceed as follows:

We shall first introduce a series of finite lattice models, each of which corresponds to a pair of integers $m, n$ with $m<n$ and a matrix $A_{[m n)}$ of size $(n-m) \times(n-m)$ related to the initial values $A^{(\infty)}$ and $A^{(0)}$ given in Section 2. At each $(m, n)$ stage, (3.17) defines the corresponding $\tau$ function with $A=A_{[m n)}$. Its limit, as $-m, n \rightarrow \infty$, might not make sense in itself. If, however, the $\tau$ function at the $(m, n)$ stage is multiplied by the factor $a_{m}$, we can establish its limit as $-m, n \rightarrow \infty$ so that (2.14) is obtained. (1.3), (1.4) and (1.6) are then immediately verified. The convergence of the infinite series in (2.14) is proved by making use of Hadamard's inequality which was also effectively used in the estimate of convergence of the $\tau$ function of the $K P$ hierarchy [7]. The characterization of the periodic cases follows immediately from the construction.

To begin with, let us introduce a series of finite lattice models:

Suppose that $A^{(\infty)}=\left(a_{i j}^{(\infty)}\right)_{i j \in Z}, A^{(\infty)-1}=\left(\tilde{a}_{i j}^{(\infty)}\right)_{i j \in Z}, A^{(0)}=\left(a_{i j}^{(0)}\right)_{i j \in Z}$ and $\left(a_{i}\right)_{i \in Z}$ are given as in Section 2. Let us set

$$
\begin{equation*}
A_{[m n)}=\left(a_{i j}^{(\infty)}\right)_{i j=m \cdots n-1}\left(a_{i j}^{(0)}\right)_{i j=m \cdots n-1}, \quad m<n, \tag{4.1}
\end{equation*}
$$

and consider the "factorization problem" (3.1) for $A_{[m n)}$, i.e. the problem of finding some matrices $W_{[m n)}^{(\infty)}$ and $W_{[m n)}^{(0)}$ such that

$$
\begin{equation*}
W_{[m n)}^{(0)}=W_{[m n)}^{(\infty)} A_{[m n)}, \tag{4.2}
\end{equation*}
$$

where $W_{[m n)}^{(\infty)}$ and $W_{[m n)}^{(0)}$ are assumed to have the same form as (3.2), i.e.

$$
\begin{array}{ll}
W_{[m n)}^{(\infty)}=\hat{W}_{[m n)}^{(\infty)} \exp \sum_{\mu=1}^{\infty} x_{\mu} \Lambda_{[m n)}^{\mu}, & W_{[m n)}^{(0)}=\hat{W}_{[m n)}^{(0)} \exp \sum_{\mu=1}^{\infty} y_{\mu}^{t} \Lambda_{[m n)}^{\mu}, \\
\hat{W}_{[m n}^{(\infty)}=\left(\hat{w}_{[m n) i-j}^{(\infty)}(i, x, y)\right)_{i j=m \cdots n-1}, & \hat{w}_{[m n) j}^{(\infty)}=0(j<0),  \tag{4.3}\\
\hat{w}_{[m n)}^{(\infty)}=\left(\hat{w}_{[m n) 0}^{(0)}=1,\right. \\
\left.\hat{W}_{[m n) j-i}^{(0)}(i, x, y)\right)_{i j=m \cdots n-1}, & \hat{w}_{[m n) j}^{(0)}=0(j<0),
\end{array} \hat{w}_{[m n) 0}^{(0)} \neq 0.0 .
$$

As we have seen in Section 3, $W_{[m n)}^{(\infty)}$ and $W_{[m n)}^{(0)}$ are uniquely determined, and all the results of Section 3 follow.

Let us denote by $L_{[m n)}, M_{[m n)}, B_{[m n) \mu}, C_{[m n) \mu}, \tau_{[m n)}(s, x, y)$ the corresponding objects of $L, M, B_{\mu}, C_{\mu}, \tau(s, x, y)$ for $A_{[m n)}$ so that we can clearly distinguish the finite lattice models we are working with from the hierarchy for the infinite Toda lattice.

Thus we have

$$
\begin{align*}
\tau_{[m n)}(s, x, y) & =\sum_{Y, Y^{\prime} \sum_{n-1}^{|l|} s-m} \chi_{Y}(x) \chi_{Y^{\prime}}(-y) A_{[m n)(Y s)\left(Y^{\prime} s\right),}  \tag{4.4}\\
A_{[m n)(Y s)\left(Y^{\prime} s\right)} & =\operatorname{det}\left(\sum_{k=m}^{n-1} \tilde{a}_{l i k}^{(\infty)} a_{k l_{j}}^{(0)}\right)_{i j=m \cdots s-1} \\
& =\sum_{m \leq l_{m}^{\prime \prime}<\cdots<l_{s-1}^{\prime \prime}<n} \operatorname{det}\left(\tilde{a}_{l i l_{j}}^{(\infty)}\right)_{i j=m \cdots s-1} \operatorname{det}\left(a_{l_{i}^{\prime \prime} l_{j}^{\prime}}^{(0)}\right)_{i j=m \ldots s-1},
\end{align*}
$$

with $(Y s)=\left(l_{m}, \cdots, l_{s-1}\right),\left(Y^{\prime} s\right)=\left(l_{m}^{\prime}, \cdots, l_{s-1}^{\prime}\right)$.
Our first step toward the infinite lattice is
Proposition 4.1. $a_{m} A_{[m n)(Y s)\left(Y^{\prime} s\right)}$ is independent of $m$ and $n$ as far as $Y, Y^{\prime} \subset \square_{n-s}^{s-m}$.

Proof. Recall that two sequences $\left(l_{m}, \cdots, l_{s-1}\right)$ and $\left(l_{m^{\prime}}, \cdots, l_{s-1}\right)$, with $m^{\prime} \leq m, l_{m^{\prime}}=m^{\prime}, \cdots, l_{m-1}=m-1$, indicate the same pair ( $Y s$ ) of a Young diagram $Y$ and an integer $s$, as we noticed in Section 2. Let us utilize the convention noticed there, in order to prove Proposition 4.1.

Suppose $Y, Y^{\prime} \subset \square_{n-s}^{s-m}, m^{\prime} \leq m$ and $n^{\prime} \geq n . \quad$ By virtue of (2.9) and (2.12),

$$
\begin{aligned}
& a_{i j}^{(\infty)}=\tilde{a}_{i j}^{(\infty)}=0 \quad \text { for } i<j, \quad a_{i i}^{(\infty)}=\tilde{a}_{i i}^{(\infty)}=1, \\
& a_{i j}^{(0)}=0 \quad \text { for } i>j, \quad a_{i i}^{(0)}=a_{i+1} / a_{i} .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
& \operatorname{det}\left(\tilde{a}_{l i l_{j}}^{(\infty)}\right)_{i j=m^{\prime} \ldots s-1}=\operatorname{det}\left[\begin{array}{cc|c}
1 & & \\
* & \ddots & 0 \\
* & 1 & \\
\hline * & * & \left(\tilde{a}_{l i l_{j}^{\prime \prime}}^{(\infty)}\right)_{i j=m \ldots s-1}
\end{array}\right]  \tag{4.6}\\
& =\operatorname{det}\left(\tilde{l}_{l_{i} l_{j}^{(\infty)}}^{()_{i j=m \ldots s-1}},\right. \\
& \operatorname{det}\left(a_{l_{i}^{\prime} l_{j}^{\prime}}^{(0)}\right)_{i j=m^{\prime} \cdots s-1}=\operatorname{det}\left[\begin{array}{c|cc}
a_{m^{\prime}, m^{\prime}}^{(0)} * * & * & * \\
\ddots & a_{m-1, m-1}^{(0)} & * \\
\hline 0 & * \\
\hline\left(a_{l_{i}^{\prime \prime} \iota_{j}}^{(0)}\right)_{i j=m \cdots s-1}
\end{array}\right]  \tag{4.7}\\
& =\left(a_{m} / a_{m^{\prime}}\right) \operatorname{det}\left(a_{l_{i}^{\prime} i_{j}^{\prime}}^{(0)}\right)_{i j=m \ldots s-1},
\end{align*}
$$

where, according to the remark mentioned above, we prolonged the sequences $\left(l_{m}, \cdots, l_{s-1}\right)$ etc. $\cdots$ into $\left(l_{m^{\prime}}, \cdots, l_{s-1}\right)$ etc. $\cdots$ with $l_{m^{\prime}}=$ $m^{\prime}, \cdots, l_{m-1}=m-1, l_{m^{\prime}}^{\prime}=m^{\prime}, \cdots, l_{m-1}^{\prime}=m-1$ and $l_{m^{\prime}}^{\prime \prime}=m^{\prime}, \cdots, l_{m-1}^{\prime \prime}=$ $m-1$. (4.6) and (4.7), compared with (4.5), imply $a_{m^{\prime}} A_{\left[m^{\prime} n^{\prime}\right)(Y s)\left(Y^{\prime} s\right)}=$ $a_{m} A_{[m n)(Y s)\left(Y^{\prime} s\right)} . \quad$ This proves proposition 4.1.
Q.E.D.

Proposition 4.1 shows that $A_{(Y s)\left(Y^{\prime} s\right)}$ is well defined by (2.13). Furthermore (4.4) yields

$$
\begin{equation*}
a_{m} \tau_{[m n)}(s, x, y)=\sum_{\substack{Y, Y^{\prime} \subset \mid=1 s-m \\ n=s}} \chi_{Y}(x) \chi_{Y^{\prime}}(-y) A_{(Y s)\left(Y^{\prime} s\right)} . \tag{4.8}
\end{equation*}
$$

Note that the right hand side is a partial sum of that of (2.14) whose terms are exhausted by these partial sums as $-m, n \rightarrow \infty$. Thus

$$
\begin{equation*}
\tau(s, x, y)=\lim _{-m, n \rightarrow \infty} a_{m} \tau_{[m n)}(s, x, y) \tag{4.9}
\end{equation*}
$$

The limit in (4.9) makes sense in the ring $C \llbracket x, y \rrbracket$ (cf. Section 5, paragraph 3). This is a "formal" justification of the series in (2.14). Its "analytic" justification is given by

Proposition 4.2. Suppose that inequalities (2.15) are fulfilled. Then, for any positive constants $a^{\prime}, b^{\prime}, C_{1}$ and $C_{2}$ with

$$
\begin{equation*}
a^{\prime}>a, b^{\prime}>b \quad \text { and } \quad a^{\prime} b^{\prime}>1 \tag{4.10}
\end{equation*}
$$

the right hand side of (2.14) converges absolutely and uniformly in the domain

$$
\begin{equation*}
\left\{(x, y) \in C^{\infty} \times C^{\infty} ;\left|x_{\mu}\right| \leq C_{1} / a^{\prime \mu},\left|y_{\mu}\right| \leq C_{2} / b^{\prime \mu}, \mu=1,2, \cdots\right\} . \tag{4.11}
\end{equation*}
$$

Proof. The right hand side of (2.14) may be rearranged with respect to the depth (cf. Fig. 1) of $Y$ and $Y^{\prime}$ as follows:

$$
\begin{align*}
\tau(s, x, y)= & \sum_{m, m^{\prime}=-\infty}^{s} \sum^{(1)} \operatorname{det}\left(p_{l_{i}-j}(x)\right)_{i j=m \ldots s-1} \operatorname{det}\left(p_{l_{i}^{\prime}-j}(-y)\right)_{i j=m^{\prime} \ldots s-1} \\
& \cdot a_{m} \operatorname{det}\left(\sum_{k-\tilde{m}}^{\tilde{n}-1} \tilde{a}_{l_{i k} k}^{(\infty)} a_{k l_{j}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1}  \tag{4.12}\\
= & \sum_{m, m^{\prime}=-\infty}^{s} \frac{1}{(s-m)!\left(s-m^{\prime}\right)!} \sum^{(2)} \operatorname{det}\left(p_{l_{i}-j}(x)\right)_{i j=m \ldots s-1} \\
& \cdot \operatorname{det}\left(p_{l_{i}^{\prime}-j}(-y)\right)_{i j=m^{\prime} \ldots s-1} a_{m} \operatorname{det}\left(\sum_{k=\tilde{m}}^{\tilde{n}-1} \tilde{a}_{l_{i} k}^{(\infty)} a_{k l^{\prime}}(0)\right)_{i j=\tilde{m} \cdots s-1},
\end{align*}
$$

where $\tilde{m}=\min \left(m, m^{\prime}\right), \tilde{n}=\max \left(l_{s-1}, l_{s-1}^{\prime}\right), l_{i}=i(\tilde{m} \leq i<m), l_{i}^{\prime}=i(\tilde{m} \leq i<$ $m^{\prime}$ ), and $\sum^{(1)}, \sum^{(2)}$ denote the summation over the totality of integers $l_{m}$, $\cdots, l_{s-1}$ and $l_{m^{\prime}}^{\prime}, \cdots, l_{s-1}^{\prime}$ with
$\sum^{(1)}: m<l_{m}<\cdots<l_{s-1}, \quad m^{\prime}<l_{m^{\prime}}^{\prime}<\cdots<l_{s-1}^{\prime}$,
$\sum^{(2)}: m<l_{i}(m \leq i<s), \quad l_{i} \neq l_{j}(i \neq j), \quad m^{\prime}<l_{i}^{\prime}\left(m^{\prime}<i<s\right), \quad l_{i}^{\prime} \neq l_{j}^{\prime}(i \neq j)$,
respectively.
In order to estimate the determinants in (4.12), we shall use Hadamard's inequality [9], which asserts that, if a matrix $\left(g_{i j}\right)_{i j=1 \ldots p}$ satisfies, for some constants $r_{i}, s_{i}(i=1 \cdots p)$ and $K$, the inequalities

$$
\begin{equation*}
\left|g_{i j}\right| \leq K r_{i} s_{j}, \quad i, j=1, \cdots, p \tag{4.13}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left|\operatorname{det}\left(g_{i j}\right)_{i j=1 \ldots p}\right| \leq K^{p} p^{p / 2} \prod_{i=1}^{p}\left(r_{i} s_{i}\right) . \tag{4.14}
\end{equation*}
$$

Let us proceed to the proof that (4.12) actually converges in (4.11). For some technical reasons we must choose here some positive constants $a_{1}, a_{2}, b_{1}$ and $b_{2}$ with

$$
\begin{equation*}
a^{\prime}>a_{2}>a_{1}>a, \quad b^{\prime}>b_{2}>b_{1}>b \quad \text { and } \quad a_{1} b_{1}>1 \tag{4.15}
\end{equation*}
$$

$\operatorname{det}\left(\sum_{k=\tilde{m}}^{\tilde{n}-1} \tilde{a}_{l_{i k}}^{(\infty)} a_{k l l_{j}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1}$ can be estimated as follows:
Formula (3.21), applied to this determinant, yields

$$
\begin{align*}
\operatorname{det} & \left(\sum_{k=\tilde{m}}^{\tilde{n}-1} \tilde{l}_{l_{i} k}^{(\infty)} a_{k l_{j}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1} \\
& =\sum^{(3)} \operatorname{det}\left(\tilde{a}_{l_{i} l_{j}^{\prime}}^{(\infty)}\right)_{i j=\tilde{m} \ldots s-1} \operatorname{det}\left(a_{i_{i}^{\prime} l_{j}^{\prime}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1}  \tag{4.16}\\
& =\sum^{(4)} \frac{1}{(s-\tilde{m})!} \operatorname{det}\left(\tilde{a}_{\left.l_{i} l^{\prime}\right)_{j}^{(0)}}^{(\infty)}\right)_{i j=\tilde{m} \ldots s-1} \operatorname{det}\left(a_{i_{i}^{\prime} l_{j}^{\prime}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1},
\end{align*}
$$

where $\sum^{(3)}$ and $\sum^{(4)}$ denotes the summation over the totality of integers $l_{\tilde{m}}^{\prime \prime}, \cdots, l_{s-1}^{\prime \prime}$ with

$$
\begin{aligned}
& \sum^{(3)} ; \tilde{m}<l_{\tilde{m}}^{\prime \prime}<\cdots<l_{s-1}^{\prime \prime}, \\
& \sum^{(4)} ; \tilde{m}<l_{i}^{\prime \prime}(\tilde{m} \leq i<s), \quad l_{i}^{\prime \prime} \neq l_{j}^{\prime \prime}(i \neq j),
\end{aligned}
$$

respectively. By virtue of (2.9), (2.15) and (4.15) we have

$$
\left|\tilde{a}_{i j}^{(\infty)}\right| \leq C a_{1}^{i-j}, \quad\left|a_{i j}^{(0)}\right| \leq C b_{1}^{j-i}, \quad\left|a_{i}\right| \leq C \quad \text { for } i, j \in Z,
$$

(we may also suppose $C \geq 1$ ), so that Hadamard's inequality implies

$$
\begin{align*}
& \left|\operatorname{det}\left(\tilde{a}_{l i l_{j}^{\prime}}^{(\infty)}\right)_{i j=\tilde{m} \cdots s-1}\right| \leq C^{s-\tilde{m}}(s-\tilde{m})^{(s-\tilde{m}) / 2} a_{1}^{|Y|-\left|Y^{\prime \prime}\right|}  \tag{4.17}\\
& \left|\operatorname{det}\left(a_{l_{i}^{\prime} l_{j}^{\prime}}^{(0)}\right)_{i j=\tilde{m} \ldots s-1}\right| \leq C^{s-\tilde{m}}(s-\tilde{m})^{(s-\tilde{m}) / 2} b_{1}^{\left|Y^{\prime}\right|-\left|Y^{\prime \prime}\right|},
\end{align*}
$$

where

$$
\begin{equation*}
|Y|=\sum_{i=\vec{m}}^{s-1}\left(l_{i}-i\right), \quad\left|Y^{\prime}\right|=\sum_{i=\vec{m}}^{s-1}\left(l_{i}^{\prime}-i\right), \quad\left|Y^{\prime \prime}\right|=\sum_{i=\vec{m}}^{s-1}\left(l_{j}^{\prime \prime}-i\right) . \tag{4.18}
\end{equation*}
$$

Thus, using a rough estimate for $p!$,

$$
\begin{equation*}
p^{p / 2} \leq C_{0}^{p} p!, \quad p=0,1,2, \cdots \tag{4.19}
\end{equation*}
$$

( $C_{0}$ is a constant with $C_{0} \geq 1$ ), and noting the inequalities $s-\tilde{m} \leq 2 s-m-$ $m^{\prime}, C_{0} \geq 1, C \geq 1$ and $a_{1} b_{1}>1$, we have

$$
\begin{align*}
& \operatorname{det}\left(\sum_{k=\tilde{m}}^{\tilde{n}-1} \tilde{a}_{l i k}^{(\infty)} a_{k l^{\prime \prime}}^{(0)}\right)_{i j=\tilde{m} \cdots s-1} \leq\left(C^{2} C_{0}\right)^{s-\tilde{m}} a_{1}^{\left|Y^{\prime}\right|} b_{1}^{\left|Y^{\prime \prime}\right|} \sum^{(4)}\left(a_{1} b_{1}\right)^{-\left|Y^{\prime \prime}\right|}  \tag{4.20}\\
& \quad \leq\left(C^{2} C_{0}\right)^{2 s-m-m^{\prime}}\left(1-\frac{1}{a_{1} b_{1}}\right)^{m+m^{\prime}-2 s} a_{1}^{|Y|} b_{1}^{\left|Y^{\prime}\right|}
\end{align*}
$$

$\operatorname{det}\left(p_{l_{i}-j}(x)\right)_{i j=m \ldots s-1}$ and $\operatorname{det}\left(p_{l_{i}^{\prime}-j}(-y)\right)_{i j=m^{\prime} \ldots s-1}$ can be estimated as follows:

If $(x, y)$ is in domain (4.11), $\exp \left(\sum_{\mu=1}^{\infty} x_{\mu} \lambda^{\mu}\right)$ and $\exp \left(-\sum_{\mu=1}^{\infty} y_{\mu} \lambda^{\mu}\right)$ are holomorphic functions of $\lambda$ in $\left\{|\lambda|<a^{\prime}\right\}$ and $\left\{|\lambda|<b^{\prime}\right\}$, respectively. $p_{k}(x)$ and $p_{k}(-y)$ are recovered by

$$
\begin{aligned}
& p_{k}(x)=\oint_{|\lambda|=a_{2}} \exp \left(\sum_{\mu=1}^{\infty} x_{\mu} \lambda^{\mu}\right) \lambda^{-k-1} d \lambda /(2 \pi \sqrt{-1}) \\
& p_{k}(-y)=\oint_{|\lambda|=b_{2}} \exp \left(-\sum_{\mu=1}^{\infty} y_{\mu} \lambda^{\mu}\right) \lambda^{-k-1} d \lambda /(2 \pi \sqrt{-1})
\end{aligned}
$$

Hence we can show that there are some constants $C_{3}$ and $C_{4}$ such that, if ( $x, y$ ) is in domain (4.11),

$$
\begin{equation*}
\left|p_{k}(x)\right| \leq C_{3} a_{2}^{-k}, \quad\left|p_{k}(-y)\right| \leq C_{4} b_{2}^{-k}, \quad k=0,1,2, \cdots \tag{4.21}
\end{equation*}
$$

Then, applying Hadamard's inequality once more, we have

$$
\begin{align*}
& \left|\operatorname{det}\left(p_{l_{i}-j}(x)\right)_{i j=m \ldots s-1}\right| \leq C_{3}^{s-m}(s-m)^{(s-m) / 2} a_{2}^{-|Y|} \\
& \left|\operatorname{det}\left(p_{l_{i}^{\prime}-j}(-y)\right)_{i j=m^{\prime} \ldots s-1}\right| \leq C_{4}^{s-m^{\prime}}\left(s-m^{\prime}\right)^{\left(s-m^{\prime}\right) / 2} b_{2}^{-\left|Y^{\prime}\right|},  \tag{4.22}\\
& \text { for any }(x, y) \text { in domain (4.11). }
\end{align*}
$$

Now, let us go back to (4.12).
By virtue of (4.19) and (4.22) the right hand side of (4.12) has a convergent "majorant" series as follows:
[The r.h.s. of (4.12)]

$$
\begin{align*}
& \ll C \sum_{m, m^{\prime}=-\infty}^{s} \sum^{(2)} \frac{\left(C^{2} C_{3} C_{0}\right)^{s-m}\left(C^{2} C_{4} C_{0}\right)^{s-m^{\prime}}}{(s-m)!\left(s-m^{\prime}\right)!} \\
& \quad \cdot\left(1-\frac{1}{a_{1} b_{1}}\right)^{m+m^{\prime}-2 s}(s-m)^{(s-m) / 2}\left(s-m^{\prime}\right)^{\left(s-m^{\prime}\right) / 2}\left(a_{1} / a_{2}\right)^{|Y|}\left(b_{1} / b_{2}\right)^{\left|Y^{\prime}\right|}  \tag{4.23}\\
& \ll C \sum_{m, m^{\prime}=-\infty}^{s}(s-m)^{-(s-m) / 2}\left(s-m^{\prime}\right)^{-\left(s-m^{\prime}\right) / 2} C_{5}^{s-m} C_{6}^{s-m^{\prime}}
\end{align*}
$$

for any $(x, y)$ in domain (4.11),
where we set $C_{5}=C^{2} C_{3} C_{0}^{2}\left(1-a_{1} / a_{2}\right)^{-1}\left(1-1 /\left(a_{1} b_{1}\right)\right)^{-1}, \quad C_{6}=C^{2} C_{4} C_{0}^{2}(1-$ $\left.b_{1} / b_{2}\right)^{-1} \cdot\left(1-1 /\left(a_{1} b_{1}\right)\right)^{-1}$, and the symbol $\ll$ denotes the "majorant" relation, i.e. $\sum_{m, m^{\prime}=-\infty}^{s} g_{m, m^{\prime}} \ll \sum_{m, m^{\prime}=-\infty}^{s} h_{m, m^{\prime}}$ means, by definition, $\left|g_{m, m^{\prime}}\right| \leq$ $h_{m, m^{\prime}}$ for any $m, m^{\prime}=s, s-1, s-2, \cdots$.

The last series in (4.23) converges for any values of $C_{5}$ and $C_{6}$. This proves Proposition 4.2.
Q.E.D.

Proposition 4.2 provides a detailed formulation of Theorem 2. Thus the proof of Theorem 2 has been completed, and the passage from the finite lattice models to the infinite lattice has been accomplished at least at ${ }^{\prime \prime}$ the level of the $\tau$ functions.

Once that passage is achieved for the $\tau$ functions, the derivation of
(1.3), (1.4) and (2.2) is a simple (but a little tedious) argument: Let us define $L, M, B_{\mu}, C_{\mu}, \hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ by (1.2), (2.1), (2.3) and (2.6), using $\tau(s, x, y)$ defined by (2.14).

First, we notice
Proposition 4.3. The matrices, $\hat{W}_{[m n)}^{(\infty)}, \hat{W}_{[m n)}^{(0)}, L_{[m n)}, M_{[m n)}, B_{[m n) \mu}$ and $C_{[m n) \mu}$ converge "component-wise", as $-m, n \rightarrow \infty$, to the matrices $\hat{W}^{(\infty)}$, $\hat{W}^{(0)}, L, M, B_{\mu}$ and $C_{\mu}$, respectively, where the components of the former are supposed to be arrayed in the corresponding places of the indices of rows and columns in $\boldsymbol{Z} \times \boldsymbol{Z}$.

Proof. The components of $\hat{W}_{[m n)}^{(\infty)}$ and $\hat{W}_{[m n)}^{(0)}$ are expressed by formula (3.18) with $\tau=\tau_{[m n)}$. If we consider an index fixed in $\boldsymbol{Z} \times \boldsymbol{Z}$, the corresponding components have, for all sufficiently large values of $-m$ and $n$, common expressions in which the dependence on ( $m, n$ ) comes only from $\tau_{[m n)}(s, x, y)$. Hence they converge, as $-m, n \rightarrow \infty$, to the corresponding expressions of the components of $\hat{W}^{(\infty)}$ and $\hat{W}^{(0)}$ in terms of $\tau(s, x, y)$. Thus the convergence of $\hat{W}_{[m n)}^{(\infty)}$ and $\hat{W}_{[m n)}^{(0)}$ has been verified.

The convergence of their inverse matrices is an immediate consequence. For example, if $-m$ and $n$ are sufficiently large, (4.3), (2.3) and Cramer's formula yield
[The $(i, j)$ component of $\left.\hat{W}_{[m n)}^{(\infty)-1}\right]=\operatorname{det}\left[\frac{\left(\hat{w}_{[m n) p-q}^{(\infty)}(p, x, y)\right)_{\substack{p=j \ldots i-1 \\ q=j \cdots i}}}{\left(\delta_{i, q}\right)_{q=j \ldots i}}\right]$,
[the $(i, j)$ component of $\left.\hat{W}^{(\infty)-1}\right]=\operatorname{det}\left[\frac{\left(\hat{W}_{p-q}^{(\infty)}(p, x, y)\right)_{\substack{p=j \ldots i-1 \\ q=j \ldots i}}}{\left(\delta_{i, q}\right)_{q=j \cdots i}}\right]$.
Hence the former converges to the latter, as $-m, n \rightarrow \infty$. The limit of $\hat{W}_{[m n)}^{(0)-1}$ can be dealt with in a similar way.

Finally, the convergence of the other matrices also follows immediately. For example, let us consider $L_{\llbracket m n)}$, which is given by

$$
L_{[m n)}=\hat{W}_{[m n)}^{(\infty)} \Lambda_{[m n)} \hat{W}_{[m n)}^{(\infty)-1} .
$$

The right hand side of this formula converges "component-wise", as $-m$, $n \rightarrow \infty$, to $\hat{W}^{(\infty)} \Lambda \hat{W}^{(\infty)-1}$, which coincides with $L$.
Q.E.D.

By virtue of Proposition 4.3, we can derive (1.3), (1.4) and (2.2) as the limit, as $-m, n \rightarrow \infty$, of the corresponding objects (3.10)-(3.12) to the finite lattice model with $A=A_{[m n)}$.

Furthermore initial conditions (2.8) are satisfied, since Proposition 3.3 implies

$$
\left.\hat{W}_{[m n)}^{(\infty)}\right|_{x=y=0}=\left(a_{i j}^{(\infty)}\right)_{i j=m \cdots n-1},\left.\quad \hat{W}_{[m n)}^{(0)}\right|_{x=y=0}=\left(a_{i j}^{(0)}\right)_{i j=m \cdots n-1} .
$$

Hence (1.6) follows.
Thus we have proved Theorem 1.
Let us, finally, prove Theorem 3.
Under the conditions $\left[A^{(\infty)}, \Lambda^{l}\right]=0$ and $\left[A^{(0)}, \Lambda^{l}\right]=0$, we have

$$
a_{i+l, j+l}^{(\infty)}=a_{i, j}^{(\infty)}, \quad a_{i+l, j+l}^{(0)}=a_{i, j}^{(0)}, \quad a_{i+l}=a a_{i} \quad \text { for any } i, j \in Z,
$$

where $a$ is a constant with $a \neq 0$. Hence (2.13) and (2.14) imply

$$
\tau(s+l, x, y)=a \tau(s, x, y) \quad \text { for any } s \in Z .
$$

Then, noting (1.2), (2.1), (2.3) and (2.6), we conclude that $\hat{W}^{(\infty)}, \hat{W}^{(0)}, L$, $M, B_{\mu}$ and $C_{\mu}$ all commute with $\Lambda^{l}$. This proves Theorem 3.

## §5. Supplementary remarks

1. A relation with the two component $K P$ hierarchy.

The $\tau$ function of the Toda lattice hierarchy is closely related with the two component $K P$ hierarchy, as pointed out in [5]. In [5] this fact was derived through rather indirect arguments. In this paragraph we shall describe the relation more concretely, using the expression of the $\tau$ functions presented in the preceding sections.

Let us introduce the following matrices consisting of four blocks,
where $\left(\tilde{a}_{i j}^{(\infty)}\right)_{i j \in Z}=A^{(\infty)-1}$ and $\left(\tilde{a}_{i j}^{(0)}\right)_{i j \in Z}=A^{(0)-1} . \quad f(s)$ and $f_{[m n)}(s)$ serve as "frames" representing the points of the "two component" version of the Grassmann manifold [6]. Their "Plücker coodinates" are defined, according to $[6,7]$, by
with $(Y s)=\left(l_{m}, \cdots, l_{s-1}\right),\left(Y^{\prime} s\right)=\left(l_{-n}^{\prime}, \cdots, l_{-s-1}^{\prime}\right), Y \subset \square_{n-s}^{s-m}$ and $Y^{\prime} \subset$ $\square_{s-m}^{n-s}$, and by

$$
\begin{equation*}
f(s)_{Y, Y^{\prime}}=\lim _{-m, n \rightarrow \infty} a_{n} f_{[m n)}(s)_{Y, Y^{\prime}} \tag{5.4}
\end{equation*}
$$

The right hand side of (5.4) makes sense as a stable limit like that of (2.13), i.e. $a_{n} f_{[m n)}(s)_{Y, Y^{\prime}}$ is independent of $m$ and $n$ as far as $Y \subset \square_{n-s}^{s-m}$ and $Y^{\prime} \subset \square_{s-m}^{n-s}$.
Some calculation of linear algebra leads us to

$$
\begin{equation*}
A_{[m n)(Y s)\left(Y^{\prime} s\right)}=(-)^{\left|Y^{\prime}\right|}\left(a_{n} / a_{m}\right) f_{[m n)}(s)_{Y, t_{Y^{\prime}}}, \tag{5.5}
\end{equation*}
$$

where ${ }^{t} Y^{\prime}$ denotes the transposition of $Y^{\prime}$, e.g. ${ }^{t} \square=\square$, ${ }^{t} \square=日,{ }^{t} \boxminus=$ $\square$, ${ }^{t} \boxplus=巴$, etc. $\cdots$, and the other notations are the same as those in Section 4.

Hence noting the formula

$$
\begin{equation*}
\chi_{Y^{\prime}}(-y)=(-)^{\left|Y^{\prime}\right|} \chi_{t^{\prime}}(y), \tag{5.6}
\end{equation*}
$$

we obtain

$$
\begin{gather*}
\tau_{[m n)}(s, x, y)=\left(a_{n} / a_{m}\right) \sum^{(5)} \chi_{Y}(x) \chi_{Y^{\prime}}(y) f_{[m n)}(s)_{Y, Y^{\prime}},  \tag{5.7}\\
\tau(s, x, y)=\sum_{Y, Y^{\prime}} \chi_{Y}(x) \chi_{Y^{\prime}}(y) f(s)_{Y, Y^{\prime}} \tag{5.8}
\end{gather*}
$$

where $\sum^{(5)}$ stands for the summation over the totality of pairs $\left(Y, Y^{\prime}\right)$ with $Y \subset \square_{n-s}^{s-m}$ and $Y^{\prime} \subset \square_{s-m}^{n-s}$. The right hand side of these formulas have the same form as $\tau$ functions of the "two component" $K P$ hierarchy [6-8]. Thus we conclude that the $\tau$ functions of our hierarchy-both the finite lattice model and the infinite lattice-have the structure of the $\tau$ functions of the two component $K P$ hierarchy.
2. The infinite lattice with a free end.

If we consider the case when $n=\infty$ and $-\infty<m<\infty$ for the model discussed in Section 3, an infinite lattice model with a free end is derived. The machinery of Section 3 works the same way for this model.

The $\tau$ function is then given by the formula

$$
\begin{equation*}
\tau_{[m \infty)}(s, x, y)=\operatorname{det}\left(a_{i j}(x, y)\right)_{i j=m \cdots s-1}, \tag{5.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(a_{i j}(x, y)\right)_{i j=m, m+1}, \ldots=\exp \left[\sum_{\mu=1}^{\infty} x_{\mu} \Lambda_{[m \infty)}^{\mu}\right] A \exp \left[-\sum_{\mu=1}^{\infty} y_{\mu}{ }^{t} \Lambda_{[m \infty)}^{\mu}\right],  \tag{5.10}\\
& A=\left(a_{i j}\right)_{i j=m, m+1, \ldots}, \quad \Lambda_{[m \infty)}=\left(\delta_{i, j-1}\right)_{i j=m, m+1, \ldots} .
\end{align*}
$$

It is remarkable that the determinant in (5.9) has the following Wronskian structure with respect to both rows and columns,

$$
\begin{equation*}
\tau_{[m \infty)}(s, x, y)=\operatorname{det}\left(\partial_{x_{1}}^{i-m} \partial_{y_{1}}^{j-m} a_{m m}(x, y)\right)_{i j=m, m+1, \ldots s-1}, \tag{5.10}
\end{equation*}
$$

since we have the formulas

$$
\begin{equation*}
\partial_{x_{\mu}} a_{i, j}(x, y)=a_{i+\mu, j}(x, y), \quad \partial_{y_{\mu}} a_{i, j}(x, y)=a_{i, j+\mu}(x, y) \tag{5.11}
\end{equation*}
$$

which follow immediately from (5.10). Such an expression of the $\tau$ functions was already presented in [2], though the main interest of [2] seems to be in how to extract the finite Toda lattices from the above infinite lattice. It could be said that, in contrast to [2], our main subject throughout the discussion in the preceding sections consisted in how to achieve the limit of (5.9) as $m \rightarrow-\infty$. Actually such a limit was realized by introducing the factor $a_{m}$ :

$$
\begin{equation*}
\tau(s, x, y)=\lim _{m \rightarrow-\infty} a_{m} \tau_{[m \infty)}(s, x, y) \tag{5.12}
\end{equation*}
$$

3. Formal power series and holomorphic functions of infinitely many independent variables.

In this paper we have been working with the hierarchy. There appeared infinitely many independent variables $x_{1}, x_{2}, \cdots, y_{1}, y_{2}, \cdots$, which entered into, for example, formula (2.14) of the $\tau$ function.

There are two frameworks in which such objects are dealt with-the "formal" one and the "analytic (or holomorphic)" one.

The "formal" framework is based on the ring

$$
\begin{equation*}
\boldsymbol{C} \llbracket x, y \rrbracket=\left\{\sum_{j, k=0}^{\infty} g_{j k}(x, y) ; g_{j k}(x, y)=\sum_{\substack{\|\alpha\|=j \\\|\beta,\|_{k}}} g^{(\alpha \beta)} x^{\alpha} y^{\beta}, g^{(\alpha \beta)} \in C\right\}, \tag{5.13}
\end{equation*}
$$

of formal series of weighted homogeneous polynomials with weight $\left(x_{\mu}\right)=$ $(\mu, 0)$, weight $\left(y_{\mu}\right)=(0, \mu)$. Here we used the multi-index notations

$$
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots, y^{\beta}=y_{1}^{\beta_{1}} y_{2}^{\beta_{2}} \cdots, \quad\|\alpha\|=\sum_{\mu=1}^{\infty} \mu \alpha_{\mu}, \quad\|\beta\|=\sum_{\mu=1}^{\infty} \mu \beta_{\mu},
$$

for $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots\right)$ and $\beta=\left(\beta_{1}, \beta_{2}, \cdots\right)$ with $\alpha_{\mu}=\beta_{\mu}=0$ for any sufficiently large value of $\mu$. The product and the sum of any two series are defined by

$$
\begin{align*}
& \sum_{j, k} g_{j k}+\sum_{j, k} h_{j k}=\sum_{j, k}\left(g_{j k}+h_{j k}\right), \quad \sum_{j, k} g_{j k} \cdot \sum_{j, k} h_{j k}=\sum_{j, k} e_{j k}  \tag{5.14}\\
& \text { with } \quad e_{j k}=\sum_{\substack{j^{\prime},+j^{\prime \prime}=j \\
k^{\prime}+k^{\prime \prime}=k}} g_{j^{\prime} k^{\prime}} h_{j^{\prime \prime} k^{\prime \prime}} .
\end{align*}
$$

$\tau(s, x, y)$, defined by (2.14), is an element of $C \llbracket x, y \rrbracket$, since $\chi_{Y}(x)$ and $\chi_{Y^{\prime}}(-y)$ are weighted homogeneous polynomials of weight $(|Y|, 0)$ and ( $0,\left|Y^{\prime}\right|$ ), respectively.

The "analytic (or holomorphic)" framework is based on the following subring of $C \llbracket x, y \rrbracket$,

$$
\begin{align*}
C\{x, y\}= & \left\{\sum_{j, k=0}^{\infty} g_{j k}(x, y) ; g_{j k}(x, y)=\sum_{\|\alpha\|=j,\|\beta\|=k} g^{(\alpha \beta)} x^{\alpha} y^{\beta},\right.  \tag{5.15}\\
& \left.\exists a>0, \exists b>0, \exists C>0, \forall \alpha,\left|g^{(\alpha \beta)}\right| \leq C a^{-\|\alpha\|} b^{-\|\beta\|}\right\} .
\end{align*}
$$

Any element $g(x, y)=\sum_{j, k} g_{j, k}(x, y)$ of $C\{x, y\}$ has a convergent "majorant" series

$$
\begin{equation*}
\sum_{j, k=0}^{\infty} \sum_{\substack{\|\alpha\|=j \\\|\beta\|==k}} C a^{-\|\alpha\|} b^{-\|\beta\|} x^{\alpha} y^{\beta}=C / \prod_{\mu=1}^{\infty}\left(1-a^{-\mu} x_{\mu}\right)\left(1-b^{-\mu} y_{\mu}\right), \tag{5.16}
\end{equation*}
$$

where $C, a$ and $b$ are some constants depending on $g(x, y)$ as appeared in (5.15). Hence $g(x, y)$ converges absolutely and uniformly in the domain $\left\{(x, y) \in C^{\infty} \times C^{\infty} ;\left|x_{\mu}\right| \leq a^{\prime \mu},\left|y_{\mu}\right| \leq b^{\prime \mu}, \mu=1,2, \cdots\right\}$ for any positive constants $a^{\prime}$ and $b^{\prime}$ with $a^{\prime}<a$ and $b^{\prime}<b$. Thus $g(x, y)$ defines a function in the domain $\left\{(x, y) \in C^{\infty} \times C^{\infty} ;\left|x_{\mu}\right|<a^{\mu},\left|y_{\mu}\right|<b^{\mu}, \mu=1,2, \cdots\right\}$, bounded in the above subdomain for any $a^{\prime}$ and $b^{\prime}$ with $a^{\prime}<a, b^{\prime}<b$, and holomorphic with respect to each of $x_{\mu}, y_{\mu}, \mu=1,2, \cdots$, separately.

Conversely, any function $g(x, y)$ with these properties is identified with an element of $C\{x, y\}$, i.e. its "Taylor expansion"

$$
\sum_{j, k=1}^{\infty} \sum_{\|\alpha\|=j,\|\beta\|=k} g^{(\alpha \beta)} x^{\alpha} y^{\beta}
$$

defined by

$$
\begin{equation*}
g^{(\alpha \beta)}=\left.(\alpha!\beta!)^{-1} \partial_{x}^{\alpha} \partial_{y}^{\beta} g(x, y)\right|_{x=y=0} \tag{5.17}
\end{equation*}
$$

with $\partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1}} \partial_{x_{2}}^{\alpha_{2}} \cdots, \alpha!=\alpha_{1}!\alpha_{2}!\cdots$, etc.. Note that the usual Cauchy inequality can be used to estimate $g^{(\alpha \beta)}$, since the derivative in (5.17) is related with only a finite number of variables.

Thus we have arrived at the concept of holomorphic functions defined in a "neighborhood" of the origin of $\boldsymbol{C}^{\infty} \times \boldsymbol{C}^{\infty}$, where the fundamental neighborhood system of the origin is, by definition, given by the domains.
$\left\{(x, y) \in C^{\infty} \times C^{\infty} ;\left|x_{\mu}\right|<a^{\mu},\left|y_{\mu}\right|<b^{\mu}, \mu=1,2, \cdots\right\}, a>0, b>0$.
The above consideration is similarly applied to any point $(\dot{x}, \dot{y}) \in C^{\infty}$ $\times \boldsymbol{C}^{\infty}$. Let us define a uniform topology of $\boldsymbol{C}^{\infty} \times \boldsymbol{C}^{\infty}$, attaching the parallel transform of the fundamental neighborhood system of the origin to each point $(\dot{x}, \dot{y})$ of $C^{\infty} \times C^{\infty}$. Then the concept of analytic continuation makes sense, since any holomorphic function defined in a neighborhood of a point in $C^{\infty} \times \boldsymbol{C}^{\infty}$ has its unique Taylor expansion at any point of the domain where it is defined. Thus the concept of holomorphic functions can be established in $\boldsymbol{C}^{\infty} \times \boldsymbol{C}^{\infty}$.
$\tau(s, x, y)$, defined by (2.14), is a holomorphic function in this sense (cf. Theorem 2 and Proposition 4.2).
4. The hierarchies of $B$ type, $C$ type and the multi-component hierarchy (cf. [5]).

In [5] three types of versions of the Toda lattice hierarchy mentioned in Section 1 were discussed. The method of the present paper can be also applied to them with some slight modification.

In order to deal with the hierarchies of $B$ and $C$ types, we have only to impose the additional conditions

$$
A^{(\infty)}, A^{(0)} \in S p(\infty)(B \text { type }), \quad A^{(\infty)}, A^{(0)} \in O(\infty)(C \text { type })
$$

(As for the definition of $S p(\infty)$ and $O(\infty)$, see [5]).
The initial value problem for the multi-component Toda lattice hierarchy is solved the same way as the argument of the preceding sections, though we need more complicated discussions: We must replace each component of $A^{(\infty)}, A^{(0)}$, etc. $\cdots$ by the corresponding matrix of size $r \times r$, if we consider the $r$-component hierarchy. The factor $a_{i}$ is then introduced by

$$
\operatorname{det}\left(a_{i i}^{(0)}\right)=a_{i+1} / a_{i}, \quad i \in Z,
$$

where $a_{i i}^{(0)}$ is the $(i, i)$ block of $A^{(0)}=\left(a_{i j}^{(0)}\right)_{i j \in Z}$ with $a_{i j}^{(0)}$ being a matrix of size $r \times r$. Furthermore, in order to describe the solution, we need several $\tau$ functions, just as we need for the multi-component $K P$ hierarchy [7, 8]. Their expressions like (2.14) become more complicated.
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