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UNBIASEDNESS OF A MULTIVARIATE OUTLIER TEST FOR
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Under a class of elliptically contoured distributions, the likelihood ratio

criterion (LRC) for detecting multiple outliers is established in this paper. It is

shown that the LRC has the same form as in the normal case. Furthermore, the

unbiasedness of the LRC is derived.

1. Introduction. Suppose that cci,£c2, ,xn is a random sample

from some p-dimensional distribution F p ( μ , Σ ) , where μ and Σ > 0 are the

mean vector and the covariance matrix, respectively, and both are unknown.

We are often required to detect whether there are outliers in the sample and

which sample points are outliers. This can be reduced to a testing hypothesis

problem as follows. If we choose the null model in which there are no outliers

in the sample

H:xi~Fp(μ,Έ) i = l,2, .-n, (1.1)

then a possible alternative model which may account for multiple outliers is

the multivariate model with mean slippage

K: Xi~Fp(μ,Έ) (i # I)

Xi~Fp(μ + ai,Έ) (ί E /)

where / = {11,12,-" , ύ } is an index subset of {1,2, ,rc} with a fixed

positive integer k and α ^ , ,α^fc are unknown mean slippage parameters.

For hypotheses (1.1) and (1.2), Siotaui (1959) and Wilks (1963) discussed

the likelihood ratio criterion under the multivariate normal distribution Fp =

Np. In this paper, we extend their results to a class of elliptically contoured

distributions. The null distribution of the likelihood ratio testing statistic for

detecting the multiple outliers is shown to be a Wilk's distribution, which has

the same distribution as in the normal case. Furthermore, the unbiasedness

of the likelihood ratio test is derived. Under the assumption of an elliptically

contoured distribution, Sinha (1984) provided a locally best invariant test for

outliers based on multivariate sample kurtosis, which is useful for identifying
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whether there are outliers in the sample. The likelihood ratio test for dis-

cordantly multiple outliers, however, can be used not only for determining

whether there are outliers in the sample, but also for detecting which of the

observations are discordant outliers.

2. Likelihood Ratio Criteria. Suppose that the characteristic func-

tion of a random matrix XnχP = (#i,#2> , # n ) r has the form:

(2.1)

then X is known to have a matrix elliptically contoured distribution (See, e.g.,

Fang and Zhang, 1990). When there is a density function of X, it must be of

the form:

Q ^ ) (2.2)

where g(-) is a non-negative function and satisfies Jo °° y2^""1 g(y)dy < +oo.

In this case we denote X ~ LECnXp(M; Σ i , Σ2, , Σ n ; #), where M =

(μi ,μ 2 , e ' * >Mn)T. Especially, if μΎ = μ2 = = μn = μ and Σi = Σ 2 =

••• = Σ n = Σ (say) we denote X ~ LECnχp(lnμ
τ; In ® Σ; 5), where

l n = (1, , l ) τ E i2n and the notation ® represents the Kronecker product

of two matrices. In this case, sci,aB2?# ,2Bn» the rows of the matrix X, are

mutually uncorrelated and have a common mean vector μ and a covariance

matrix Σ. Now, the tests (1.1)—(1.2) in Section 1 become

H : X - Z £ C n X p ( l n μ τ ; In ® Σ; 3) (2.3)

and

JSΓ : X - LECnXp(lnμ
τ + Z>A; J n ® Σ ; 5 ) (2.4)

where D = ( e ^ , e ; 2 , , €ifc) and A = (α ̂ , a^2, , a;fc )
τ are nxk and fcxp

matrices, respectively, e» (i E /) is a n-dimensional vector whose i—th element

is one and the remaining elements are zeros, and a\ {% E / ) is an unknown

mean slippage p-variate vector parameter.

THEOREM 2.1. Suppose the function g(y) in (2.2) is continuous and

decreasing for y E [0,+oo), and n > p + k + 1. Then the likelihood ratio

criterion of the tests (2.3)-(2.4) is equivalent to rejecting H if

A/ = |5 ( / ) |/|5|<C rα (2.5)

where Cα is the lower 100α% critical point of the Wilks' distribution Λ(p, n -

k-i,k),x= £Σr=i
and S(η = Σiftjixi -
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PROOF, It can be shown that the likelihood ratio testing statistic is
equivalent to Λj = |ιS(j)|/|,S|. In the following only the null distribution of
Λ/ is derived. Let Λ/(X) denote the statistic Λj for the data matrix X.
Under the null hypothesis if, it is obvious that Aj(X - l n μ τ ) = Aj(X)
and Ar(aX) = Λ/(X) are true for all μ 6 Rp and a > 0, respectively.
Therefore, the null density distribution of Λ/ does not depend on the choice
of the function g(y) (See, e.g., Fang and Zhang, 1990). In other words, it is
distribution-free or distribution-robust on the class of elliptically contoured
distributions. Especially, the null density distribution of Λj is the same that
of Λj as g(y) = (2π)~lpnl2e~y/2 (y > 0), which corresponds to the matrix
normal distribution X ~ Nn^(lnμ

τ,In ® Σ). Noting that 5 = XrDnX
and 5 ( / ) = XTC1X where Dn = In - ^1«1£, Cx = diag(Dn.k,0) and
X = (X(

τ

7), XJ)T, we know that C\ = Cu C\ = Cu rk{Cλ) = n - k - 1 and
C i ( l n μ τ ) = 0 so that S^η ~ Wp(n - k - 1, Σ) under the multivariate normal
assumption. Let C 2 = Dn - C\ and E^ = S - S^η then E(η = XTC2-X\
It can be verified that C\ = C 2, C^ = C 2 , CiC 2 = 0, rfc(C2) = fc and
C 2 ( l Λ μ τ ) = 0. Therefore when X ~ NniP(lnμ

τ,In ® Σ), £(/) = S - S ( / ) is
independent of 5(/) and ^(/) ~ Wp(/j,Σ). Furthermore,

A/ = \S{I)\/\S{I) + E(I)\ - A(p,n - k - 1,fc) (2.6)

under the null hypothesis H. The proof is complete.

REMARK 2 . 1 . When / = {%} (i = 1,2, , n) ? the i—th observation is
declared as a discordantly single outlier of size α if

(2 7)

pC% v " JT >
% ~ n(n-p-l) + npC%

where Tf = (xi - x)τS~1(xi - x) and C* is the upper 100α% critical point
°f î p.n-p-i) When / = {ij} (ij = 1,2, ,n), the (ij)-th observation is
declared as a discordant outlier pair of size α if

where C** is the upper 100α% critical point of F(2p,2(n-P-3))

REMARK 2.2. In most practical problems, the index subset I can
not be given in advance. Suppose k is fixed, to detect a set of k outliers, a
reasonable testing statistic is Λ^ i n = min/{Λ/} where I runs over all subsets
including k indexes. Unfortunately, the exact null distribution of Λ^ i n is
unknown. In this case, BonferronVs principle in multiple comparisons can be
recommended.
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THEOREM 2.2. Suppose the function g(y) in (2.2) is continuous and

decreasing for y G [0,+oo), and n > p + k + 1. Then the likelihood ratio

test (2.5) for detecting multiple outliers of a sample in elliptically contoured

distribution is unbiased.

PROOF. Obviously, the power function of the test (2.5) Pr{Λ/ < Cα}

is a function of the mean shift parameter A. It can be shown, however,

Pr{Λ/ < Cα] depends upon A only through \\6*\\ = ^/δf^δf (i = 1,2, • , k)

so that we denote it as /?(||£ϊ||, WδζII?"'' ? 11̂ *11)? where δ*r is the i-th. row of

Δ * = Γ A Σ " 1 / 2 and Γ is a k x k orthogonal matrix with the first row \\j\fk.

Furthermore, /?(||^ί||, HΦJII? "'" ? ll̂ fcll) c a n be shown to be a monotonically

increasing function of | | ^ | | (i = 1,2, - • , jfe), thus /3(||^ί||, | | ^ | | , - , | |ό£||) >

/?(0,0, ,0), which implies that the power function of the test (2.5) achieves

its minimum at the null hypothesis H : A = 0. In other words, the likelihood

ratio test (2.5) is unbiased and the proof is complete.
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