
11 Ends of Complete Minimal Surfaces 

By Osserman's theorem, any complete minimal surface of finite total curvature is an 
immersion X: M = Sk- {p1, · · · ,pr} c:....t R 3, where Skis a closed Riemann surface of 
genus k. Consider conformal closed disks Di C Sk such that Pi E Di and p1 tf. Di for 
j =f. i. Denote Di := Di- {Pi}· For any such Di, the restriction X: Di Y R 3 is called a 
representative of an end of X at Pi or simply an end. When we say that some property 
holds at an end of X at Pi, for example embeddedness, we mean that there is a disk 
like domain Di such that for any disk like domain Pi E Ui c Di, X: Ui - {Pi} satisfies 
the property. Such a representative X : Ui -{Pi} -+ R 3 is called a subend of the end 
X:Di Y R 3 . 

Osserman's theorem says that the Gauss map g extends to Pi and the extended g is 
a meromorphic function. Since N = r-1 og we have a well defined normal vector N(pi) 
at Pi, which we call the limit normal at Pi· This also defines a limit tangent plane at 
the end Ei corresponding to Pi· 

Intuitively, and we will prove it later (see Proposition 11.5), Ei = X(Di) c R 3 

is an unbounded set. Moreover, since M- U~= 1 Di is precompact, X(M) - U~= 1 Ei 
is bounded. Thus if X is an embedding, an end Ei is just a connected component of 
X(M) - B, where B is any sufficiently large ball in R3 centred at 0. 

In this section, all ends considered are ends of some complete minimal surface of 
finite total curvature. 

Now consider the Enneper-Weierstrass representation of the complete minimal sur
face X: M c:....t R 3 . By (6.20) 

A2 = ~ (1¢112 + I<P2I2 + 1¢312) · 

Now let r: [0, 1)-+ Di be a regular curve such that lr'(t)l = 1 and limH1 r(t) =Pi· By 
completeness, 

/o1 A(r(t)) lr'(t)l dt = oo. 

This implies that A(q) -+ oo as q-+ p. Since ¢/s are meromorphic, one of them must 
have a pole at p. Hence let z be the local coordinate of Di such that z(pi) = 0, we must 
have 

2 1 ( 12 .1 12 2) c 
A = 2 1¢1 + ¢2 + 1¢31 "' lzl2m' (11.46) 

where c > 0 and m 2 1 is an integer. 

Definition 11.1 If A2"' c/lzl2m at an end, we say that A has order mat that end. 

Remark 11.2 Since A2 is the pull back metric of X: M-+ R 3 , we see that the order 
of A is invariant under an isometry in R 3 . Precisely, if A is an isometry of R 3 then AX 
and X has the same pull back metric A2 . Thus the order of A at an end is invariant. 
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X being complete requires that the order of A at an end is at least one. In fact, we 
can prove that the order of A at an end is at least 2. 

Lemma 11.3 Let X : M = Sk - {PI,···, Pr} <--+ R 3 be a complete minimal immer
sion with finite total curvature, and (w1, w2, w3) its Enneper- Weierstrass representation. 
Then at each Pi, at least one of w1, w2, w3 has a pole of order at least 2. 

Proof. Let ( Dj, z) be a coordinate neighbourhood such that z(pj) = 0 and on Dj, 
(w1,w2,w3) = (cfJI,¢2,cfJ3)dz. 

We have shown that at least one of ¢1, ¢2, ¢3 has a pole at Pi· So m :2: 1. If m = 1, 
there are complex constants c1 , c2 and c3 , not all zero, such that f; ·- ¢; - c;j z is 
holomorphic in Dj. Now 

2R(cdog z) = 2R j (¢;- f;)dz =X;- 2R j f; dz, i = 1, 2, 3, 

are well defined harmonic functions on D7. Since 

2R( c; log z) = (2Rc;) log lzl - ('Sc;) arg z, 

c; must be reaL But 

Comparing the terms of the same order, it must be that c; = 0 fori= 1, 2, 3. But then 
¢; = j; is holomorphic and bounded in Dj, contradicting the fact that X is complete. 
0 

Now recall that by definition X: Sk- {p1 , · · · ,Pr} Y R 3 is complete if and only if 
for any divergent curve 1 the arc length of X o1 is infinity. Thus either X O'f goes to 
infinity in R 3 or X o1 stays in a compact set of R 3 but has infinite arc length. To study 
these two cases, we introduce the concept of properness. 

Definition 11.4 A mapping X : M -+ N between two topological spaces is proper if 
for any compact set C c N, x-1(C) is also compact. 

Proposition 11.5 (Osserman) If X: M-+ R 3 is a complete minimal surface of finite 
total curvature then X is proper. 

Proof. We know that M = Sk- {p1 , · · · ,pr} where Sk is a closed Riemann surface of 
genus k. Let p E {p1 , · · · , Pr}. Since the order of A is invariant under isometries of R 3 , 

after a rotation, we may assume that g(p) = 0. There is a coordinate disk U c Sk at p 
such that z(p) = 0 and lzl < 1 on U. So we can write that g(z) = znh(z), where n > 0 
and h(O) #- 0. On U- {p}, rt must have a pole of order m :2: 2, hence we can write 
TJ = f(z)dz where 

00 . 1 
f(z) = "' a;z' = -F(z), 

.£..._, zm 
~=-m 
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where F is holomorphic and a_m = F(O) # 0. We can write 

00 

f(z)g2 (z) = L bizi. 
2n-m 

Recall that 

(PI (z) = l f(z) (1 - g2 (z) ), rh(z) = ~ f(z) (1 + g2 (z) ). 

Since on the loop C := {lzl = p < 1}, 

0 3t L cfh dz - i 3t L cP2 dz 

~)RJ (a_1 - b_l)z-1dz + i~ssj (a_1 + b_l)z-1dz 
2 c 2 c 
7ri(a_1 + b_l) (by the residue theorem), 

we have 
(11.47) 

3t1z cP1(()d(- i3t1z rP2(()d( + (X1 - iX2)(zo) 
zo zo 

3t lz ~ f(()(l- g2 (())d( +iSS rz 1 (1 + l(())d( + (X1 - iX2 )(zo) 
zo 2 lzo 2 

~ lz f(()d(- ~ {z f(()g2 (()d( + (X1- iX2)(zo) 
2 zo 2 lzo 
1 ~ ai i+ 1 1 ~ bi .+ 1 1 ( -b \ I I - ~ --.z -- L --.z' +- a_1- -l)log z 
2 i=-= 1 + Z 2 i=2n-m 1 + Z 2 

ijo-1 i#-1 

~ a_m z1-m + ~(a_ 1 - b_l) log lzl + O(lzl 2-m). 
21-m 2 

(11.48) 

Since a_m # 0 and m 2: 2, (11.48) shows that IXI2 ~ oo as z ~ 0. Thus for any 
compact set B C R 3 , there are open disks PiE Di C Sk such that x-1 (B) C Sk-U~= 1 Di 
~rompact. D 

We want to know how to determine whether an end is embedded looking at the 
Enneper-Weierstrass representation. 

Lemma 11.6 If the order of A at an end ism= 2, then there is an open conformal disk 
D such that X : D - {p} Y R 3 is an embedding, where p is the punctur-e corresponding 
to the end. 
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Proof. In the proof of Proposition 11.5, since n ?_ 1 and m = 2 we see that b_ 1 = 0 
and hence a_ 1 = 0 by (11.47). Now by the same calculation which led to (11.48), 

( 1 . 2 ) ( 1 a_ 2 ( I X - zX z) = --- + 0 lz ) . 
2 z 

(11.49) 

Obviously for some 0 < p < 1 small enough, X 1 - iX2 : D - {p} := { z E UIO < lzl < 
p} -+ C is one to one and limlzi-+O I Xi - iX2I (z) = oo. Hence X I is an embedding. 
0 D-{p} 

When A has order 2 at an end, we can get more information about the behaviour of 
X at that end; in fact this end can be expressed as a minimal graph with a very nice 
growth property. To prove this, we first show: 

Lemma 11.7 Let p E {p1 , · · ·, Pr} and A have order 2 at p. Then there are R > 0 and 
p > 0 such that the mapping X 1 - iX2 : D - {p} -+ C defined in Lemma 11.6 is onto 

{~ECII~I>R}. 

Proof. We have seen in Lemma 11.6 that for some 0 < p < 1, X 1 - iX2 : D -
{p} = {0 < lzl :::; p} -+ C is one to one and limlzi-+D IX 1 - iX2 I(z) = oo. Let 
R = maxlzl=p{IX1 - iX2 I(z)}. Note that a:= (X1 - iX2)({1zl = p}) is a Jordan curve 
in C. If there is a~ E C, 1~1 >Rand~ tf. (X1 -iX2)(D-{p}), then there is aO < r < p 
such that minlzl=r{IXl- iX2I(z)} > 1~1· Let {3 := (X1 - iX2)({1zl = r}), then ,8 is a 
Jordan curve inC and an {3 = 0. Let 0 := C- {0}- {0, where a and {3 are not free 
homotopic to each other in 0. But clearly (X 1 -iX2)( {r < lzl < p}) C 0 and ¢(8, t) := 

- iX2 )[(r + t(p- r))ei8], 0 :::; t:::; 1, 0:::; ():::; 2w, is a homotopy from {3 to a in 0. 
Thus we get a contradiction. This contradiction proves that~ E (X1 - iX2)(D- {p}). 
The lemma is proved. 0 

Theorem 11.8 Let the notation be as in Lemmas 11.6 and 11. 7. Then there is an 
R > 0 and an E E ( 0, 1) such that outside the solid cylinder { ( x1 , x2 , x 3 ) E R 3 I xi+ x~ :::; 
R2}, X(O < lzl < c:) is a graph (x1,x2,u(x1,x2)) over the x 1x2-plane. Furthermore, 
asymptotically, 

(11.50) 

where T = (xi+ x~) 1 12 , and a, ;3, 11 and r 2 are Teal constants. 

Proof, We have proved that there is an E E (0, 1) such that the mapping X 1 - iX2 : 
D* := {z I 0 < !zl < e:} -+ C is one to one and onto 1~1 > R for som.e R > 0. Let 
f2 = {1~1 > R}. For any (x1,x2) E 0 there is a unique zED* such that x1 = X 1(z) 
and x2 = X 2(z). Define u(x1, x2) = X 3 (z) on (X1- iX2)-1(f2), then u is a well defined 
function. Now use the data written down in the proof of Proposition 11.5, recalling that 
g(z) = znh(z), f(z) = a_2z- 2 + 2::;~0 aizi, and so ¢3(z) = a_2h(O)zn-2 + a_2h'(O)zn-l + 
I:~n bizi. 
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We consider the two cases of n = 1 or n > 1. If n = 1, let C := {lzl = E1} for some 
· 0 < E1 < E. Since 

0 = ?R fc ¢3(z)dz = ?R(a_2h(0)27ri), 

we see that a := -a_2 h(O) =F 0 is real. Thus 

X 3 (z) = ?R 1: ¢3(()d( + X 3 (z0 ) 

-a log lzl + ?R(a_2h'(O)z) + O(lzl2) + X 3(z0). 

By (11.49), 

2 I . 12 la-2l2 ( ) 1 (la-2l2 (I l2)) r = xl- %X2 = 4lzl2 + 0 1 = lzl2 -4- + 0 z ' 

2log r = -2log lzl +log ca~2 1 2 + O(lzl2)) = -2log lzl + 2log la;21 + O(lzl2). 

Also by (11.49), 

-a-2 O( _2) -a-2(xl + ix2) O( _2) 
z= + r = + r . 

2(xl - ix2) 2r2 

Thus there are real constants ry1 and ry2 such that 

?R(a_2h'(O)z) = 1'1X1 ~ 1'2X2. 
r 

Setting f3 = -a log ia22 1 + X 3 (z0 ), we have 

u(x1, x2) =a logr + f3 + r-2(1'1x1 + 1'2X2) + O(r-2). 

If n > 1 then ¢3 is bounded in D*, hence a = 0. In this case, the end approximates 
a plane. D 

We have shown that if A has order 2 at an end, then that end is embedded and is a 
minimal graph. Next we will show that if an end is embedded, then A must have order 
2 at that end. 

An outline of the proof is as follows: If m > 2 and g(O) = 0 then 

(XI- iX2)(z) = ~ + O(lzll-k) 
zk 

with k > 1. This shows that (X1-iX2) is not one to one, and limtzi-+O IX1-iX2I(z) = oo. 
But it is possible that the surface X = (X1, X 2, X 3) is embedded. However, intuitively 
we know that X is a graph over C- B, where B is a large disk in C, since our surface 
has a limit tangent plane corresponding to the puncture. It follows that X is embedded 
is equivalent to X 1 - iX2 being one to one. The next lemma gives a rigorous proof of 
this fact. 
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Lemma 11.9 Let D and p be as in Proposition 11. 5. If X: D-{p} is an embedding then 
there is an R > 0 such that X is a graph over R 2- BR, where BR := { x E R 2 llxl :S R}. 
In particular, A has order 2 at p. . 

Proof. We assume that the limit normal to X at pis (0,0,-1). Let P(x1,x2,x3) = 

(x1, x2) be the perpendicular projection. Let C,. := {(x1, x2 , x3 ) E R 3 1 xi+ x§ = r 2 }, 

V,. := {x1,x2,x3) E R 3
1 xi+ x~ > r 2 }. 

We will prove that there is an R > 0 such that P: X(D- {p}) nVR-+ R 2 -BR is one 
to one and onto R 2 - BR. Hence X is a graph over R 2 - BR. Moreover, 8[X-1 (VR)] is 
a homotopically non-trivial Jordan curve JR c D- {p}, hence x-1 (VR) is conformally 
a punctured disk. 

Since the limit normal of X at p is (0, 0, -1), there is an 0 < p < 1 such that 
N3(z) < -1/2 for any 0 < lzl :S p. Let D; := {z I 0 < lzl < p}. Since X is continuous, 
there is an R > 0 such that IX1 - iX2 12 (z) < R2 for lzl = p. For any r > R, consider 
the set x-1(C,.) c n;. Since N 3 (z) < -1/2 for any 0 < lzl < p, X is transverse to 
C,.. (i.e., X(D;) and C,. have different tangent planes at common points.) This implies 
that x- 1(C,.) is a family of one-dimensional submanifolds inn;. From the expression 
for X 1 - iX2 we know that IX 1 - iX2 I(z) -+ oo when lzl --+ 0, hence any component 
J,. of x-1 (C,.) is a compact one-dimensional submanifold, i.e., it is a Jordan curve in 
D;. If J,. is homotopically trivial, then it bounds a disk like domain S1 C D;. We will 
prove that IX1 - iX2 12 (z) = 1·2 on 0. In fact, let z E S1 be such that IX1 - iX212 (z) 
achieves a maximum or minimum other than r2 on IT. Then z is an interior point of S1 
and DIX1 - iX2 12 (z) = (0, 0). This says that 

(11.51) 

Since (X1,X2)(z) =f (0,0), (11.51) implies that (X1,X2)x and (X1,X2)y are linearly 
dependent. This then implies that N 3 (z) = 0, contradicting N 3 (z) < -1/2. But 
if IX 1 - iX2 12 = r 2 on Sl, X maps 0 to C,., another contradiction to the fact that 
N3 ( z) < -1/2 in D;. These contradictions prove that Jr is homotopically non-trivial. 
Now if x- 1(C,.) has more than one component, say J}: and f/:. The above argument 
shows that they are both homotopically non-trivial. Thus they are in the same Z2 

homotopy class, and bound a compact doubly-connected domain n c D;. By the same 
argument we can prove that X(S1) C C,., which is impossible. Thus we have shown that 
Jr := (IX1 - iX2 12 )-1(r2 ) = x-1 (C,.) is a homotopically non-trivial Jordan curve in D;. 

Now X: D; --+ R 3 is an embedding, so a := X(J,.) is a Jordan curve on C,.. Let 
j3: S 1 --+ D; be a parametrisation of Jr. If (3(ti) = Zi E J,. fori= 1, 2 where Zl =I Z2 and 
(Xl, X 2 )(zr) = (X1 , X 2)(z2), then there is atE S 1 such that c/(t) = C(O, 0, 1) for some 
non-zero constant C. Since a'(t) is a tangent vector of X, we must have N 3 (j3(t)) = 0, 
a contradiction to N 3 (z) < -1/2. This shows that P:X(J,.)-+ 8B,. is one to one and 
onto for any r > R; hence (X1 , X 2 ) is one to one and onto R 2 - BR· D 
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Remark 11.10 The fact that X is an embedding is used only when claiming that 
a = X(Jr) is a Jordan curve. Hence it is true that (IX 1 - iX2 12)-1 (r2 ) = x-1 (Cr) 
is a homotopically non-trivial Jordan curve when X is only an immersion. In general, 
P:X(Jr) --7 8Br is an m to one projection except for a finite number of points in 8Br. 
The number m is the Ii in Theorem 12.1. 

An immediate application of Theorem 11.8 and Lemma 11.9 is: 

Corollary 11.11 If X: Sk- {p1 , ... ,Pn} '---+ R 3 is a complete minimal embedding, then 
the limit normal must be parallel. 

Definition 11.12 An embedded end of a complete immersed minimal surface in R 3 of 
finite total curvature is a fiat (or planar end) if a= 0 in (11.50), and is a catenoid end 
otherwise. 

Remark 11.13 We have proved that X is embedded at an end E if and only if A has 
order 2. Let p be the puncture corresponding to E. From the proof of Theorem 11.8, 
we know that E is fiat if and only if p is a branch point of the Gauss map g. 

Finally, we give a description of the image of a fiat end at the limit height. 

Proposition 11.14 Let E = X(D- {p}) be an embedded end and g have branch 
order k > 0. Let /3 be as in Theorem 11. 8, and B be a large ball centre at (0, 0, /3). 
Then (E- B) n {(x, y, z) E R 3 l z = ,8} has 2k components. 

Proof. Without loss of generality we may assume that g(p) = 0 and g(z) = zk+1 Now 
rJ = z-2 h(z)dz, h(O) #- 0, so 

X3(z) = j3 + 3t (lh(O)zk) + o(lzlk). 

Thus X3 1 (,8) n (D- {p}) consists of k curves intersecting at z = 0. This is equivalent 
to (E- B) n { (x, y, z) I z = /3} consisting of 2k components. D 
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