
CHAPTER XVII 

SPECIAL INFINITE DEVELOPMENTS 

171. The trigonometric functions. If m is an odd integer, say 
m = 2 n + 1, De Moivre's Theorem (§ 72) gives 

s i n w φ 0 (m — l)(m — 2) . ., 
- ^ = cos2» φ — ^ ¿ i z eos2M-2ψ su r φ-\ , (1) 

m sm φ 3 ! / 

where by virtue of the relation cos2 φ = 1 — sin2 φ the right-hand mem
ber is a polynomial of degree n in sin2 φ. From the left-hand side it is 
seen that the value of the polynomial is 1 when sin φ = 0 and that the 
n roots of the polynomials are 

sin2 π/m, sin2 2 π/m, • • •, sin2 nπ/m. 

Hence the polynomial may be factored in the form 

s inmφ = L _ s in 2φ \ _ sin2 φ \ _ sin2 φ \ 
?> sin φ \ sin2 π/m) \ sin2 2 π/m) \ sin2 / ) ' ' 

If the substitutions φ = / m and φ = / be made, 

sin _ / s in 2 cc/ ra \ / sin2 / \ sin2 / \ 
m sin x/m \ sin2 π/m) \ sin2 2 π/m) \ sin2 nπ/m) 

s inh# __ sinh2æ/m\ sinh2 / \ sinh2 / \ 
m sinh x/m \ sin2 7τ/ \ sin2 2 π/m) \ sin2 nπ/m) ^ ' 

Now if m be allowed to become infinite, passing through successive 
odd integers, these equations remain true and it would appear that the 
limiting relations would hold : 

^-(»-¾('-Ŵ)--7(i¯ã> « 
*ΐ4i+í)(i+ã)--*(i+K»> m 

. 2 / 1 3 , \2 
s m — ( — — TT —" H 2 

.. m .. \m    
since hm — = lim -77^ -―——-τ -0 = 75—^ • 

m=∞ . 2 b r m=∞ /^π; _ 1 / \ 3 Y k2π2 

m \m 6\m ) ) 
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I n th i s way the expansions into infinite products 

sin x = x TT ( 1 — —Γ~1 ) > sii ih x = x f t ( 1 -f T-Γ¯7?1 (5) 
ι \ / 7 / l \ k"ττ2J 7 

would be found. A s t h e theo rem t h a t t h e l imi t of a p roduc t is t he prod
uc t of t h e l imi t s ho lds in genera l on ly for finite p roduc t s , t h e process 
he re fol lowed m u s t be just i f ied in de ta i l . 

For the justification the consideration of sinh , which involves only positive 
quantities, is simpler. Take the logarithm and split the sum into two parts 

m sinn— x \ s u r — ^ + 1 \ sin2 — 
m \ m ¦ \ m j 

As log (1 + a) < α, the second sum may be further transformed to 

Binh*-\ , 8inh*£ „ , 
/ í=Viog ι + 2 < V 2 = rini,*£V_L_. 

\ m/ m m 

Now as n < ļ m, the angle kπ/m is less than J 7r, and sin £ > 2 £/7r for £ < ¿ 7Γ, by 
Ex. 28, p. 11. Hence 

R < sinh2 - > = — smh2 — > — < — smh2 — ¡ —. 
m - ¾ 4 ¾ 2 4 m ^Λk2 4 mJP k2 

p+l , p+1 7 

„ Sinh2^\ 
sinh χ-\ ., . m l m2 . ...  

Hence log I 1 H < — smh2—. 
. , x T* . for I 4» m 

w smh — i \ sin2 — 
m \ m J 

Now let m become infinite. As the sum on the left is a finite, the limit is simply 

. sinh x TΓΛ I , x2 \ x2 _ . sinh x ŵ x2 \ 
log > (1 + 1 < — ; and log = > (1 + ) ö x γ \ k2τrV 4 p ' * x γ \ k2π2/ 

then follows easily by letting p become infinite. Hence the justification of (4'). 

B y t h e dif ferent ia t ion of t h e series of l oga r i t hms of (5) , 

t he express ions of cot x a n d co th x in series of f rac t ions 

cot x = > - ― , co th .r = - + 7 7 - Ί Γ - ¡ — \ ( < ) 
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are found. And the differentiation is legitimate if these series converge 
uniformly. For the hyperbolic function the uniformity of the conver
gence follows from the M-test 

ē¿f½<]b'anđ ?,ībconveΐses-
The accuracy of the series for cot x may then be inferred by the substi
tution of ix for x instead of by direct examination. As 

-2x _ 1 1 _ţA 1 
k2τr2 — x2 x — x + ¿* x — ^ ' 

' — 00 

In this expansion, however, it is necessary still to associate the terms 
for = + n and = — n\ for each of the series for > 0 and for  

< 0 diverges. 
172. In the series for coth¿c replace x by \x. Then, by (22), p. 447, 

x ^ x -, • v 2χ2 -, ô r, χ2n 

-coth- = l+Ç^^^^=l+Ç^ — . (9) 
If the first series can be arranged according to powers of x, an expres
sion for B2n will be found. Consider the identity 

1 • p=l 1 

which is derived by division and in which θ is a proper fraction if t is 
positive. Substitute t = æ2/4 kV ; then 

? = _“vV_ _£!_V_ Ĥ (_ _JĹ_\' 
4¾2TΓ2 + X2 ¿<\ 4 Ä V y k \ 4 ¾ V / ' 

¡«oaĩ-! = -2ġ[l(jÿ,)'-«,(j^)ļ 

00 1 1 1 
L e t ^ ^ = 1 + 2 ^ + 3 ^ + " , = *V 

. |coth|-ι=-2|¾(¾2J-2ö‰(=¿)n. 
* The θ is still a proper fraction since each θjc is. The interchange of the order of 

summation is legitimate because the series would still converge if all signs were positive, 
since k¯¯2p is convergent. 
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As S2n approaches 1 when n becomes infinite, the last term approaches 
0 if x < 2 7r, and the identical expansions are 

2 ‡ M " I)""1 jfķ = ‡ '¾, g = f ««tb I - 1. (10) 

Hence ¾ , = (-1) ¡'~1 'jß¿ß ¾, (U) 

and ¡ c o t h | = l + Ç ¾ P 2 ^ + 0 2 n — (12) 

The desired expression for B2n is thus found, and it is further seen 
that the expansion for J x coth ^ can be broken off at any term with 
an error less than the first term omitted. This did not appear from the 
formal work of § 170. Further it may be noted that for large values of 
n the numbers B2n are very large. 

It was seen in treating the Γ-function that (Ex. 17, p. 385) 

log (τι) = (T¾ — ¾) log n — n -f log V 2 π -\- ω (n), 

where ω(rì)= ļ í - coth - — 1 ļe™ —¿ • 

As ƒ V Ä = jf "W-¾s = Γ(¾,+1} = J¾, 
the substitution of (12), and the integration gives the result 

{^-ē£^ + ē£!Ĺl+ , B2p_2n-*y + * θB2pn-**" 
ω W~ l.2 + 3-4 + " " + (22>-3)(2i>-2) + (2i>-l)2/ ( ö ) 

For large values of n this development starts to converge very rapidly, 
and by taking a few terms a very good value of ω (n) can be obtained ; 
but too many terms must not be taken. Compare §§ 151, 154. 

EXERCISES 

^ sin 2 ∞/ 4x2 \ 
1. Prove cos x = = TT(l — | . 

2 sin 0 \ (2k + ψπ2/ 
2. On the assumption that the product for sinhx may be multiplied out and 

collected according to powers of x, show that 

k = l k = l l = l 

oo - JĻ oo OP ļ . 

( ) 7. TT = ^x ' (δ) 7 7 -TΓ- = — » if ¾ may equal ¿. 
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3. By aid of Ex.21 (ð), p. 452, show: (α) 1 + 1 + i + I + . . . = ^ , 

/ Λ Ì Λ 1 1 1 7Γ2 . Λ 1 1 1 7r2 

W 1 + ā2 + ā2 + ̂  + - — W ^ ÿ + p - ÿ + - = īā' 
4. Prove: (α) f * i ¾ f c = _ ü ? , <fl f ' ¾ x = - ^ , 

v ' Λ 1 - 6 v ' 1 + 12 

ω nλ log x _ π 2 ^ 1ι 1 + đx 7r2 

ƒ —*^-dx = , (δ) I log— = —. 
Jo 1 - 2 8 v ' Jo B l - x x 4 

( 1 \ +∞ 1 
x 7r) = — 7 

2 A x _ ( ¾ + ļ)7Γ 

1/ xt4_ x\ t ^ ( _ l ) * 1 ŵ ( - l ) * 2 x 
show esc x = - cot - + tan - ļ = > '― = - + > ^ '– 

2 \ 2 2/ ½¿ x - kπ x y x1 - k2τr2 

n -1 n-\ 
6. From = V (– x)* + (– l ) » - ĩ — = V (– x)* + (– \)nθxn 

1 + x V 1+x V 

J
^ l ^ α - l JL ( _ \\k I 

dx — > —, and compute for a = - by Ex, 21, p. 452.  
1 + x *4 a + k 4 

7. If a is a proper fraction so that 1 — a is a proper fraction, show 

Jo 1 + x ‰ja — k J i 1 + x Jo 1 + x sin απ 

8. When n is large 2?2„ = (― 1) _ 1 4 VTΓΠÍ — ) approximately (Ex. 13). 
\πeļ 

x x » ^ 2 χ2 

9. Expand the terms of - coth - = 1 + > ——— by division when x < 2 i r 
2 2 ι ^ ^ π + x 

and rearrange according to powers of x. Is it easy to justify this derivation of (11) ? 
10. Eind ω'{n) by differentiating under the sign and substituting. Hence get 

EM = io<^__ l_ A _ A ^2p-2 0 »  
(n) ö 2 n 2r¿2 4n 4 ( 2 p - 2 ) 2 ^ - 2 2pŵ» 

11. From —— -f 7 = I đα of § 149 show that, if n is integral, 
(n) Jo 1— a 

Σ!M.+ y = ι + λ + î + . . . + _ J — , and 7 = _ = 0.5772156649 •• - 
(n) 2 3 n - 1 ' (1) 

by taking n = 10 and using the necessary number of terms of Ex. 10. 

12. Prove log (n + ļ ) = n (log n — 1) + log V2 π + ω1 (> ), where 

ωJn)= f \ )e™~ , Wļ(n) = ω(rì\ — ω(2w), 
J-oo\x e 3 — 1 / x 

l W 1 . 2 \ 2/ 3 . 4 \ 2β/ • 6 \ 25/ 
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θ ' 1 0 

13. Show » ! - V 2 ^ ( " ) % ^ or y/ fc±ï† + *e¯***5. Nötethatthe 

results of $ 149 arc now obtained rigorously. 

1 χ-\ β~ "•' χ-\ f>—(n— l)α-
14. From — — = > e~kj' -\ = > t>-kx 4- θ — , and the formulas 

of § 149, prove .the expansions 

(7)b«Γ(» + l) + r » = ‡ g - l « « ĩ ± * ) . ^ ^ = - 7 ( 1 + ^ - 1 

173. Trigonometric or Fourier series. If the series 

f(x) = ļ aQ + 2 (α* c o s ^x + ¾ s*n ^æ) 

= ļ aQ + "α oos .r + <72 cos 2 æ 4- cos 3 -\ ^ ' 

4- bχ sin cc 4- ¾ s^ n 2 + ¿>3 sin 3 -ļ- • • • 
converges over an interval of length 2 π in , say 0 ≤ < 2 7Γ or 
— 7r < ' Ĕ≡ 7Γ, the series will converge for all values of x and. will de
fine a periodic function f(x 4 2 π) = f(x) of period 2 7Γ. As 

2" 7 • 7 Γ*“coskx.coslx -I cos /tø sin ¿æα¾ = 0 and I . _ . _ ax = 0 or π (15) 
^ J0 sm te sin to 7 

according as /¾ =≠= Z or Å̂  = Z, the coefficients in (14) may be determined 
formally by multiplying ƒ (x) and the series by 

1 = cos 0 x, cos x, sin x, cos 2 x, sin 2 x, • • • 

successively and integrating from 0 to 2 7Γ. By virtue of (15) each of 
the integrals vanishes except one, and from that one 

1 />2rr 1 ~2π 
(ik = — \ f(x) cos kxdx, bk = — ļ f(x) sin kxdx. (16) 

i/O ι / θ 

Conversely if ƒ (#) be a function which is defined in an interval of 
length 2 ττ, and which is continuous except at a finite number of points 
in the interval, the numbers ak and bk may be computed according to 
(16) and the series (14) may then be constructed. If this series con
verges to the value of f(x), there has been found an expansion of f(x) 
over the interval from 0 to 2 π in a trigonometric or Fourier series.* 
The question of whether the series thus found does really converge to 

* By special devices some Fourier expansions were found in Ex. 10, p. 439. 
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the value of the function, and whether that series can be integrated or 
differentiated term by term to find the integral or derivative of the 
function will be left for special investigation. At present it will be 
assumed that the function may be represented by the series, that the 
series may be integrated, and that it may be differentiated if the differ
entiated series converges. 

For example let e be developed in the interval from 0 to 2 77\ Here 

- l2πk 
1 r2π , , 1 r27Tk , \ ek /ksiny + cos?/\ at = - ƒ 6 cos kxdx — — ļ er cos ydy = \ — ( ) 
7Γ«/o kπJo ļ_7Γ\ ¾ 2 - ļ - l / J 0 

1 , 1 1 ! 1 1 or aΛ = —e2π » uk = - e2 , 
° τ r ¾2 + l 7 r ¾ 4 l 

1 r2π • , j 1 k Ik' 
and k= - I ex sin kxdx = e2π 1— — 

Jo 7r fc* + 1 πA* + 1 
τrex 1 1 1 ' ft 1 

Hence = - + — cos x 4- — cos 2 x -\ cos 3 x -f • • • 
e2π _ ! 2 l2 + 1 22 + 1 32 + 1 

sin x sin 2 x sin 3 x + • • •. 
12 + i 22 + 1 32 + 1 

This expansion is valid only in the interval from 0 to 2 π ; outside that interval the 
series automatically repeats that portion of the function which lies in the interval. 
I t may be remarked that the expansion does not hold for 0 or 2 but gives the 
point midway in the break. Note further that if the series were differentiated the 
coefficient of the cosine terms would be 1 -f \/k2 and would not approach 0 when  

became infinite, so that the series would apparently oscillate. Integration from 
0 to x would give 

7Γ(e —1) 1 1 . 1 s in2x 1 s in3x 
— = -x-\ sinx -\ 1 f- • • • 

e2π _ i 2 l2 + 1 22 + 1 2 32 + 1 3 
•f — cos x + — cos 2 x + — cos 3 x + • • •, 

l2 + 1 22 + 1 32 + 1 
and the term ļ x may be replaced by its Fourier series if desired. 

As the relations (15) hold not only when the integration is from 0 
to 2 7r but also when it is over any interval of 2 π from a to a + 2 τr, 
the function may be expanded into series in the interval from a to 
a -f 2 7r by using these values instead of 0 and 2 as limits in the 
formulas (16) for the coefficients. It may be shown that a function 
may be expanded in only one way into a trigonometric series (14) valid 
for an interval of length 2 7r ; but the proof is somewhat intricate and 
will not be given here. If, however, the expansion of the function is 
desired for an interval a < x < ß less than 2 7r, there are an infinite 
number of developments (14) which will answer; for if φ(oc) be a 
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function which coincides with f(x) during the interval a .< x < ß, 
over which the expansion of f(x) is desired, and which has any value 
whatsoever over the remainder of the interval ß < x < a -ļ- 2 7r, the 
expansion of φ (x) from a to a -f- 2 ΊT will converge to f(x) over the 
interval a < x < ß. 

In practice it is frequently desirable to restrict the interval over 
which f(x) is expanded to a length 7Γ, say from 0 to 7Γ, and to seek an 
expansion in terms of sines or cosines alone. Thus suppose that in the 
interval 0 < x < ir the function φ (,r) be identical with f(x), and that 
in the interval — ΊT < x < 0 it be equal to ƒ (― x) ; that is, the func
tion φ (x) is an even function, φ (x) = φ (― x), which is equal to f(x) 
in the interval from 0 to . Then 

ƒ + 7Γ r*π r*π 

φ (x) cos kxdx = 2 i φ (x) cos kxdx = 2 ƒ ( ) cos kxdx, 
π Jo Jo 

ƒ + 7Γ /-» 7Γ /¾7Γ 

φ ( ) s in kxdx = ļ φ (x) s in kxdx — I φ (x) s in fe¿fø = 0. 
7 t/O l/O 

Hence for the expansion of φ (x) from — π to -f ir the coefficients ¾. all 
vanish and the expansion is in terms of cosines alone. As f(x) coin
cides with φ (x) from 0 to ττ, the expansion 

J% 2 Γπ 

f(x) =-¿. ak c o s kχ> ak — ¯~ \ f(x) c o s kxdx (17) 
*73" Jo 

oî f(x) in terms of cosines alone, and valid over the interval from 0 to 
7Γ, has been found. In like manner the expansion 

ŵ 2 Γπ 

f(x)=2jbksmkx9 bk = - ļ f(x) sin kxdx (18) 
ι ^ Jo 

in term of sines alone may be found by taking φ (x) equal to f(x) from 
0 to 7Γ and equal to — ƒ(— a-) from 0 to — 7Γ. 

Let ļ x be developed into a series of sines and into a series of cosines valid over 
the interval from 0 to π. For the series of sines 

2 rπl . _ _ ( - 1 ) * x A sinfcx 
‰ = — I - x sin fcx¢žx = — —, - = > ± 

T Γ J O 2 2 <W  

or \x = sinx — ^ s i n 2 x + ļ s in3x — ļ sin 4 + • • . . (A) 

Λ í 0, fc even 
2 z177 1 - 2 /ï7Γ 1 I 

Also α0 = — - xdjc = —, αŵ = — - x cos fcx¢Z¿ = <¡ 2 0 2 2 T Γ Λ 2 I ,¾ odd. 
Ļ 7ΓÄ: 

τ τ 1 7Γ 2 cos3x cos5x cos7x Ί ιn× 

Hence - x = cosx 1 1 \- • • • • (B) 
2 1 T Γ L 3 2 52 72 J V ' 
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Although the two expansions define the same function \ x over the interval 0 to π, 
they will define different functions in the interval 0 to — 7r, as in the figure. 

The development for \x2 may be had by integrating either series (A) or (B). 

\ x2 = 1 — cos x — ļ (1 — cos 2 x) + ļ (1 — cos 3 x) — τ¾ (1 — cos 4 x) -f • • • 

7r 2 . s in3x cos5x 1 
= — x sin x -ļ 1 • •' • I • 

4 7r|_ 38 5» J 
These are not yet Fourier series because of the terms \ irx and the various Vs. For 
ļ πx its sine series may be substituted and the terms 1 — \ + ļ — • • • may be col
lected by Ex. 3, p. 457. Hence 

¦Y 

¦V (4'\° \ A ¦ 

¦ y o I x ¦ P> \o ! /> x4 

í í 
- x2 = cos x + - cos 2 cos 3 x + — cos 4 x — • • • (A^ 
4 12 4 9 16 v ' 

or - x2 = - ( - — 1 ) sin x — — sin 2 x + ( ) sin 3 x sin 4 x -f . . . . (B') 
4 T Γ L \ 4 2 \ I2 3 2 / 4 J 

The differentiation of the series (A) of sines will give a series in which the individual 
terms do not approach 0 ; the differentiation of the series (B) of cosines gives 

\ π = sin x + ļ sin 3 x -f ļ sin 5 x + ļ sin 7 x + • • • 

and that this is the series for 7r/4 may be verified by direct calculation. The differ
ence of the two series (A) and (B) is a Fourier series 

.. . 7Γ 2 cos3x Ί . sin 2 1 
ƒ(*) = j - - I cosx + —^― + • • J - ļ^in x — + • • J (C) 

which defines a function that vanishes whe;n 0 < x < but is equal to — x when 
0 > X > — 7Γ. 

174. For discussing the convergence of the trigonometric series as formally 
calculated, the sum of the first 2 n + 1 terms may be written as 

Sn= - fπ\ļ+ e o s ( ¿ - *) + c o s 2 ( ¿ - x ) + . . . + cosn(¿ - x ) ļ f(t)dt 

t — x 
sin(2n + 1) 

= 1 " _ 2 _ / ( t ) Λ = I r-V(* + 2») s i "< 2 ĸ + 1 > M du, 
7ΓJO Λ . ¿ — X ir J -– sm u 

2 sm 2 
2 
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where the first step was to combine α¾ cos kx and * sin kx after replacing x in the 
definite integrals (16) by t to avoid confusion, then summing by the formula of 
Ex.9 , p. 30, and finally changing the variable to u = \(t — x). The sum Sn is 
therefore represented as a definite integral whose limit must be evaluated as n 
becomes infinite. 

Let the restriction be imposed upon f(x) that it shall be of limited variation in 
the interval 0 < x < 2 . As the function f(x) is of limited variation, it may be 
regarded as the difference P(x) — ) of two positive limited functions which 
are constantly increasing and which will be continuous wherever f(x) is continu
ous (§ 127). If f(x) is discontinuous at x = z0, it is still true that ƒ ( ) approaches 
a limit, which will be denoted by ƒ (x0 — 0) when x approaches x0 from below ; for 
each of the functions P(x) and N(x) is increasing and limited and hence each 
must approach a limit, and f(x) will therefore approach the difference of the limits. 
In like manner f(x) will approach a limit f(x0 + 0) as x approaches x0 from above. 
Furthermore as f(x) is of limited variation the integrals required for Sn, (¾, ¾ will 
all exist and there will be no difficulty from that source. I t will now be shown that 

limS»(*o) = lim - Γ~τƒ (x 0+ 2 « ) 8 " 1 ( 2 " + l) “du = \ [f(x0 + 0 ) - / ( x „ - 0)]. 
n = o o n = αe>7Γ»/— —- S in i f c Δ 

This will show that the series converges to the function wherever the function is con
tinuous and to the mid-point of the break wherever the function is discontinuous. 

T i. *, , s i n ( 2 n + ! ) M ^ , u s in(2n + l )u . sinfo¿ 
Let f(x0 + 2u) '― =f(x0 + 2 I Í ) - b L_ = F(u) , 

sin sin  
x(ì 

then Sn{xa) = - I x
 ¿ F(u) du = - ¡ F(u) du, — π< a< O<b<π. 

π J- -ĝ π Ja  

As ƒ (x) is of limited variation provided — τ r < α ≤ ι ¿ ≤ 6 < 7 r , so must f(x0 + 2 u) 
be of limited variation and also F(u) = uf/sin . Then F(u) may be regarded as 
the difference of two constantly increasing positive functions, or, if preferable, of 
two constantly decreasing positive functions ; and it will be sufficient to investigate 
the integral of F(u) - sin ku under the hypothesis that F(u) is constantly de
creasing. Let n be the number of times 2 π/k is contained in b. 

2 7Γ 4 7Γ 2 7 

r2π r4π r2nπ ^ / i Λ s i n u , rb _ , sin foi, 
= + 1 + • • • + / Fl-\ du+ | 0 F(u) du. 

Jo Λ π Λ(»-l)7Γ \k/ U J^ψ U 

As F(u) is a decreasing function, so is u~ ^*-F(u/k), and hence each of the integrals 
which extends over a complete period 2 7r will be positive because the negative ele
ments are smaller than the corresponding positive elements. The integral from 
2nπ/k to 6 approaches zero as becomes infinite. Hence for large values of k, 

/»b , 4s info¿, / * 2 Í “ Γ / U \ sinu , _ 
I F(u) du < I F[ - ) cřu, p fixed and less than n. 

Jo Jo \k/  
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Γb-π, 4sinta¿ _ rπ rSlΓ rδπ 

Again, ƒ F(u) du= ƒ + ƒ + I 
Jθ U JO Jπ J3π 

×,(2n-l)ir / u \ s i l l U _ , rb „ , . Si l lŵl/ _ 
+ • • • + ƒ F[-) đ u + / 1Λ F(u) du. 

J(2n-S)π \k/ U J ( 2 n ~ 1 ) 7 Γ W U 

Here all the terms except the first and last are negative because the negative ele
ments of the integrals are larger than the positive elements. Hence for large, 

b.~ , v sin ku , r^p-V" π/u\ sin _ 
I ^ (w) đu > I JP( - ļ du, p fixed and less than n. 

Jo Jo \k/  
In the inequalities thus established let become infinite. Then u/k = O from 

above and F(u/k) == F(+ 0). I t therefore follows that 

/ ™ Γ(2 '>-1^7ΓsinM _ .. Γδ-rτ/ 4 s in ta¿ 7 _ / ι 2 / " Γ s in ι ι , 
F(+ 0) đ w < h m I 2 (̂w) đu < F( + 0) f ŵt. 

Jo w k ∞ J J o u 
Although p is fixed, there is no limit to the size of the number at which it is fixed. 
Hence the inequality may be transformed into an equality 

0 ™ v SUI WU , _ , Λ 4 r∞SÌl\U. 7Γ _ . 
lim ƒ F(u) du = F(+O)¡ du =- F(+0). 

k = ∞Jo Jo 2 

Likewise hin F(M) du = F(—O)ļ du=F(—0). 
í = ∞ Ja U J O U 2 

Hence lim f V(w) S-^^ du = - [ F ( + 0) + F ( - 0)] 

or lim I Γ ' ^ 2 / ( a 0 + 2 u ) S 1 " ( 2 ΐ l + 1 ) ½ đ u = I [f(x0 + 0) + / ( ¿ 0 - 0)]. 
n = ∞ 7Γ«/-̄ 7 smu 2 

Hence for every point x0 in the interval 0 < x < 2 π the series converges to the 
function where continuous, and to the mid-point of the break where discontinuous. 

As the function f(x) has the period 2 7Γ, it is natural to suppose that the con
vergence at x = 0 and x = 2π will not differ materially from that at any other 
value, namely, that it will be to the value ļ [ ƒ ( + 0) + f(2π — 0)]. This may be 
shown by a transformation. If is an odd integer, 2 n + 1, 

sin (2 n + 1) = sin (2 n + 1) (?r — u) = sin (2 n + 1) w', 
π ^ v sin (2 n + 1) u , ,. π ~ - i ,× sin (2 n + 1) ' , , 7Γ , , lim ƒ F(w)¯—^ ÷—!—du = hm ¡ F(u') ^ ' du' = -F(u'= + 0). 

n=∞ J δ W n=∞ JO U' 2 

Hence lim f'F ( ) ≡ ^ ± ^ đ u = lim f V Γ = * [F< + 0) + F(π - 0)]. 
»=»«/o n = ∞ Jo Jb 2 

1 p π sin Í2 Ti -4- 1Λ  
Now for x = O o r x = 27Γ the sum Sn = - ƒ (2u) <2u, and the limit 

7Γ Jo sin w 
will therefore be ļ [ ƒ (+ 0) + / ( 2 7Γ — 0)] as predicted above. 

The convergence may be examined more closely. In fact 
e x * Γπ~2s, , u sinta¿ 1 f&(*> . sinWM   ( ) = - ƒ Z / ( ÍC + 2 U ) đw = - I ř ( ) du. 

7 Γ J - - S i n « W 7Γ Ja(x) U 



464 THEORY OF FUNCTIONS 

Suppose O < α ≤ x ≤ ß < 2 7 Γ S o that the least possible upper limit b(x) is π — ļ ß 
and the greatest possible lower limit a (x) is — J a. Let n be the number of times 
2 π/k is contained in — \ß. Then for all values of x in α ≤ x ≤ /3, 

J r(2p-l)π y\ s i n w Γb(x)π, 4SÌnfcw, 
F i x , - ) ¢žu + e < ƒ F(x,u) đu  

\ / Jo  

r2Pπ- I u\ s i n u , , 
< F , - (ZU + rç, P < , 

«/o \ / 

where e and 17 are the integrals over partial periods neglected above and are uni
formly small for all x's of a Ë≡ x = ß since F(x, u) is everywhere finite. This 
shows that the number p may be chosen uniformly for all x's in the interval and 
yet ultimately may be allowed to become infinite. If it be now assumed that ƒ (x) is 
continuous for a =≡= x Ĕ≡ j8, then F (x, u) will be continuous and hence uniformly 
continuous in (x, u) for the region defined by a ≤ x ≤ ß and — ļ x ≤ u ≤ 7 r — ļ x . 
Hence -F(x, u/k) will converge uniformly to F(x, + 0) as becomes infinite. Hence 

- ,/ r∞ sinu Ί , Γb(χ)π, ,sinfoA _ . Λ4 r∞ sinu _ F(x, + 0) ƒ du + e' < f F(x, u) du < F(x, + 0) du + 17' 
Jo Jo Jo  

where, if δ > 0 is given, may be taken so large that |e'| < δ and ļ η'\ < δ for k> ; 
with a similar relation for the integration from a (x) to 0. Hence in any interval 
0 < a : ≤ x ^ ß <2π over which f(x) is continuous Sn(x) converges uniformly 
toward its limit ƒ (x). Over such an interval the series may be integrated term by 
term. If ƒ (x) has a finite number of discontinuities, the series may still be inte
grated term by term throughout the interval 0 ≤ x Ë= 2 7Γ because Sn (x) remains 
always finite and limited and such discontinuities may be disregarded in integration. 

EXERCISES 

1. Obtain the expansions over the indicated intervals. Integrate the series. 
Also discuss the differentiated series. Make graphs. 

* 1 1 1 l o ! 
(a) = cos x + - cos 2 x cos Sx -\ cos 4 x — • . . 
v ' 2sinh7Γ 2 2 5 10 17 

— π to + 7r, 
1 2 3 4 

'+ - sin x sin 2 x -I sin 3 x sin 4 x + • • •, 

2 5 10 17 

(ß) ļ π , as sine series, 0 to π, (7) ļπ, as cosine series, 0 to π, 

/i44 . 4 Γl cos2x cos4x cos6x Ί ΛJ^ 
(δ) sinx = , 0 to 7r, 
V ' TΓI_2 1.3 3 5 5 7 J ' 

( e ) cos x, as s ine ser ies , 0 t o 7Γ, ( Ç) e30, as cosine ser ies , 0 to 7r, 

(77) X SinX, — 7Γ tO 7Γ, (θ) X COSX, — 7Γ tO 7Γ, (l) 7Γ + X, — 7Γ to 7Γ, 

(K) s i n # x , — 7Γ to 7Γ, θ f r ac t iona l , (λ) cos#x , — 7r to 7r, θ f r ac t iona l , 

s 4 f ļ 7Γ, 0 < X < 7Γ, . . . . . \ 7Γ, 0 < X < \ 7Γ, . . 
(µ) ƒ (x) = «¿ * / x = 4 ' ^ as a sine series, 0 to π, 
v / . / \ \ 0 , T Γ < X < 2 T Γ , W l / W \-ļτr, 1 π<x<π, ' ( 0 ) — log ( 2 sin - ļ = cos x -ļ- - cos 2 x + - cos 3 x + - cos 4 x -ļ- • •, 0 to 7r, V ' 5 \ 2/ 2 3 4 ' 
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(7r) x, — ļ π to f 7r, (p) sin ļ x, — ļ π to f π, (σ) cos ļ x, — f to ļ π, 

( T ) from (o) find expansions for log cos ļ x , log vers x, log tan ļ x . Note that in 
these cases, as in (o), the function does not remain finite, but its integral does. 

2. What peculiarities occur in the trigonometric development from — π to π 
for an odd function for which ƒ (x) = f(π — x) ? for an even function for which 
f(x)=f(π-x)? 

3. Show that f(x) = yòfcsin with ¾ = - \ f(x) sin dx is the trigo-
~4 Jo  

nometric sine series for ƒ (x) over the interval 0 < x < and that the function thus 
defined is odd and of period 2 Write the corresponding results for the cosine 
series and for the general Fourier series. 

4 . Obtain Nos. 808-812 of Peirce's Tables. Graph the sum of Nos. 809 and 810. 

5. Let e(x) = ƒ (x) — \ a0 — ax cos x — • • • — cų cos nx — b± sin x — •. • — bn sin nx 
be the error made by taking for ƒ (x) the first 2 n + 1 terms of a trigonometric series. 

1 r + π 
The mean value of the square of e(x) is — [e(x)]2đx and is a function 

2τr t/-7r 
F(a0, , • • •, αn, òļ, • • •, bn) of the coefficients. Show that if this mean square 
error is to be as small as possible, the constants α0, α l ţ • • •, an, btì • • •, bn must be 
precisely those given by (16) ; that is, show that (16) is equivalent to 

F _ F _ _ F^_ F_ _õF 

a0 ax an bλ bn 

6. By using the variable λ in place of x in (16) deduce the equations 

/ ( X ) = J _ Γ 2 π / ( λ )cosO(λ -x )d !λ + - V f "f(\)cosk(\ — x)d\ 
2 7Γ 7Γ *4 Jθ 

1 ¾r-\ r2π 1 ^ r \ Γ2π 

= — I ƒWe±* (λ^x) idλ = — e*kxi I f(χ)e±kxidχ ; 
2 7Γ ^ J θ 2 7Γ ^ Jθ ^\ 1 r2π 

and hence infer ƒ(x) = > α*e='= to', αr¿- = — I ƒ(x) e* tođx. 
*4 2π Jo 
— 00 

7. Without attempting rigorous analysis show formally that 

I φ (a) da = lim [ ļ- ø(— n• α) α + ø(— n +1 • α) α: -| |- ø(— 1 • α) α: 
J - oo Δα = O 

+ ø(0- α) α: + ø ( l . α) ű: + ••• + ø (n- tt) α + • • •] 

= lim ^S¦φ(k- a) a = lim V ø (ŵ - ) - • 
\a = O^^ c=∞ ^ ^ \ / 
“ — 00 — 00 

show /(x)=̂  fVw^'^'^4i; rvw^^^'¾ 
is the expansion of f(x) by Fourier series from — to c. Hence infer that 

/(a;) = _ i . I I /(λ)e±«<λ-*>«“đλđα= lim — V ƒ / (λ )e * dλ -
2 7 r J - o o J - x c—x2,7Γ^'J—c  
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is an expression for f(x) as a double integral, which may be expected to hold for 
all values of x. Reduce this to the form of a Fourier Integral (Ex. 15, p. 377) 

f(x) = — j j ƒ (λ) cos a (λ — x) dλda. 
7Γ «/ J — ∞ 

8. Assume the possibility of expanding ƒ (x) between — 1 and -f 1 as a series of 
Legendre polynomials (Exs. 13-20, p. 252, Ex. 16, p.440 ) in the form 

ƒ (x) = aQP0 (x) + a1P1 (x) + a2P2 (x) + • • • + <Pn (x) + • • •. 

2k 4-1 /*1 

By the aid of Ex. 19, p . 253, determine the coefficients as α¿ = ƒ ƒ (x) P*(x) dx. 
2 t/—i 

For this expansion, form e(x) as in Ex. 5 and show that the determination of the 
coefficients α¿ so as to give a least mean square error agrees with the determi
nation here found. 

9. Note that the expansion of Ex. 8 represents a function f(x) between the 
limits ± 1 as a polynomial of the nth degree in x, plus a remainder. I t may be 
shown that precisely this polynomial of degree n gives a smaller mean square error 
over the interval than any other polynomial of degree n. For suppose 

gn(x) = c0 + cxx + • • • + cnx
n = b0 + ò1P1 + • • • + bnPn 

be any polynomial of degree n and its equivalent expansion in terms of Legendre 
polynomials. Now if the c's are so determined that the mean value of [ ƒ (x) — g (x)]2 

is a minimum, so are the ò's, which are linear homogeneous functions of the c's. 
Hence the ò's must be identical with the α's above. Note that whereas the Maclaurin 
expansion replaces ƒ (x) by a polynomial in x which is a very good approximation 
near x = 0, the Legendre expansion replaces ƒ (x) by a polynomial which is the 
best expansion when the whole interval from — 1 to + 1 is considered. 

10. Compute (cf. Ex. 17, p. 252) the polynomials Pχ = x, P 2 = — ļ + f x2, 
P 3 = - ļχ + f χ3, P 4 = f _ Y χ2 _ļ_ Jÿ_ χ4 ţ p 5 _ ψχ_ ψχ8 + ψχ5t 

X
1 2 6 \ 2    

sin 7ΓXCČX = 0, - ( 1 ļ, 0, - , 0 when = 4, 3, 2, 1, 0. Hence show 
-1 7Γ \ 7Γ2 π 

that the polynomial of the fourth degree which best represents sin 7rx from — 1 
to -f 1 reduces to degree three, and is 

sin7rx = - x - • • - (l = l) I-x3 - - x ) = 2.69x - 2.89x3. 
7Γ 7Γ\7Γ 2 / \ 2 2 

Show that the mean square error is 0.004 and compare with that due to Maclaurin's 
expansion if the term in x4 is retained or if the term in x3 is retained. 

11 . Expand sin^TTX = - — ( ĩ ? - l) P 3 = l.553x - O.562x3. 

2 7Γ2 7Γ2 \7Γ2  

12. Expand from — 1 to + 1, as far as indicated, these functions : 

(a) COS7ΓX t o P 4 , (ß) e* t o P 5 , (7) l og ( l - fx ) to P 4 , 
(δ) V l - x 2 t o P 4 , (e) cos-!χ t o P 4 , (f) tan- !χ to P 5 , 

-7=L= . toP3, (θ) -—Ĺ= toP3, (c) _ L = toP3. 
V U - x V l - x 2 V I + X2 

What simplifications occur if ƒ (x) is odd or if it is even ? k 
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175. The Theta functions. I t has been seen that a function with the 
period 2 π may be expanded into a trigonometric series ; that if the 
function is odd, the series contains only sines ; and if, furthermore, 
the function is symmetric with respect to x = ļ 7Γ, the odd multiples 
of the angle will alone occur. In this case let 

ƒ(./•) = 2 [(f0 sin x — aχ sin 3 x H (– (― l ) n an sin (2 n + 1) x H ] . 

As 2 sin 7ix = — i (e*30* — _ ^), the series may be written 

f{x) = 2 JP ( – l ) χ sin (2 n + l)a; = - i ¿ ( – l ) " « / ( 2 " + 1 ) " , α_„ = α„_x. 
0 - x 

This exponential form is very convenient for many purposes. Let ίp 
be added to x. The general term of the series is then 

a g(2n-l)(x + ip)¿ _ a e-(2n-l)pe-2xie(2n + l)xi^ 

Hence if the coefficients of the series satisfy an_Λe~'ln(> = an, the new 
general term is identical with the succeeding term in the given series 
multiplied by — epe~2xi. Hence 

f(x + ip) = -epe-^f(x) if _ = ^. 

The recurrent relation between the coefficients will determine them 
in terms of aQ. For let q = e~p. Then 

α* = an-ι<fn = an-2<I2n<22n¯2 = • • • = a0q
2nq2n~2 • • • q2 = %qn* + n, 

% = a_x = a_2q~2 = a_sq~2q-* = • • • = a_n_ a<7-n 2 -n . 

The new relation on the coefficients is thus compatible with the original 

relation a_n = an_v If aQ = qτ, the series thus becomes 

f(x) = 2qì sinx -2 q% ún3x -i h ( - l ) n 2 < / i ( 2 n + 1)2sin(27i + l ) ic4- - - - , 

f(x + 2 7Γ)=f(x), f(x + iΓ) -f{x), f(x + ip) = -q-*e-*«f(x). 

The function thus defined formally has important properties. 
In the first place it is important to discuss the convergence of the 

series. Apply the test ratio to the exponential form. 

un + ι/un = <f ne2 “ , u- n - ι/u- n = <f *#¯2 xi • 

For any x this ratio will approach the limit 0 if q is numerically less 
than 1. Hence the series converges for all values of x provided \q\ < 1. 
Moreover if \x\ < ±G, the absolute value of the ratio is less than \q\2neG, 
which approaches 0 as n becomes infinite. The terms of the series 
therefore ultimately become less than those of any assigned geometric 
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series. This establishes the uniform convergence and consequently the 
continuity of f(x) for all real or complex values of x. As the* series for 
f' (x) may be treated similarly, the function has a continuous derivative 
and is everywhere analytic. 

By a change of variable and notation let 

H(u)=f(jŷ)> 9 = *¯'1*, (19) 

H(u) = 2 7i sin ^ - 2 y? sin ¾ + 2 yV s i n ¾ ? - • • •. (20) 
ZA ZA ZA 

The function H(u), called eta of u, has therefore the properties 
— — t 

II (u + 2K)=- H(u), H(u + 2 ¿'A"') = - q~λe ĸ H(u), (21) 

H(u + 2m^Γ + 2 mi£') = ( – I)-» + ¾ - ¾ “ ^ ^ “ V ( M ) , m, n integers. 

The quantities 2 and 2 ¿7£' are called the periods of the function. They 
are not true periods in the sense that 2 is a period of ƒ (x) ; for when 
2 is added to ¾¿, the function does not return to its original value, but 
is changed in sign ; and when 2 ίK' is added to u, the function takes 
the multiplier written above. 

Three new functions will be formed by adding to the quantity  
or %K or 4- iK', that is, the half periods, and making slight changes 
suggested by the results. First let Hļ(u) = H(u + K). By substitution 
in the series (20), 

ffl(M)=2,ieos¾ + 2 f / C o s ¾ - ř + 2 ? ¾ 5 e o s | ^ + . . . . (22) 

By using the properties of H, corresponding properties of H, 

iπ 

Hχ(u + 2K)=-Ħ1(u), H¿u + 2 iKĩ)=+q-1e¯*uH1(u)ì (23) 

are found. Second let IK' be added to in H(u). Then 

l(2n + l)2 (2n + l Æ ( t ι + iÄO n' + n + l -π(n+i)Ķ (2n + l Æ « 

is the general term in the exponential development of H(u + iK') 
apart from the coefficient ± Ĺ Hence 

B(i, + ÍK') = ΐ ¾ (– l ) “ /“*e“¾"^" 
— oc 

. πί ∞ πi 

= iq e 2 A > (― 1 ) (j t> - A . 
— 00 
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1 7 ∞ 9 π î 

Let ®( ) = - ίf/Ķe^uH(L( 4- ÍK') = (- 1 ) Y V ¾ ? ' • 

The development of Θ(M) and further properties are evidently 

Λ / x -< ^ 2 7 ¿ ^ , 4 7 < .¾ n 6 πu / Λ 4 4 

Θ ( ) = 1 - 2 cos — + 2 , / cos — - 2 ,ƒ cos — + • • •, (24) 

®(u + 2 K) = Θ 0 ) , Θ (M + 2 ĹK') = —q-le~^u Θ ( ). (25) 

Finally instead of adding -ļ- ίK' to ?¿ in H (u), add if in Θ (?¿). 

^ N H ^ 2 7 ¿ , _ , 4 7 ¿ , _ Q 6 7 ¿ , , _ _4 

Θ » = 1 + 2 q cos — + 2 ¢ cos — 4 2 ¢ cos — 4̄  • • •, (26) 

®¿u + 2K) = ® ( ) , ΘJ(M + 2 ¿K') = + T V 4 " ®¿it). (27) 

For a tabulation of properties of the four functions see Ex. 1 below. 

176. As H ( ) vanishes for = 0 and is reproduced except for a 
finite multiplier when 2 mK 4 2 m7Γ is added to the table 

( ) = 0 for u = 2mK + 2 n¿K', 

( ) = 0 for = (2?n + l)K + 2 niK\ 

Θ (u) = 0 for = 2 m + (2 n + 1) ¿iΓ, 
Θ^¿) = 0 for ¾* = (2 m + 1) üΓ 4- (2 w + 1) , 

contains the known vanishing points of the four functions. Now it is 
possible to form infinite products which vanish for these values. From 
such products it may be seen that the functions have no other vanish
ing points. Moreover the products themselves are useful. 

I t will be most convenient to use the function ®λ(u). Now 

%(2mK+K+2niK' + iK') C2w4- ^ ^ 
= — ¢r(Zn+1), — oo < ? < oc . 

iπ iπ 
Hence eĸu 4 q-(2n+v and e~ĸu + £^ (2n+1), n ^ 0, 

are two expressions of which the second vanishes for all the roots of 
Θ1(?¿) for which n ≥ 0, and the first for all roots with n < 0. Hence 

co iπ \ iπu\ 
TT = lī ( l 4- q2n+1eĸu) ( l 4 q2n+1e¯¯ĸ) 

is an infinite product which vanishes for all the roots of ® ( ) . The 
product is readily seen to converge absolutely and uniformly. In par
ticular it does not diverge to 0 and consequently has no other roots . 
than those of Θχ(¾¿) above given. I t remains to show that the product 
is identical with ® ( ) with a proper determination of C. 
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in 

Let θļ(w) be written in exponential form as follows, with z =? eĸ : 

ø(2) = θ¿u) = 1 + g(z + ļ) + g4(2í + | + . . . + g»,(2» + ^ + - ) 

</Φ) = c-*TT(w) = (l + g«)(i + ¢¾)(i + qòz)- • .(l + g2»-1*)-.. 

×H)K)K)-K÷)--
A direct substitution will show that φ (q2z) = q~ λz~ (z) and ψ (q2z) = q-1z~1ψ{z). 
In fact this substitution is equivalent to replacing u b y i ¿ 4 - 2iK' in θ i . Next con
sider the first 2 n terms of ψ (z) written above, and let this finite product be ψ (z)-
Then by substitution 

(¢2 n + qz) ψn (q2z) = (1 + σ2 n + ¾) Vn (2). 
Now ψn (z) is reciprocal in z in such a way that, if multiplied out, 

ψn(z) = a0 + α J z + + α J « 2 + - W • • • + ūn\zn + - \ α* = "2. 

n 

Then (¢a» + qz) ^ α¿(¢2¾< + q-2iz~{) = (1 + ¢2 n + 1z) V α¿(̂ * + ~»), 

and the expansion and equation of coefficients of z* gives the relation 

n? TΓ _ α 2 « - 2 * + 2\ 
ø 2 ¿ - l _ ø 2 n - 2 i + 2\ j ' J l V ¾ ' 

* ļ _ /y2n-f 2í l ° i - l 
4 ļ T ( l _ g 2 n + 2* + 2) 

£ = O 

* T T ( l _ g 2 n + 2* + 2) ç¿«“fp*( l_g2 i i + 2¿ + 2t) 

From an = q*\ α0 = ^ ^ , ¢¾ = — ^ ― 
TT ( i - ? 2 * ) *TT ( i - « 2 * ) 

Jfc = l k=l 
Now if n be allowed to become infinite, each coefficient α¿ approaches the limit 

limai = 21 , = f t (1 - Q2n) = (1 - <?2) (1 - <74) (1 - <Z6)- • ' •  
l 

Qo oo 7 \ — tV \ 

Hence θx(u) = ļT ( l - g2") • TΓ ( l + ?2w + 1 e F Λ 1 + ¢2 n + l e ~ ^ λ 
1 0 

provided the limit of ψn (z) may be found by taking the series of the limits of the 
terms. The justification of this process would be similar to that of § 171. 

T h e p roduc t s for ®, Hv H m a y be ob ta ined from t h a t for Θj by sub
t r a c t i n g K, ίK' -ļ- iK f rom a n d m a k i n g t h e needfu l s l igh t a l tera
t ions to conform w i t h t h e defini t ions. T h e p roduc t s m a y be conve r t ed 
in to t r i gonome t r i c form b y m u l t i p l y i n g . T h e n 

# ( ? / ) = 2 q* s in ^ | TT - 2 q*n cos | ^ + q i n \ (28) 
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H¿«) = 2 φ cos π ( l + 2 ¢* cos | = + ?<»), (29) 

00 / \ 

Θ(w) = C Ï Ï 1 - 2 ? 2 n + 1 cos - ~ + ?4n + 2 ) , (30) 

Θ,(7/) - C ï ï ļ l + 2 ¢r«»+i cos | ^ + q4n + 2 \ (31) 

= π ( i - ¦f«) = ( i - q*) ( i « ř4) ( i _ <f)..., (32) 

tf^O) = 2 qi TT (1 + ?2»)2, Θ (0) = f t (1 - ?2 + 1 ) 2 , 
1 0 

H'(O> = 2 ì •£- fr (i - q*»γ, β,(O) = π (i + ?*»+>)*. 
^ i  

The value of H'(O) is found by dividing H(u) by ?¿ and letting == 0. 
Then 

follows by direct substitution and cancellation or combination. 

177. Other functions may be built from the the ta functions. Let 

VÄ - ®(iř) - ø,(o)' v * “ ? yτ-Έĵõ)' ( } 

1 tf(*¿) | P Ht(u) - / 7 7 ® i M /QK4 

The functions sn , en w, dn are called elliptic functions* of u. As  
is the only odd theta function, sn a is odd but en a and dn are even. 
All three functions have two actual periods in the same sense that s i n r 
and cos x have the period 2 7r. Thus dn has the periods 2 if and 4 '/ι ' 
by (2δ),.(27); and sn has the periods 4 A' and 2 ¿A' by (25), (21). 
That en has 4 if and 2 A -f 2 ¿A' as periods is also easily verified. 
The values of which make the functions vanish are known ; they are 
those which make the numerators vanish. In like manner the values 
of for which the three functions become infinite are the known roots 
of Θ(w). 

If q is known, the values of ^Vk and VĀΓ' may be found from their 
definitions. Conversely the expression for V&', 

* The study of the elliptic functions is continued in Chapter XIX. 
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is readily solved for q by reversion. If powers of q higher than the 
first are neglected, the approximate value of q is found by solution, as 

11 - VA' , 2 /1 - VP\ 5 , 15 /1 - V/k'Y 

is the series for ^, For values of k' near 1 this series converges with 
great rapidity; in fact if k'2 ≥ ļ , &' > 0.7, V P > 0.82, the second term 
of the expansion amounts to less than 1/106 and may be disregarded 
in work involving four or five figures. The first two terms here given 
are sufficient for eleven figures. 

Let ŵ denote any one of the four the ta series H, Hv Θ, Θ1. Then 
∞ ίπ 

) = φ(z) = bnz\ z e-ĸu (38) 

may be taken as the form of development of ŵ2; this is merely the 
Fourier series for a function with period 2 K. But all the theta func
tions take the same multiplier, except for sign, when 2 iK ' is added to u; 
hence the squares of the functions take the same multiplier, and in par
ticular φ(q2z) = q~2z~2φ(z). Apply this relation. 

X bnq2nZn = q~2Z-2 X bnZ% bnq2» + 2 = bn_2. 

It then is seen that a recurrent relation between the coefficients is found 
which will determine all the even coefficients in terms of bQ and all the 
odd in terms of br Hence 

#\u) = b0Φ (z) + bp (s), b0, bv constants, (38') 
is the expansion of any ŵ2 or of any function which may be developed 
as (38) and satisfies φ(q2z) = q~2z~2φ(z). Moreover Φ and Ψ are iden
tical for all such functions, and the only difference is in the values of 
the constants b0, by 

As any three theta functions satisfy (38') with different values of the 
constants, the functions Φ and Ψ may be eliminated and 

a ļ (it) + ßfiļ (u) + γ*¦ 00 = 0, 
where α, ß, are constants. In words, the squares of any three theta 
functions satisfy a linear homogeneous equation with constant coeffi
cients. The constants may be determined by assigning particular values 
to the argument u. For example, take # , H , Θ. Then* 

* For brevity the parenthesis about the arguments of a function will frequently be 
omitted. 
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aH
2 (u) + ßH¡ (u) = y®2 (u), ßH20 = γΘ20, all2 = y®2K, 

®2K H'4u) ®4) Hļ(u) H , 

^Poo+ ī ï iō-4o= ! l 'O Γ B 1 1* + c,1<' = 1- (39) 

By treating H, ®v Θ in a similar manner may be proved 
¿2 s i r 4- dn2 w = 1 and k2 + ¿'2 = 1. (40) 

The function ů (τt) ü(u — a), where a is a constant, satisfies the rela
tion φ(q2z) = q~2z~2C<f>(z) if log = iπa/K. Keasoning like that used 
for treating #2 then shows that between any three such expressions 
there is a linear relation. Hence 

aH(u)H(tc - a) + ßH^u)H¿u - a) = y®(u)®(îi - a), 

= 0, ßHχ (0) tf 1 (a) = γΘ (0) Θ (α), 

w = K, aHχ (0) (fi) = γΘ1 (0) Θ1 (ø), 

ΘO@ļO®ļttg(¾¿)ff(¾ - «•) ^ 0 1 (u) Hλ (u — a) _ ®^ H^a 
Hï0®a®(ιt)®(u — ) H20 ®(u)®(u-a) ~HJ ®a' 

or dn a sn sn (u — a) + en « en (i¿ — α) = en a. (41) 

In this relation replace a by — v. Then there results 

en en (?¿ + v) -f sn i¿ dn v sn (?¿ + r) = en v, 

or en v en (Î¿ -f v) + sn v dn i¿ sn (u + v) = en u, 

en2 ¾¿ — en2 v = sn2 v — sn2   

and sn (u + v) = = - — > (42) 
7 sn v en w dn — sn ¾¿ en v dn v v 7 

by symmetry and by solution. The fraction may be reduced by multiply
ing numerator and denominator by the denominator with the middle 
sign changed, and by noting that 

sn2 v en2 dn2 — sn2 en2 v dn2 v = (sn2 v — sn2 u) (1 — k2 sn2 sn2 v). 

sn en v dn v + sn > en dn ¿¿ 
Then sn (n + >) = -z—^ g > (43) v J 1 — k2 sn2 sn2 * 7 

. x sn en y; dn v — sn v en dn ?¿ 
and sn (u — v) = —2—« « > v y 1 — Λ:2 sn2 w snJ v 

2 sn ; en ι¿ dn w /ΛΛ× 

and sn (u + ?Λ — sn — v) = -¿—¾ T¯ ' ( 4 4 ) 
v y v y 1 — / r sn2 ¾¿ sn2 ? 7 

The last result may be used to differentiate sn u. For 

sn (u H- w) — sn w _ sn ¾- ΔÎ¿ en (?¿ + ļ Δ¾¿) dn(¾¿ h̄ ¾- A?Q 
'ř¿ ~" £ Δ?¿ 1 — /c2 sn2 ļ Δ¾¿ sn2(^ -ļ- ļ ΔVÍ) ' 
r/ _ ,. s n « /ΛK× 

— snu = g en dn ?¿, ^ = lim ( 4o) 
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Here g is called the multiplier. By definition of sn and by (33) 

J 0) Θ(O) 2 l W ( ; 

Tlie periods 2 A', 2 ¿AΓ' have been independent up to this point. I t will, 
however, be a convenience to have g = 1 and thus simplify the formula 
for differentiating sn u. Hence let 

9 = 1, > J ^ = Θ1(0)=.l + 2 î + 2 ř *+. . . . (46) 

Now of the five quantities A', K\ /,-, k', q only one is independent. 
If y is known, then k' and may be computed by (36), (46); is de
termined by k2 + k'2 = 1, and K' by '/ = - log of (19). If, on the 
other hand, k' is given, q may be computed by (37) and then the other 
quantities may be determined as before. 

EXERCISES 
iπ iπ 

1. With the notations \ — q 4e 2K , µ — q~1e ĸ establish: 

7 / ( - i / ) = - ( ), ff(u + 2 A ' ) = - ( ), ( + 2 1 ) = - ( ), 

ƒƒ! (– u) = + ÍIχ ( ), \ ( + 2 K) = - ^ («). ( + 2 = + µfl\ ( ), 
θ ( - ¿ < ) = 4 - θ ( u ) , θ(u + 2A) = + θ ( u ) , . θ (u + 2 i A Γ ' ) = - / x θ ( u ) , 

θi (– «) = + θi ( ), θ ļ ( / + 2 A') = + θx (i*)? θx (u + 2 i ř ' ) = + µθλ ( ), 
/í(i¿ + A) = + J χ (u). (u + ίK') = i\θ(u). II(u + + ¿JΓ) = -ļ- ( ), 

Ifl (u + A' ) = - ( ), J (ÌÍ + ¿A') = + λθļ (M * ( + I í + ') = — ί\θ (u), 
θ ( + A) = + θ ļ (u). θ (½ + •/ ' ') = i\ (u), θ(u+ + iK') = + \Hχ (u), 

θx( + l i ) = 4- θ(w), θ 1 (u 4- /A") = 4- ×Hλ(u), β1(u + K + iK') = 4- i\H(u). 

2. Show that if u is real and ≤ ļ, the first two trigonometric terms in the 
series for , 1? θ, θv give four-place accuracy. Show that with q ≤ 0.1 these 
terms give about six-place accuracy. 

3 . Use = sin ď -j- </2 sin 2 a 4- ?3 sin 3 a 4- • • • to prove 
1 — 2 q cos it 4- 7-

. 7ru n . 2πu „ . 3πu \ 
a sin —- o¿ sin q6 sm \ (l i Λ θ'(u) 2 7r ( ¾ JΓ if ¾ JΓ 

— IO£?Θ(M) = — - ^ = — ļ \- 4- + • • • / . du W θ(u) I Γ \ l - ç 2 l - ¢ 4 1 - ç β τ  

4. Prove the double periodicity of and show that : 
. , _. en . . ^/ 1 t _ / dn  

sn (u 4- A ) = , sn (u 4- iK') — , sn (u 4- + ') = , 
dn u ¾snu ¾CΠM 

, τr\ —k,'sτìu . . _ / 4 — dn u . , τ_ , . _ „ — ïk' 
en( 4 í ) = , c n ( i í 4 iK) = y cn(i¿ 4- AT 4- ') = , 

d n u ksiïu ken  

άn(u + A') = — , dn(u 4- iK') = - ¿ — , dn(w + A- 4- Æ7) = i f c 7 ^ ^ . 
dn sn  
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5. Tabulate the values of sn u, en u, dn at 0, K, iK', + Œ\ 

6. Compute ̂ kf and k2 for q = J and <? = 0.1. Hence show that two trigonometric 
terms in the theta series give four-place accuracy if k' ≥ ļ. 

„ _ . en it en υ — sn sn υ dn dn v 
7. Prove en (u + ø) = » 

1 — k2 sn2 w sn2   

. . dn î ídn î j -¾ 2 snws ι n j cnwc ιn j 
and dn (u ļ̄̄  v) = 

1 — k2 sn2 sn2 v 
8. Prove — enw.=— snudni¿, — d n w = - Æ 2 s n u c n u , g = l* 

du du 

9. Prove sn~*u = f — _ _ _ _ _ _ _ _ _ _ from (45) with g = l. 
J o V ( l - u2) (1 - k2u2) 

10. If g = 1, compute fc, fc', ĪΓ, K', for g = 0.1 and g = 0.01. 

11 . If g = 1, compute ŵ', g, , _£', for /c2 = J, f, J. 

12. In Exs. 10,11 write the trigonometric expressions which give sn w, en i¿, dn  
with four-place accuracy. 

13. Find sn 2u, en 2 u, dn 2 w, and hence sn ļ- u, en | u, dn J w, and show 

_ ļ _ = ( l + fc')~i, en ļ ĪΓ = V F ( 1 + fc') ~ _, dn ļ _ = V F . 

14. Prove — A; ƒ sn w dn = log (dn + kenu) ; also 

θ 2 ( 0 ) i _ > + a)H(u-a)= θ2(a)H2(u)- H2(a)θ2(u), 

θ 2 (0)θ(u + α)θ(i¿ - a) = θ2(u)θ2(α) - H*(u)H*(a). 


