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Geometries and symmetries of soliton equations and 
integrable elliptic equations 

Chuu-Lian Terng 

§1. Introduction 

In the classical literature, a differential equation is called "inte­
grable" if it can be solved by quadratures. A Hamiltonian system in 
2n-dimensions is completely integrable if it has n independent commut­
ing Hamiltonians. By the Arnold-Liouville Theorem, such systems have 
action-angle variables that linearize the flow, and these can be found by 
quadrature. This concept of integrability can be extended to PDEs, and 
one class consists of evolution equations on function spaces that have 
Hamiltonian structures and are completely integrable Hamiltonian sys­
tems in the sense of Liouville, i.e., there exist action angle variables. We 
call this class of equations soliton equations. The model examples are the 
Korteweg-de Vries equation, the non-linear Schri:idinger equation (NLS 
equation), and the Sine-Gordon equation (SGE equation). For example, 
the action-angle variables are constructed for the KdV equation in [33], 
for the NLS equation in [34], and for flows in the SL(n)-hierarchy in [5]. 
Besides the Hamiltonian formulation and complete integrability, these 
soliton equations have many other remarkable properties including: 

(1) infinite families of explicit solutions, 

(2) a hierarchy of commuting flows described by partial differential equa­
tions, 
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(3) a Lax pair, 

( 4) an algebraic-geometric description of certain solutions, 

(5) a scattering theory, 

(6) an inverse scattering transform to solve the Cauchy problem, 

(7) a construction of solutions using loop group factorizations (dressing 
actions). 

We will give a brief review of properties (1), (2), (3), and (7), and 
refer the reader to [32, 46, 47, 53, 73, 74] for (4), and to [3, 4] for (5) 
and (6). 

The existence of a Lax pair is one of the key properties of soliton 
equations. This was first constructed for the case of the KdV equation 
by Lax [49], who observed that the KdV equation can be written as the 
condition for an isospectral deformation of the Schrodinger operator on 
the line. Later, this was shown to be equivalent to the zero curvature 
condition of a family of connections ([2, 76]). Roughly speaking, a PDE 
for q : JR.n ---+ JRm is said to have a zero curvature formulation if there is 
a family of connections(}>-. on JR.n, (defined by q and its derivatives, and 
a holomorphic parameter .,\ defined in some open subset of C) so that 
the condition for (}>-. to be flat for all .A is that q solve the given PDE. 
The connection (}>-. = l::~=l AidXi is flat if d(J>-. = -{}>-. 1\ 8>-. for all .A, or 
equivalently the n operators { 8~, +A I 1 ::; i ::; n} commute, i.e., 

We call (}>-. a Lax pair if n = 2, and a Lax n-tuple for general n. A Lax 
n-tuple naturally gives rise to a loop group factorization, which in turn 
provides a method for constructing explicit solutions and symmetries of 
the equations. 

Another class of integrable PDEs are non-linear elliptic equations. 
Although these equations do not have Hamiltonian formulations, they 
do have zero curvature formulations that give rise to loop group fac­
torizations, and hence the techniques developed for soliton equations 
can also be used to construct solutions and symmetries of these elliptic 
equations. In particular, we can find solutions of the equation by factor­
izations. One class of model examples are the equations for harmonic 
maps from C to a compact Lie group. 

Some goals of this paper are to give a brief survey of the following: 
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-A systematic construction of integrable hierarchies associated to 
a complex semi-simple Lie algebra and finite order automorphisms. 

-Some geometric integrable PDEs arising in differential geometry. 

-Construction of solutions. using loop group factorizations. 

Another goal of this paper is to put some known results of evolution 
soliton equations and integrable elliptic systems together so that we can 
compare and see similarities and differences in these two theories. 

The literature of integrable systems and their applications to dif­
ferential geom~try is huge. In this article, the author only covers a 
part of these research areas and the references are correspondingly re­
stricted. We refer readers to the following survey books and articles 
[1, 25, 32, 34, 38, 46, 53, 54, 59, 58, 63], and articles in this volume for 
more complete references. 

G-hierarchy 

The ZS-AKNS construction of the n x n-hierarchy of soliton flows 
works equally well when we replace sl(n, C) by any complex, simple Lie 
algebra Q. In fact, let a E Q, 9a = {y E g I [a, y] = 0} the centralizer 
of a, and Q;f- = {~ E g I (~, y) = 0 for all y E 9a}· Here ( , ) is a 
non-degenerate ad-invariant bilinear form of Q. It can be shown that 
there exists a sequence of polynomial differential operators on the space 
C(~, Q;f-) of smooth functions from~ to Q;f-, 

These Qb,j ( u) are determined uniquely from the following recursive for­
mula 

(Qb,j(u))x + [u, Qb,j(u)] = [Qb,j+l(u), a], 

Qb,O = b, Qa,l(u) = u. 

The (b,j)-flow is Ut = (Qb,j(u))x + [u, Qb,j(u)], which commutes with 
the (b',j')-flow. The hierarchy of these commuting flows is called the 
gAKNS-hierarchy in [75], and the G-hierarchy in [69]. 

It follows from the recursive formula that u is a solution of the 
(b,j)-th flow if and only if 

(h._= (a.A + u)dx + (b.Aj + Qb, 1(u).xj-l + · · · + Qb,j(u))dt 

is flat for all .A E C. In other words, fh, is a Lax pair of the (b, j)-flow. 
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There are several ways to construct subhierarchies from the G­
hierarchy by finding suitable invariant submanifolds (sometimes called 
restrictions). For example, there are many works concerning the KdV 
type equations ( cf. [26, 30, 31, 62, 70]). In this paper, we explain several 
restrictions of the G-hierarchy using finite order automorphisms of g ( cf. 
[41, 48, 63, 70]). 

u-twisted G-hierarchy 

If u is an order k automorphism of the complex Lie group G, then the 
(b, nk+ 1)-flow in the G-hierarchy leaves C(JR., g;j: n 90 ) invariant, where 
90 is the fixed point set of due on g. The hierarchy of the restriction 
of these flows to C(IR, g;j: n 90 ) is called the u-twisted G-hierarchy. The 
Kupershmidt-Wilson hierarchy is an example with g = sl(n, C) and 
k = n ([48]). 

U-hierarchy 

Suppose T is a conjugate linear Lie algebra involution of Q, and U 
is the fixed point set ofT, i.e., U is a real form of Q. Then the (b,j)-flow 
leaves C(IR, Q;j: n U) invariant. The hierarchy restricted to C(IR, g;j: n U) 
is called the U-hierarchy. For example, the NLS equation occurs as the 
second flow in the SU(2)-hierarchy, and the 3-wave equation as the first 
flow in the SU(3)-hierarchy. 

U /U0-hierarchy 

Suppose T is a conjugate-linear involution, and u is an order k com­
plex linear, Lie algebra automorphism of g such that O"T = T- 1u-1 . 

Then the (b, nk + 1)-flow leaves C(IR, Q;j: nU0 ) invariant, where U0 is the 
Lie subalgebra of g that is fixed by both u and T. The hierarchy re­
stricted to C(IR, 9;1: nU0 ) is called the U/U0-hierarchy. For example, the 
3rd flow in the SU(2)/S0(2)-hierarchy is the modified KdV equation 
with k = 2. 

U /U0-system 

Let U /U0 be the rank n symmetric space given by involutions T, u 
of G, U = Uo + U1 the Cartan decomposition, and A a maximal abelian 
subspace of U1. Let { a1, · · · , an} be a basis of A. By putting the 
(a1, 1), · · · , (an, 1)-flows in the U /U0-hierarchy together, we get the U /Uo 
-system for maps v : rrtn ---> u:Ji nul: 
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where UA = {y E U I [y,~] = 0 1::/ ~ E A}. Note that vis a solution of 
the U /U0-system if and only if 

n 

eA = L (ai,\ + [ai, v]) dxi 
j=l 

is flat for all ,\ E C, i.e., 8>. is a Lax n-tuple of the U /Uo-system. 

The -1-ftow associated to U 

There is also a sequence of negative flows associated to G ( cf. [26, 
31, 69]). We review the first one in this sequence (the -1-flow) below. 

Let a, bE U such that [a, b] = 0. The -1-flow associated to U is the 
following system for g : !R2 ____, U: 

with constraint g- 1gx E U;}:. The -1-flow has a Lax pair 

Elliptic ( G, T )-systems 

The m-th elliptic (G,T)-system is the equation for (uo,··· ,um) 
C ____, EBZ'o0Q so that 

m 

eA = LA-jUjdz+AjT(uj)dz 
j=O 

is flat for all ,\ E 5 1 . The first ( G' T )-system is the equation for harmonic 
maps from IR2 to U, where U is the fixed point set ofT. 

Elliptic ( G, T, a )-systems 

Suppose a is an order k automorphism of G such that aT = Ta. Let 
~ 

Qj denote the eigenspace of a* on Q with eigenvalue e k • We call the 
m-th elliptic (G, T)-system with constraints Ui E 9-i the m-th elliptic 
( G, T, a )-system. Solutions of the first ( G, T, a )-system is the equation 
for primitive maps studied by Burstall and Pedit [15]. 

Dressing actions 

To explain the symmetries and the construction of solutions of in­
tegrable systems, we need the dressing action of Zakharov and Shabat 
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[76]. Suppose G+, G_ are subgroups of G and the multiplication map 
from G + x G _ to G is a bijection. Then every g E G can be factored 
uniquely as g = g+g- with g+ E G+ and g_ E G_. Moreover, the space 
of right cosets GIG_ can be identified with G +, so the canonical action 
of G _ on GIG_ by left multiplication, g_ · (gG _) = g_gG _, induces an 
action * of G_ on G+. The action * is called the dressing action. The 
dressing action can be computed by factorization. In fact, g_ * g+ = []+, 
where g_g+ = [i+?i- with fi+ E G + and fi- E G _. If the multiplication 
map from G + x G _ to G is injective but only onto an open, dense subset 
of G, then the dressing action * is a local action, but the corresponding 
Lie algebra action is well-defined. 

I wasawa and Gauss factorizations 

There are two well-known factorizations associated to a complex 
simple Lie group G. The Iwasawa factorization is G = KAN, where 
K is a maximal compact subgroup of G, A is abelian, and N is unipo­
tent. \Ve also refer toG= K Bas the lwasawa factorization of G, where 
B = AN is a Borel subgroup. Let A be a Cartan subalgebra of Q, 
N+, N_ the spaces spanned by all positive and negative roots respec­
tively, and A, N+, N_ the corresponding Lie subgroups of G. Then the 
multiplication map from N _ x A x N _ to G is injective and onto an 
open dense subset of G. The set N_AN+ is called a big cell of G. The 
so-called Gauss factorization associated to G refers to the fact that any 
gin the big cell can be factorized uniquely as n_an+ with n± E N± and 
a E A. For example, for G = SL(n, C), let K = SU(n), Bn the sub­
group of upper triangular matrices with real diagonal, An the subgroup 
of diagonal matrices, and N+(n), N _ (n) the subgroups of strictly upper 
and lower triangular matrices. The lwasawa factorization of SL(n, C) is 
K Bn, which can be done using the Gram-Schmidt process. The Gauss 
factorization for the big cell is N_(n)AnN+(n), which can be carried 
out using the Gaussian elimination. 

Loop group factorizations 

We review three types of loop group factorizations that are needed 
for the study of symmetries of soliton equations and elliptic integrable 
systems. Let L( G) denote the group of smooth maps f : 8 1 -> G, L+ (G) 
the subgroup of f E L( G) that are the boundary values of holomorphic 
maps defined on I.AI < 1, and L_(G) the subgroup off E L(G) that can 
be extended holomorphically to I.AI > 1 in 8 2 and f(oo) =e. Let U be a 
maximal compact subgroup of G, and Le(U) the subgroup off E L(G) 
such that the image off lies in U and f(l) = e (the identity of G). 
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-The Gauss loop group factorization (or the Birkhoff factorization) 
states that there is an open dense subset L' of L( G) such that any g E L' 
can be factored uniquely as g+g- with g± E L±(G). 

-The Iwasawa loop group factorization, proved in [57], states that 
the multiplication map from Le(U) x L+(G) to L(G) is a bijection. 

-Let E > 0, 0, = {A E <C I IAI < c}, and 0.1 = {A E S2 = 
<C U {oo} I IAI > 1/E}. Let <C* = {A E <C I A # 0}~ and W(G) the 
group of holomorphic maps f : ( 0, U 0 1;E) n <C* --+ G that satisfy 
the (G, T)-reality condition T(j(l/5-)) = f(A), O:'f.(G) the subgroup of 
f E nT (G) that extend holomorphically to <C*' and n~ (G) the subgroup 
off E flT(G) that extend holomorphically to OE U 0 1;, and f(oo) =e. 
Mcintosh proved ([51]) that the multiplication map from 0~ (G) x O:'f. (G) 
to W (G) is a bijection. 

These loop group factorizations play central roles in the study of inte­
grable PDEs. 

Solutions of soliton flows via loop group factorizations 

Let 01;, = {A E <C II AI > 1/ E }, and AT (G) the group of holomorphic 
maps f: 0 1;, --+ G that satisfies the U-reality condition 

T(/(5-)) = f(A), 

where Tis the involution on g that defines the real form U. Note that 
f ( r) E U for real r. Let A :'f. (G) denote the subgroup of f E AT (G) that 
extend holomorphically to <C, and A~ (G) the subgroup of f E AT (G) 
that extend holomorphically to 1/ E < I A I :::; oo and f ( oo) = e. The 
Gauss loop group factorization implies that the multiplication map from 
A :'f. (G) x A~ (G) to AT (G) is injective and its image is open and dense. 

The Lax pair 8>-. of a soliton flow in the U-hierarchy is a fiat Q­
valued connection 1-form that satisfies the U-reality condition T(8>,.) = 

8>,. So 8>-. (x, t) can be viewed as a map from (x, t) E IP1.2 to the Lie 
algebra Af.(Q) of A:f.(G), or equivalently a Af.(9)-valued connection 1-
form on IP1.2 . Therefore the trivialization E>.(x, t) of 8>-.(x, t) can be viewed 
as a map from IP1.2 to A:f.(G). Given g_ E A~(G), let E(x, t) denote 
the dressing action of g_ on E(x, t), i.e., E(x, t) is obtained using the 
Gauss loop group factorization to factor g_E(x, t) = E(x, t)g(x, t) with 
E(x, t) E Af.(G) and g(x, t) E A~(G) for each (x, t). It can be shown 
that E(x, t) is again a trivialization of some solution of the soliton flow. 
This defines an action of A~ (G) on the space of solutions, which we 
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denote by *· Moreover, 0 is a solution. If 9- E A::.(G) is rational, 
then 9- * 0 can be computed explicitly and is a rational function of 
exponentials. These are the pure soliton solutions. For general 9- E 

A::_(G), 9- * 0 is a local analytic solution of the soliton flow. Algebraic 
geometric solutions are included in the orbit A::. (G) * 0. To construct 
general rapidly decaying solutions for the flows in the U -hierarchy, w~ 
need a new type of loop group factorization. Namely, factor !9 as gf, 
where j, j E L+(G) so that fb, jb are the identity e E Gat A= -1 up to 
infinite order and 9, g are loops in U that have an essential singularity 
at A= -1. Here fb(A) and jb(A) denote the B-component of j(A) and 
i(A) in the lwasawa factorization G = U B for each A. For more details 
see section 5.3 and (69]. 

Solutions of elliptic systems via loop group factorizations 

The Lax pair (h._ of the m-th (G, r)-system satisfies the (G, r)-reality 
condition 

r(9(1j:X)) = 9(A). 

· The trivialization E of (h._ is a map from C to n:;. (G). It follows from 
the Mcintosh loop group factorization that the dressing action of n::_ (G) 
induces an action on the space of solutions of the (G, r)-systems. Since 
there are constant solutions for the ( G, T )-system, the n::. (G)-orbits 
through these constant solutions give rise to a class of solutions. But 
these are not all the solutions. The (G, r)-reality condition implies that 
the restriction of the trivialization E of a solution to the unit circle 
I A I = 1 lies in U, i.e., E can be viewed as a map from C to L(U). 
Dorfmeister, Pedit and Wu ((27]) use meromorphic maps and the lwa­
sawa loop group factorization L(G) = Le(U)L+(G) to give a method 
of constructing all local solutions of the (G, r)-systems. This is the so­
called the Weierstrass representation or the DPW method. 

Although methods of constructing solutions for both the U-hierarchy 
and the elliptic (G, r)-systems are similar in spirit, initial data and tech­
niques used are somewhat different. Moreover, while there is a canonical 
choice of initial data used in the factorization method to solve soliton 
flows, there is no clear canonical choice of meromorphic data for the 
( G, T )-hierarchy. Since the ( G, T )-hierarchy contains the equation for 
harmonic maps from a domain of IR.2 to U, the main interest has been 
to understand the relation between the initial meromorphic data of the 
factorization method and the global geometry; for example, to find prop­
erties of meromorphic data which corresponds to a harmonic map from 
a complete surface M to U. This has been done when M is 8 2 and more 
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generally for harmonic maps of finite uniton numbers ([72, 14, 39]), and 
also when M is T 2 ([45, 56, 13]). For a detailed survey of results con­
cerning harmonic maps, loop groups, and integrable systems, we refer 
the reader to [38]. 

When we study a geometric problem concerning maps f from a 
manifold M to a homogeneous space U /U0 , it is often useful to find 
a good lifting j : M -+ U and write down the geometric condition 
imposed on the map f in terms of the flat U-valued 1-form j- 1dj. If 
there is a natural holomorphic deformation F>. : M -+ G of such maps 
so that F0 = j and the flatness of F>: 1dF>. for all .X is equivalent to the 
flatness of j- 1dj in some natural coordinate system on M, then the 
corresponding geometric PDE is often an integrable system with a zero 
curvature formulation. 

Integrable systems in differential geometry 

One of the main interests in classical differential geometry is to find 
natural geometric conditions for surfaces in JR3 so that there are many 
explicit solutions and deformations. It is now known that the Gauss­
Codazzi equations for surfaces with constant mean curvature, constant 
Gaussian curvature, and isothermic surfaces in JR3 studied by classical 
differential geometers are integrable systems and Backlund and Rib­
aucour transformations can be constructed naturally using loop group 
factorizations (cf. [6, 10, 12, 17, 18, 37, 44, 56, 58, 67, 70, 71]). 

In this paper, we give a brief review of the following subset of the 
known integrable geometric problems: 

(i) The Gauss-Codazzi equations of n-submanifolds with constant sec­
tional curvature in JRm, srn and hyperbolic space lHim are the U jU0-

system associated to certain real Grassmannian manifolds U /U0 ( cf. 
[10, 19, 36, 66, 68]). 

(ii) The Gauss-Codazzi equations of flat Lagrangian submanifolds of 
c_pn is the SU(n + 1)/ SO(n + 1)-system. 

(iii) Indefinite affine spheres in JR3 are given by solutions of the -1-flow 
in the SL(3, JR) jJR+ -hierarchy ([7]). 

(iv) Solutions of the -1-flow in the U /U0-hierarchy give rise to harmonic 
maps from the Lorentz space JR1•1 to U jU0 . (These are called sigma­
models by physicists.) 
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(v) The first elliptic (G,T)-system is the equation for harmonic maps 
from JR2 to U ([72]). The first elliptic ( G, T, O" )-system is the equation 
for harmonic maps from JR2 to the symmetric space U /Uo if the order of 
O" is two ([13]), where U0 is the fixed point set of O" in U. 

(vi) The equation for minimal surfaces in CP2 is the first (S£(3, C), T, O")­

system, where T, O" gives the 3-symmetric space SU(3)/T2 ([11, 9]). 

(vii) Equations for minimal Lagrangian surfaces in CP2 , minimal Legen­
drian surfaces in S 5 , and minimal Lagrangian cones in JR6 = C3 are given 
by the first (S£(3, C), T, O")-system, where T, O" give the 6-symmetric 
space SU(3)/ S0(2) ([52]). 

(viii) The equation for Hamiltonian stationary surfaces in CP2 is the 
second elliptic system associated to the 4-symmetric space SU(3)/ SU(2) 
([43]). 

Note that there may be several geometric problems associated to 
one integrable system. For example: 

-The SGE equation is the equation for surfaces in JR3 with Gaussian 
curvature K = -1, and is also the equation for harmonic maps from JR1 •1 

to S 2 . The reason here is that if M is a surface in JR3 with K = -1, 
then the second fundamental form II of M is conformally equivalent to 
the flat Lorentzian metric and the Gauss map v : M --+ S 2 is harmonic 
when M is equipped with metric II. 

-The U(n)/O(n)-system is the equation for flat Lagrangian sub­
manifolds in JR2n that lie in S 2n- 1 , the equation for flat Lagrangian 
submanifolds in cpn- 1 , and also the equation for flat Egoroff metrics. 
These three geometries are related as follows: the preimage of a flat 
Lagrangian submanifold in cpn- 1 via the Hopf fibration 1r : S 2n- 1 --+ 

cpn- 1 is a flat Lagrangian submanifold in JR2n that lies in S 2n- 1 , and 
the induced metrics on these flat Lagrangian submanifolds are flat Ego­
roff metrics. 

We now know that there is a very large collection of integrable geo­
metric PDEs. In this paper, we only discuss a small subset of these 
examples. For a more extensive review of integrable systems in differen­
tial geometry, we refer the readers to the books [37, 58, 67], articles in 
this volume, and references therein. 

Most of the integrable geometric PDEs mentioned in this paper are 
either the U /U0-system, the -1-flow, or the (G, T, O")-systems. We would 
like to end this introduction by proposing a program: Find geometric 
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problems whose equations are given by the U jU0-system, the -1-flow, 
or the m-th (G,T,a)-system. Most examples given in this paper have 
U = O(m) or SU(m). We believe the success of this program for general 
compact Lie groups U should provide new natural classes of subman­
ifolds in symmetric spaces and in homogeneous Riemannian manifolds 
with exceptional holonomy. This program also makes sense for any semi­
simple, non-compact, Lie group U. We believe that interesting classes 
of submanifolds in pseudo-Riemannian symmetric spaces, in SL(n, JR:.)­
geometry (affine geometry), and in U-geometry will arise naturally from 
this program. 

The author would like to thank Martin Guest for many helpful com­
ments and suggestions. 

§2. Soliton equations 

We review the method of constructing a hierarchy of n x n soliton 
flows developed by Zakharov-Shabat [76] and Ablowitz-Kaup-Newell­
Segur [2]. Their method works equally well if we replace the algebra 
of n x n matrices by a general semi-simple, complex Lie algebra g ( cf. 
[41, 60, 69, 75]). We also review the construction of new hierarchies of 
flows by restricting the G-hierarchy to submanifolds naturally associated 
to finite order automorphisms of Q. Many interesting equations in differ­
ential geometry and mathematical physics are flows in these restricted 
hierarchies. 

2.1. The G-hierarchy 

Let (, ) be a non-degenerate, ad-invariant bilinear form on Q, a E Q 
regular, i.e., the centralizer 9a of a in g is abelian, and Q;l: = {.; E 

Q I (.;, Yal = 0}. Let S(JR:., Q;l:) denote the space of rapidly decaying 
maps from JR; to Q;l:. 

There is a unique family of Q-valued maps Qb,1(u) parametrized by 
{b E g I Yb = 9a} and positive integer j that satisfies the following 
conditions: 

(2.1.1) (Qb,j(u))x + [u, Qb,j(u)] = [Qb,J+l(u), a], Qb,o(u) = b, 

00 

(2.1.2) LQb,1(u)>.-j is conjugate to bas an asymptotic expansion. 
j=O 



412 C.-1. Terng 

These conditions imply that Qb,j(u) is a polynomial in u, OxU, ... 'a~-lu 
(cf. [60, 69]). The G-hierarchy is a family of evolution equations on 
S(ffi., Qt) parametrized by (b, j), where b E 9a such that Qb = 9a and j 
is a positive integer. The (b, j)-ftow is 

(2.1.3) 

Recall that a Q-valued connection 1-form e = L~=l A;(x)dx; is fiat if 

de = -e 1\ e, 

i.e., 
-(A;)x1 + (AJ )xi +[A;, AJ] = 0, 1 ::::; i < j ::::; n. 

The flatness of e is equivalent to the solvability of the following linear 
system: 

(2.1.4) 

Note that (2.1.4) can also be written as E- 1dE =e. 

Definition 2.1.1. Let e be a fiat Q-valued connection 1-form on 
ffi.n. A map E : ffi.n --+ G is called a trivialization of e if E- 1dE = e. 
A trivialization E of e is called a frame of e if E satisfies the initial 
condition E(O) = e, where e is the identity element of G. 

The recursive formula (2.1.1) implies that u is a solution of the 
(b, j)-ftow (2.1.3) if and only if 

. . 1 
(2.1.5) e;. =(a>.+ u) dx + (b>.1 + Qb,l(u)>.1 - + · · · + Qb,J(u)) dt 

is a fiat Q-valued connection 1-form on the (x, t) plane for all >. E C. In 
other words, the (b, j)-ftow has a Lax pair. 

The Cauchy problem with rapidly decaying initial data for the (b, j)­
ftow (2.1.3) in the G-hierarchy is solved by the inverse scattering method 
( cf. [3]). 

Theorem 2.1.2. {[3]). Suppose a E Q such that 9a is a maximal 
abelian subalgebra A of Q. Then there is an open dense subset S 0 of 
S(ffi., Aj_) such that if u 0 E S 0 , then the Cauchy problem for the (b, j)­
fiow in the G-hierarchy, 

{
Ut = (Qb,j(u))x + [u, Qb,J(u)], 

u(x, 0) = uo(x), 

has a unique solution u. Moreover, u(x, t) is defined for all (x, t) E ffi.2 

andu(·,t) ES(ffi.,Aj_). 
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The following is well-known, and the proof can be found in many 
places (cf. [1, 69]). 

Theorem 2.1.3. Let Xb,j denote the vector field on S(JR, A.l) de­
fined by 

(2.1.6) 

Then [Xb,j,Xb';J'] = 0 for all b,b' E A and positive integers j,j'. In 
other words, the (b, j)-flow commutes with the (b', j')-flow. 

Example 2.1.4. The SL(2,<C)-hierarchy (cf. [1, 54]). 

Let G = S£(2, <C), a= diag(i, -i). Then ga =A= Ca, and 

Let u = (~ 6). Use (2.1.1) and (2.1.2) and a direct computation to 

get the first three terms of Qa,j(u): 

Qa,l(u) = u, Qa,2(u) = ( -t -~), 

( 
qr.,-q.,r _!l=_+i:..!:_) 

Qa,3(u) = r 4 ~ -~r.,-q) · 
-""? + 2 4 

Then the (a, j)-flow, j = 1, 2, 3, in the S£(2, <C)-hierarchy is the following 
evolution for q and r: 

Qt = Qx, r t = r x, 

i 2 i 2 
Qt = 2(Qxx- 2q r), rt = -2(rxx- 2qr ), 

Qxxx 3 rxxx 3 
Qt = --4- + 2qrqx, rt = --4- + 2qrrx. 

2.2. The U-hierarchy 

Let r be an involution of G such that its differential at the identity 
e (still denoted by r) is a conjugate linear involution on the complex 
Lie algebra g, and U the fixed point set of r. The Lie algebra U of U 
is a real form of g. Let Ua denote the centralizer of a in U, and Uf 
the orthogonal complement of Ua in U. Note that Uf = gf n U. It is 



414 C.-L. Terng 

known that the (b, j)-flow in the G-hierarchy leaves S(JR, U;}: )-invariant 
(for more details see [70]). The restriction of the flow (2.1.3) to S(JR,U;}:) 
is the (b, j)-flow in the U -hierarchy. The Lax pair 8;.. defined by (2.1.5) 
is a Q-valued 1-form, and 8;.. satisfies the U -reality condition: 

(2.2.1) 

Note that ~ = Lj ~1 >-.J satisfies the U-reality condition if and only if 
~J E U for all j. 

Example 2.2.1. The SU(2)-hierarchy. 

LetT be the involution of sl(2, q defined by T(~) = -[t. Then the 
fixed point set ofT is the real form U = su(2). Let a= diag(i, -i) E U. 
Then Ua = A = lRa, and 

So C(JR, AJ. n U) can be identified as C(JR, q, and the SU(2)-hierarchy 
is the restriction of the SL(2, C)-hierarchy to the subspace r = -q. The 
first three flows in the SU(2)-hierarchy are 

qt = qx, 

i 2 
qt = 2(qxx + 2lql q), 

1 2 
qt = -4(qxxx + 6lql q). 

Note that the (a, 2)-flow in the SU(2)-hierarchy is the NLS equation. 

2.3. The cr-twisted G-hierarchy 

Let cr be an order k group automorphism of G such that its differen­
tial at the identity e (still denoted by cr) is a complex linear Lie algebra 
homomorphism of g. Let 

where g1 is the eigenspace of cr with eigenvalue e¥. Note that gi = g1 
if i = j mod k, and 

[Qj, 9r] C gj+r· 

Let A be a maximal abelian subspace in 91 , and a E A regular in Q1 , 

i.e., 
{x E gl I [x, a]= 0} =A. 
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It is known ( cf. [70]) that if the image of u lies in 90 n Q;t, then 

(2.3.1) 

Since a E 91, the right hand side of the (b, mk + 1 )-flow satisfies 

(Qb,mk+l(u))x + [u,Qb,mk+1(u)] = [Qb,mk+z,a] E 9-mk = 9o. 

In other words, the (b, mk + 1)-flow leaves S(IR, Q;t n 90 ) invariant. The 
rY-twisted G-hierarchy is the restriction of the (b, mk + 1)-flow in the 
G-hierarchy to S(IR, g;t n Q0 ) for m = 1, 2, · · ·. 

It follows from (2.3.1) that the Lax pair of the (b, mj + 1)-flow in 
the rY-twisted G-hierarchy satisfies the (G, rY)-reality condition: 

(2.3.2) 

Note that ~ = 2:1 ~j )..} satisfies the ( G, rY )-reality condition if and only 
if ~j E g1 for all j. 

Example 2.3.1. Kupershmidt- Wilson hierarchy ([48]). 

Let G = SL(n, C), and rY the order n automorphism of SL(n, q 
defined by rY(g) = c-1gC, where C = e21 +e3z+· · ·+en,n-1 +e1n is the 
permutation matrix (12 · · · n). Here eij denote the (i, j)-th elementary 
matrix in gl(n). The eigenspace gk of rY on sl(n, q with eigenvalue 
a = e 2';,'k is the space of all y = (Yij) such that Yi+1,J+1 = akyij for all 
1 :::; i, j :::; n. Let a = diag(l, a,··· , an- 1 ) E 91 , and A = Ca. Then 
A is a maximal abelian subalgebra of Q1 . The (SL(n, q, rY)-hierarchy 
is the restriction of the (jn + 1)-th flow in the sl(n, C)-hierarchy to 
S(R, Q0 n Q;t ). For example, for n = 2, 

The first flow is the translation qt = qx, and the third flow is the complex 
modified KdV equation 

2.4. The U /U0-hierarchy 

Let T be a conjugate linear involution of Q, U its fixed point set, 
and rY a complex linear, order k automorphism of g such that 
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Let gj denote the eigenspace of a with eigenvalue e~. We claim that 
r(Qi) c gj. To see this, let l;,j E gj. Then 

where a = e 2ki, proving the claim. Let Uj = gj n U. Then we have 

U = Uo + · · · +Uk-1· 

Let A c U1 be a maximal abelian subspace in U1. An element a E A is 
regular in u1 if 

{t;,EU1i [t;,,a]=O}=A. 

Let bE A, and u E g;t nU0 . Then Qb,j(u) E U1-j for all j ;,::: 0 ([70]). So 
the (b, mk + 1)-flow in the a-twisted G-hierarchy leaves S(!R., g;t n Uo) 
invariant. The restriction of these flows to S(JR., g;t n Ua) is called the 
U /U0 -hierarchy. 

The Lax pair B>. of the (b, mk+ 1)-flow in the U /U0-hierarchy satisfies 
the U /U0 -reality condition: 

(2.4.1) 

Note that t;, = L:j l;,j>..i satisfies the U/U0-reality condition if and only if 
l;,j E Uj for all j. 

When the order of a is 2, the condition ra = a-1r- 1 implies that 
T and a commute, U /U0 is a symmetric space, and U = U0 + U1 is a 
Cartan decomposition for the symmetric space U /U0 . 

Example 2.4.1. The SU(2)/ 80(2)-hierarchy. 

Let r(t;,) = -~t and a(t;,) = -t;,t be involutions of sl(2, q that give 
the symmetric space SU(2)/S0(2). Then 

Uo = so(2), u1 ={it;, It;, E sl(2,1R.), symmetric} 

with SU(2)/S0(2) the corresponding symmetric space. Let a= diag(i, 
-i). Then g;t n U0 = so(2). So S(IR., g;t n U0 ) can be identified as 
S(IR., JR.). The (a, 1)- and (a, 3)-flow in the SU(2)/S0(2)-hierarchy are 

qt = qx, 

1 2 
qt = -4(qxxx + 6q q). 

Note that the (a, 3)-flow is modified KdV equation (mKdV equation). 
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Example 2.4.2. The SU(n)/SO(n)-hierarchy. 

LetT and~ be involutions of sl(n, C) defined by 

417 

Then Ta = aT, u = su(n), Uo = so(n), and ul is the space of iY E 
su(n), where Y is real and symmetric with trace zero. The corresponding 

symmetric space is !fa = ~g~~j. Let A denote the space of diagonal 
matrices in su(n). Then A is a maximal abelian linear subspace in U1, 
and A_i n Uo = so(n). An element a = idiag(a1, · · · , an) is regular 
in U1 if a1, · · · , an are distinct. Let a E A be a regular element, and 
b = idiag(b1, · · · , bn) E A. The (b, 1)-flow in the ~g~~l-hierarchy on 
S(IR, so(n)) is the reduced n-wave equation 

i -1= j. 

Example 2.4.3. Let U /U0 be a symmetric space, U = U0 + U1 a 
Cartan decomposition, A a maximal abelian subspace in U1, a E A reg­
ular, and bE A. Note ad(a)-1 maps Uj:nU0 and Uj:nU1 isomorphically 
onto Uj: n U1 and Uj: n Uo respectively. So ad(b)ad(a)-1(Uj: n U0 ) c 
Uj: n Uo. The recursive formula (2.1.1) implies that 

(2.4.2) Qb,l(u) = ad(b)ad(a)-1(u). 

So the (b, 1 )-flow in the U /U0-hierarchy is the equation for maps u 
IR2 -+ Uj: n Uo: 

(2.4.3) Ut = ad(b)ad(a)-1(ux) + [u, ad(b)ad(a)-1(u)]. 

This is the reduced n-wave equation associated to U jU0 , which has a Lax 
pair 

(2.4.4) (h.= (a.A + u)dx + (b.A + ad(b)ad(a)-1(u))dt. 

2.5. The U /U0-system 

Let T be a conjugate linear involution of g, a a complex linear in­
volution of g such that Ta =aT, U the fixed point set ofT, and Uo the 
subgroup of U fixed by a. Let U = U0 +U1 denote the Cartan decompo­
sition of the symmetric space U /U0 . Let A be a maximal abelian linear 
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subspace of U1, and a 1 , · · · , an a basis of A. The U /Uo-system is the 
following system for v : !Rn ---+ U:Ji n U1 : 

(2.5.1) 

It has a Lax n-tuple, 

n 

(2.5.2) (h., = L)aiA + [ai, v])dxi, 
i=l 

which satisfies the U/U0-reality condition (2.4.1). Moreover, the follow­
ing statements are equivalent for smooth map v : !Rn ---+ U:Ji n U1: 

(i) vis a solution of the U/Uo-system (2.5.1), 
(ii) (h., defined by (2.5.2) is a flat 9-valued connection 1-form on 

!Rn for all A E C, 
(iii) Br is flat for some r E R 

We claim that the U fU0-system is independent of the choice of basis 
of A. If b1 , · · · , bn is a· basis of A, then. there exists a constant matrix 
(cij) such that ai = LJ=l Cijbj. The U/Uo-system defined by the new 
base b1, · · · , bn is 

This is the same system as (2.5.1) if we make the coordinate transfor­
mation Yi = LJ=l CjiXj. 

The U /U0-system is given by the first commuting n-flows in the 
U /U0-hierarchy, i.e., 

Proposition 2.5.1. {[68]). With the same notation as above, let 
a1, · · · , an be a basis of A such that a1, · · · , an are regular. Let a = a1. 
Then v: !Rn---+ U:Ji nU1 is a solution of the UjU0 -system (2.5.1) if and 
only ifu(x) = [a,v(x)] satisfies the (aj, I)-flow in the U/Uo-hierarchy, 

Uxi = ad(aj)ad(a)- 1 (ux,) + [u, ad(aj)ad(a)- 1 (u)J, 

for all 1 :::; j :::; n. 

As a consequence of Theorem 2.1.2 and Proposition 2.5.1 we have 

Corollary 2.5.2. {[68]). Suppose a = a1 E A is regular in U1. Then 
there exists an open dense subset So of S(lR,U;}-nU1) such that given any 
vo ESo there exists a unique solution v of (2.5.1) defined for all x E ~n 

such thatv(x1,0,··· ,0) =vo(xl) andv(·,x2,··· ,xn) ES(JR,U;f-nU1). 



Integrable equations 419 

Next we give some examples. 

Example 2.5.3. The U-system. 

Let T be a conjugate linear involution of g, and U the fixed point 
set ofT. Let T2(x, y) = (T(x), T(y)) and O'(x, y) = (y, x) be involutions 
of g x g, Then T20' = O'T2, and the corresponding symmetric space is 
(U x U)/6(U) ~ U, where 6(U) is the diagonal group {(g,g) I g E U}. 
The (U x U)/ 6(U)-system is the U-system (2.5.1) for maps v : ~n ---+ 

Al_ nu, where A is a maximal abelian subalgebra of U and { a 1 , · · · , an} 
is a basis of A. 

Example 2.5.4. The O(~)(~~(n) -system. 

Here U /U0 is the symmetric space O(~)(~~(n), G = 0(2n, C), T(g) = 

g, O'(g) = In,n g I~.~' where In,n is the diagonal matrix with a;; = 1 
for 1 ::; i ::; n and a;; = -1 for n + 1 ::; i ::; 2n. SoU = so(2n), 
U0 = so(n) + so(n), and 

The linear subspace A spanned by 

is a maximal abelian subspace of ul' and 

ul nAj_ = { (_~t ~) IF= (f;j) E gl(n,~),Ji; = 0 for 1::; i::; n.}. 

The corresponding U/U0-system (2.5.1) written in terms ofF= (f;j) is 

(2.5.3) {
(f;j)xi + (fji)xj + I;k fkdkj = 0, if i #- j, 

(f;j )xj + (fji )x, + I;k Jikfjk = 0, if i #- j, 

(f;j)xk = f;kfkj, ifi,j,k are distinct. 

The Lax n-tuple 8;., (2.5.2), written in matrix form is 
(2.5.4) 

( 6Ft- F6 -.\6 ) 
8;., = .\6 -Ft6 + 6F , where 6 = diag(dx1 , .. · , dxn)· 

Note that the first and the third equations of (2.5.3) imply that 6Ft- F6 
is flat, and the second and third equations of (2.5.3) imply that - Ft6 + 
6F is flat. 
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E I Th U(n) 
xamp e 2.5.5. e O(n) -system. 

Here g = gl(n, q, T(~) = -e, and a(~) = -e. Then U = u(n), 
Uo = o(n), and 

The linear subspace A spanned by 

is a maximal abelian subspace of U1 , and 

U1nAj_ ={iF IF= (!;1) E gl(n,~), J;1 = J1;, J;; = Ofor 1:::; i,j:::; n}. 

The corresponding U jU0-system written in terms ofF is the restriction 
of system (2.5.3) to the linear subspace ofF= (!;1) such that J;1 = J1;. 
So the ~~~\-system is the system for symmetric F = (!;1): 

(2.5.5) { (fij)xi ~ (J;j)xj + l:k f;kiJk = 0, if i # j, 
(fij)xk - J;kfkj, if i,j, k are distinct. 

Or, equivalently, [J, F] = JF- FJ is fiat. 

E I Th SU(n) 
xamp e 2.5.6. e SO(n) -system. 

Here 9 = sl(n, q, T(~) = -~t, and a(O = -e for~ E 9. Then 
U = su(n), Uo = so(n), and 

n 

ul ={iF IF= (f;j) E gl(n,~),fij = fJ;, Lfii = 0}. 
i=l 

The linear subspace A spanned by 

{bJ = i(eJJ- en) I 2:::; j:::; n} 

is a maximal abelian linear subspace of U0 , and 

Th SU(n) , . 
e SO(n) -system 1s 

(2.5.6) 
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Example 2.5.7. The UjU0 = (IR;;~~~d)) 2 -system ([8]). 

Here Q = gl(4, q. For X E gl(4, q, write 

Let T be the involution of Q defined by 

(J 0)- (J-1 T(X) = 0 J X 0 where J = (~1 ~). 

421 

The fixed point set U ofT is the subalgebra of X E Q such that J Xd- 1 = 
xi for all1 ::; i ::; 4, i.e., xi lies in the fixed point set of the involution of 
gl(2, q defined by To(Y) = JY J-1 . A direct computation implies that 
the fixed point set of To is 

{(~~2 ;~) lz1,z2EC}=~xsu(2). 
Note that ~ x su(2) is isomorphic to the quaternions IHI as an associative 
algebra via the isomorphism 

. (i 0 ) . ( 0 1) (0 i) (1 0) 
I = 0 -i ' J = -1 0 ' k = i 0 ' 1 = 0 1 . 

(It is easy to check that ij = k, jk = i, ki = j.) So we can view 
U = gl(2, IHI), i.e., the algebra of 2 x 2 matrices with entries in the 
quaternions IHI. 

Let CJ be the involution on gl ( 4, q defined by 

CJ(Y) = G 0) y (1 
-1 0 

0 )-1 
-1 

Then CJT = TCJ, and 

Let 

(2.5.7) 

Uo = { (~ ~) I P, Q E ~ x su(2)}, 

U1 = { ( ~ ~) I P, Q E ~ x su(2)} . 

( 0 k) ( 0 j) 
a1 = k 0 a2 = -j 0 · 
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The space A spanned by ai and a2 is a maximal abelian linear subspace 
of UI, and A .L n UI is the space of all matrices of the form 

(2.5.8) 

h GL(2,1Hl) . 
T e (IRxsu(2)) 2 -system IS 

(2.5.9) { 
(p2)y + i(p2)x = -IPII 2 + lqii 2, 

(~I+ Pdx = 2i (1;52- ~2)(~I -pi), 
(qi- PI)y = -2(p2 + P2)(qi +pi). 

Its Lax pair (2.5.2) is (h._ = 

( (-~ !) 
k>.. 

where 

j>. ) 

( ·z- ~-J-) dy, 
~ . 

(2.5.10) Z = -2ip2, W = i(iii -PI), Y =(ill+ pi). 

Let P2 = fJI + if32, fJI, (32 E R Equate the imaginary part of the first 
equation in system (2.5.9) to get (f32)y + (f3dx = 0. So there exists u 
such that fJI = -~ and fJ2 = T' and hence P2 = -uytux. Substitute 
this into (2.5.9) to get 

(2.5.11) { U~x + Uyy = 8u(IP~I 2 -lqii2), 
(qi + Pdx = "f(qi- pi), 

(iii - pi)y = u:J (iii+ PI)· 

System (2.5.11) is gauge equivalent to system (2.5.9). To see this, we 
recall that v is a solution of the U jU0-system (2.5.1) if and only if e0 is 
flat. So e0 is a (~ x su(2)) x (~ x su(2) )-valued flat connection 1-form. 
The ~ X ~-component of eo is 

0 _ (2(321 0 ) (-2fJI1 0 ) _ (d4u 1 0 ) 
eo- 0 -2(321 dx+ 0 2f3I1 dy- 0 _d4u1 · 
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Let 

The gauge transformation of eo by g is 

( TI 0) 
9 * eo = O Tz , where 

( 
i(uydx-uxdy) 

TI = 4 
i(qi - ih)dx- (qi + ih)dy 

i(iJ.I - PI)dx + (iJ.I + pr)dy) 
_ i(uydx-uxdy) ' 

4 

Tz = 4 ( 
i(uydx-uxdy) 

-i(iJ.I- PI)dx + (iJ.I + PI)dy 

-i(qi - ih)dx- (qi + PI)dy) 
_ i(uydx-uxdy) · 

4 

The connection g * eo is flat if and only if ( u, PI, qr) is a solution of 
(2.5.11). So g * e>. is a Lax pair of (2.5.11). In other words, system 

(2.5.11) is gauge equivalent to the (JR::~;J~~d))2-system. 

Suppose (u,pi,qr) is a solution of (2.5.11) and qi is real. Let PI= 
BI + iB2 . Equate the imaginary part of the second and third equations 
of (2.5.11) to get 

(Bz)x = -uxBz/2, (Bz)y = -uyBz/2. 

So B 2 = ce-u/Z for some constant c, and (2.5.11) becomes the following 
system for real functions u, qi, BI. 

(2.5.12) 

If PI is also real, i.e., c = 0 in (2.5.12), then system (2.5.12) becomes the 
following system for real functions u, qi, PI: 

{

Uxx + Uyy = 8(pi- qi), 
(2.5.13) (qi + PI)x = U2x (qi- PI), 

(qi - pr)y = U2y (qi +PI)· 

2.6. The -1-flow 

Let U be the real form defined by the involution T on Q, a, b E U 
such that [a, b] = 0. The -1-fiow associated to U defined by a, b is the 
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following system for u : Jlll2 ........ u n u;;: 

(2.6.1) 

This system has a Lax pair 

(}).. = (aA + u)dx + A-1g-1bg dt, where g: Jlll2 ......,. U, g-1gx = u. 

Note that(}).. satisfies the U-reality condition (2.2.1). 

Theorem 2.6.1. {[68]). The -1-flow (2.6.1) commutes with all the 
flows in the U -hierarchy. 

Let a be an order k automorphism of g such that Ta = a- 17- 1 

and U = Uo + · · · + Uk-1 as in section 2.4 Let a E U1 a regular element, 
and b E Uk_ 1 such that [a, b] = 0, then the right hand side of (2.6.1) 
is a vector field on C(Jlll,U0 n UC:). The flow (2.6.1) restricted to the 
space C (Jill, U0 n Ut) of smooth maps from Jill to U0 n ut is the -1-flow 
associated to U /U0 , and(}).. satisfies the U /U0-reality condition (2.4.1). 

We can also write the -1-flow (2.6.1) associated to U (or U/Uo) as 
an equation for g : Jlll2 ......,. U (g : Jlll2 ......,. U0 respectively): 

(2.6.2) 

where g-1gx E Ut ( E Uo nUt respectively). Its Lax pair is 

(2.6.3) 

Example 2.6.2. The -1-flow associated to SU(2)/S0(2). 

( 
9.. 0 q) 

Let a= diag(i, -i), and b = -~. Let g = co~ 21 sm ~ . Then 
-sm 2 cos 2 

u = g- 1gx = ~ ( -~x ~), and the -1-flow (2.6.2) associated to 

SU(2)/S0(2) is the sine-Gordon equation (SGE equation): 

qxt = sinq, 

and its Lax pair is 

( 
iA 

(}).. = -~ ~) dx _ iA (c~sq sinq) dt. 
-zA 4 smq cosq 

Example 2.6.3. The -1-flow associated to U/Uo = SL(3, C)/Jill+. 
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Here JR+ is the subgroup 

JR+ = {diag(r,r- 1 , 1) I r > 0} 

of SL(3, JR), G = SL(3, q, T(g) = g, and a is the order 6 automorphism 
of SL(3, q defined by 

a(.q) ~ C (g')-•c-•, whe<e C ~ G 1' ~) , and a~ e ';•. 

The induced automorphism a on 8l(3, q is 

Note that the order of a is 6, a is complex linear on 8l(3, C), and aT = 

T-1a- 1 . Let (3 = e 2 ~i = e¥. A direct computation implies that }j lies 
in the eigenspaces Qj of (3j if 

(' 0 0) c 0 ,, ) 
Yo= 0 -8 0 , Y1 = 82 0 0 ' 

0 0 0 0 81 0 

YF (~ 0 

D· Y,~ G 
0 0 ) 0 8 0 ' 

-8 0 0 -28 

YFG 
0 ~). y,~(~ 81 

'~) 0 0 
-8 0 82 0 

The fixed point set ofT is U = 8l(3,1R), and Uj = 8l(3,JR) n Qj. 

Let 

a~ G ~ ~) EU,, b~ G ~ !) EU_,~u, 
Note that [a, b] = 0. The fixed point set U0 of a on U is the abelian 
group 

Uo = {diag(r,r-1, 1) I r > 0}. 

A smooth map g : JR2 --t U0 is of the form 
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for some smooth function w. So g- 1gx = wxdiag(1, -1, 0), and 

Hence the -1-flow (2.6.2) associated to SL(3, lR)/Uo is 

Wxtdiag(1, -1, 0) = (ew - e-2w)diag(l, -1, 0), 

i.e., the Tzitzeica equation: 

(2.6.4) 

The corresponding Lax pair (h,, (2.6.3) is 

(2.6.5) 
0 ~) dx + .x.- 1 ( ~ 

0 ew 

Note that eA satisfies the SL~~,IR) -reality condition: 

0 
0 

(2.6.6) -e e cetc-1 e h f3 2 -rri II.i >. = A, - A = f3A, w ere = e 6 = e 3 • 

Example 2.6.4. The -1-flow associated to SL(n,JR)j(JR+)n- 1 . 

Let Q = sl(n, C), T(O =(,and a(O = C~c-I, where 

C = diag(1, a,··· , an-1) 

and a = e 2~i. Then the order of a is n and Ta = a-1T-1. The fixed 
point set U ofT is sl(n,JR). The eigenspace Q1 of a with eigenvalue 
~ 

e n is spanned by { ei+j,i I i = 1, .. · , n }, where eij is the elementary 
matrix and e;.j = ei'j' if i = i' and j = j' mod n. Let u1 = g1 n U, 
a= e21 + e32 + · · · + en,n-1 + e1n, and b = e12 + e23 + · · · + en-1,n + en1· 
Then a E U1, b E u_1, and [a, b] = 0. Let g = diag(eu1 ' ..• 'eUn) with 
Li Ui = 0. So g- 1gx = diag((ui)x, · · · , (un)x)· The -1-flow (2.6.2) 
associated to G, T, a is: 

where Un+1 = u1 and uo = Un. 
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2. 7. The hyperbolic systems 

Let U be the real form defined by the involution T on Q. The hyper­

bolic U -system is the following system for ( uo, u1, vo, v1) : 1R2 ---> Tii=1 U: 

(2.7.1) 

It has a Lax pair 

(2. 7.2) 

which satisfies the U-reality condition (2.2.1). 

Let u be an order k automorphism of Q such that Tu = u- 1T, and 
. . . ~ 

U = Uo + · · · + Uk-1, where Uj 1s the mtersectwn of U and the e k -

eigenspace of u. The hyperbolic U /U0 -system is the restriction of the 
hyperbolic U-system (2.7.1) to (uo,u1,Vo,v1) E Uo X ul X Uo X u-1· 

The corresponding Lax pair (2.7.2) satisfies the U/U0-reality condition 
(2.4.1). 

§3. Geometries associated to soliton equations 

We give geometric interpretations of certain soliton equations. For 
example, solutions of the 0(2n)/O(n) x O(n)-system give rise to or­
thogonal coordinates of JRn and flat submanifolds in JR2n, solutions of 
the U(n)/O(n)-system give Egoroff flat metrics and flat Lagrangian sub­
manifolds of JR2n =en, a subclass of solutions of the G£(2, IHI)/(SU(2) x 
JR+)2-system give rise to Bonnet pairs in JR3 , and the -1-flow associated 
to SL(3, JR)jJR+ (the Tzitzeica equation) is the Gauss-Codazzi equation 
for affine spheres in the affine 3-space. If U /Uo is a rank n symmetric 
space, then we can associate to each solution of the U /U0-system a flat 
n-submanifold in U /Uo and a flat n-submanifold in the tangent space 
of U jU0 . We also give a brief review of the relation between harmonic 
maps from JR1 ' 1 to U and solutions of the hyperbolic U-system. 

3.1. The method of moving frames 

Let (N, g) be an (n + k)-dimensional Riemannian manifold, \7 the 
Levi-Civita connection of g, and X: Mn---> Nan immersion. We set up 
some notation next. The first fundamental form I is the induced metric. 
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Let ~ be a normal vector field on M, v a tangent vector field, (\7 v~)t 
and (\7 v~)v the tangential and normal components of \7 v~ respectively. 
The induced normal connection on the normal bundle v(M) is defined 
by 

\7~~ = (\7 v~t · 
The second fundamental form II is a smooth section of S2 (T* M)®v(M) 
defined by 

Next we express I, II, vv using a moving frame. Let (e1 , · · · , en+k) be a 
local orthonormal frame on M such that e1 , · · · , en are tangent to M. 
We use the following index convention: 

1 :::; A, B, C :::; n + k, 1 :::; i, j, k :::; n, n + 1 :::; a, ;3, 1 :::; n + k. 

Let WA denote the dual coframe of eA, and write 

V'eA = L WBAeB, WAB + WBA = 0. 
B 

Then we have 

dwA =- L WAB 1\ WB, WAB + WBA = 0, 
B 

dwAB = - L WAc 1\ weB + L RABCD we 1\ WD, 

C CD 

where RABCD are the coefficients of the Riemann tensor of g. The 
first fundamental form of M is I = Li wi. Let Wia = Lj hijwj. Since 
Wo: = 0, dwa = - Li Wai 1\ Wi = 0. This implies that hij = h'j;. The 
second fundamental form and the normal connection are 

respectively. The normal curvature is the curvature of vv, i.e., 

0~13 = dwo:/3 + L wa, 1\ w,13. 

I' 
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The normal bundle is fiat if the normal connection is flat, i.e., 0~13 = 0 
for all a, {3. The Levi-Civita connection of I is ( Wij ), and the curvature 
is 

L RijkZWk 1\ Wz = dw;j + L Wik 1\ Wkj = - L Wio: 1\ Wo:j + Rijkl· 

M k o: 

Note that given I, II, 'Vj_ is the same as given w;, w;o:, WaiJ· Moreover, 
the Levi-Civita connection of I can be obtained by solving 

dwi =-L Wij 1\ Wj, Wij + Wji = 0. 
j 

The Gauss-Codazzi equation is 
(3.1.1) 

{

dWij ~ L:k Wik 1\ Wkj =- I:o: W;~ 1\ Wo:j + L:kz kjklWk 1\ Wz, 

dwio: -- L:A WiA 1\ WAo: + L:kz Rio:kzWk 1\ wz, 

dwa/3 + 2:::, Wa--y 1\ w,/3 = - I:i Wai 1\ WiiJ + I:ij RaiJijWi 1\ Wj. 

The Fundamental Theorem for Submanifolds states that I, II and 'Vv 
together with the Gauss-Codazzi equation (3.1.1) determine the sub­
manifold M up to isometries of N. 

The mean curvature vector field is defined as the trace of II with 
respect to I, i.e., 

H = trrii = L hfiea. 
io: 

The normal bundle v(M) is said to be non-degenerate if the dimension 
of the space of all shape operators of M, { Av I v E v(M)p} is equal to 
codim(M) for all p E M. 

If X : M ----+ N is a submanifold of a space form Nn+k, then the 
frame F =(X, e1, · · · , en+k) given above is a lift of X to Iso(N) and the 
Gauss-Codazzi equation for M is exactly the flatness of p-1dF. When 
M satisfies certain geometric conditions, we often can find special coor­
dinates and frames F on M so that p- 1dF takes a special simple form. 
If moreover, such submanifolds admit a natural holomorphic deforma­
tion, then the Gauss-Codazzi equation for M is likely to be an integrable 
system. On the other hand, if the Lax n-tuple of the U jU0-system can 
be interpreted as the connection 1-form of a submanifold, then we can 
read its geometry from the Lax n-tuple. This gives a natural method to 
find interesting submanifolds whose equations are integrable. We have 
had some success when U is an orthogonal group or a unitary group, 
but very little is known for other simple Lie groups U. 



430 C.-L. Terng 

3.2. Orthogonal coordinates and the O(~)(;~(n) -system 

A local coordinate system ( x 1 , · · · , Xn) of ffi.n is called an orthogonal 
coordinate system if the flat metric written in this coordinate system 
is diagonal, i.e., of the form 2:::7= 1 9ii(x)dxT- The theory of orthogonal 
coordinate systems of ffi.n was studied extensively by classical differential 
geometers ( cf. Darboux [24]). 

An elementary computation gives: 

Proposition 3.2.1. The Levi-Civita connection 1-form (wij) of the 
t . d 2 ""'n b2d 2 . me rzc s = L....i=l i xi zs 

So the Levi-Civita connection 1-form w of ds2 = 2:::7=1 brdxr written 
in matrix form is 

{ 
(bi)xj "f . .../.. . 
-- lZrJ 

where fij = bj ' 

fii = 0, if 1 ::; i ::; n. 

Let gl*(n) denote the space of~= (~ij) E gl(n,ffi.) such that ~ii = 0 
for 1 :S: i :S: n. Recall that F = (Jij) : ffi.n ---> gl* ( n) is a solution of the 

O(~g'2(n) -system (2.5.3) if and only if both JF- ptJ and Jpt- FJ are 
flat connection 1-forms. Note that both connections have the same form 
as the Levi-Civita connections of orthogonal metrics. In the rest of the 
section, we try to answer the following question: Are there orthogonal 
coordinate systems of ffi.n whose Levi-Civita connections are JF - ptJ 
and Jpt- FJ? 

Given F: ffi.n---> gl*(n), there is a diagonal metric whose Levi-Civita 
connection 1-form is 

w = JF- FtJ 

if and only if there exist positive functions b1 , · · · , bn so that 

(3.2.1) 

However, if system (3.2.1) is solvable for b1 , · · · , bn, then the mixed 
derivatives must be equal. This implies that 

(3.2.2) 

It is a classical result that this condition is also sufficient for (3.2.1) to 
be solvable: 
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Theorem 3.2.2. Given a smooth function F = (fi1): JR:_n----+ 9l*(n), 
system (3.2.1) is solvable for (b1, · · · , bn) if and only ifF satisfies (3.2.2). 
Moreover, given n smooth one variable functions b~, · · · , b~, there exists 
auniquelocalsolution(b1 ,oo· ,bn) of(3.2.1) suchthatbi(O,oo· ,xi,O,oo·, 
0) = b?(xi)· 

Corollary 3.2.3. The space of local n-dimensional orthogonal met­
rics that have the same Levi-Civita connection 1-form is parametrized 
by n smooth positive functions of one variable. 

IfF is a solution of the O(~)(;Ql(n)-system (2.5.3), then F is a solu­
tion of (3.2.2). So by Theorem 3.2.2 we can construct orthogonal coordi­
nates of ffi:.n, whose Levi-Civita connections are oF- Fto and oFt - Fo. 
Therefore we have 

Proposition 3.2.4. Let F = (fij) be a solution of the O(~)(;'J(n)­
system (2.5.3), Tl = oFt-Fo, T2 = oF-Fto, anda~,··· ,a~,b~,··· ,b~ 
smooth positive functions of one variable. Then there exist unique flat 
local orthogonal metrics 91 = 2.::~=1 ar(x)dxr and 92 = 2.::~=1 bi(x)2 dxr 
such that 

(i) a·(O 00 
• x 0 00 

·) = a0 (x) and b(O 00 
• x 0 00 

·) = b0 (x·) z ' ' 1,' ' 1, 1, 1, ' ' 'l' ' z z ' 

(ii) the Levi-Civita connection 1-form for 91 and 92 are T 1 and T2 re­
spectively, 

(iii) there exist O(n)-valued maps A= (6, · · · , ~n) and B = (ry1 , · · · , TJn) 
such that A- 1dA = T1 and B-1dB = T2 , 

(iv) there exist ¢ and 1/J defined on a neighborhood of the origin in ffi:.n 
such that 

(v) ¢ and 1/J are local orthogonal coordinates on ffi:.n with Levi-Civita 
connection T1 and T2 respectively. 

The next theorem states that a subclass of orthogonal coordinate 
systems of .JR:_n can be obtained using trivializations of T1 and T2 . 

Theorem 3.2.5. Let F = (fij) be a solution of (2.5.3), and A = 
( aij), B = (bij) smooth O(n) -valued maps defined on an simply con­
nected domain 0 of ffi:.n satisfying 

(3.2.3) 
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If amj, bmj never vanish on 0 for all1 :s; j, m :s; n, then: 

(i) ds;, = a;,1 dxi + · · · + a;,ndx'?, is a fiat metric with oF- Fto as its 
Levi- Civita connection, 

(ii) ds;, = b;,1dxi + · · · + b;,ndx'?, is a fiat metric with oFt- Fo as its 
Levi- Civita connection, 

(iii) there exists a smooth map X: 0---> gl(n, JR.) such that dX =BoAt, 

(iv) the m-th column Xm and them-throw Ym of X are local orthogonal 
coordinates for ffi.n such that the standard metric on ffi.n written in these 
coordinates are ds;, and ds;, respectively. 

Proof. Let ~i denote the i-th column of A. W claim that 

(3.2.4) (~j )xk = iJk~k, j =/= k. 

Note that (3.2.3) gives 

(3.2.5) 

This implies 
(~J )xk · ~i = 0, if i, j, k distinct. 

Since ~j ·~J = 1, (~J)xk ·~J = 0. By (3.2.5), ~k · (~J)xk = fJk· This proves 
(3.2.4). Equate each coordinate of (3.2.4) to get 

( amj )xk = fJkamk, 1 :s; m :s; n, j =/= k. 

By Proposition 3.2.1, the Levi-Civita connection of ds;, is 

(amj)xk (amk)xJ 
-'---"-'---"-dx · - dxk = f kdx · - !k dxk, 

a J a· J J J mk mJ 

i.e., the Levi-Civita connection 1-form fords;, is oF- Fto. This proves 
(i). A similar argument gives (ii). 

Since F is a solution of (2.5.3), 

. (A 0) (oFt -F o 1s flat. Let h = 0 B . Then h-1dh = 80 = 0 

The gauge transformation of B>. by h is 
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Since (h._ is flat for all A E C, GA = h * fh is flat for all A, i.e., dGA = 
-eA (\eA. This gives 

' ( o -do(t) + ,2 (_'toA ( o ) o 
/\ d( /\ -( (\ (t = ' 

where ( = BoAt. Compare coefficients of A to get d( = 0. Since 0 is 
simply connected, there exists X such that 

(3.2.6) 

This proves (iii). Equate the m-th column and row of (3.2.6) to get 

(3.2.7) 

Recall that A= (6, · · · , ~n)· Write equation (3.2.7) using columns of A 
and B to get dXm = I::7=1 amidXi'fJi· Let T/i denote the i-th row of X, 
andY= Xt. Then dY = AoBt and dYm = I:;7=1 bmidxi~i· This proves 
(iv). Q.E.D. 

3.3. Flat submanifolds and the O(~)(;r;J(n) -system 

The O(~)(;r;J(n) -system can also be viewed as the Gauss-Codazzi 

equations for flat n-dimensional submanifolds in JR2n with flat and non­
degenerate normal bundles. In fact, there is an isomorphism from the 
space of local n-dimensional flat submanifolds in JR2n with flat and 
non-degenerate normal bundle modulo rigid motions to the space of 
(F, c1 , · · · , en), where F is a local solution of the O(~)(;r;J(n) -system 
(2.5.3) and c1 , · · · , Cn are positive functions of one variable. We state 
this more precisely in the following two known theorems (cf. [68]): 

Theorem 3.3.1. Let Mn be ann-dimensional fiat submanifold of 
JR2n with fiat and non-degenerate normal bundle. Then there exist lo­
cal coordinates x1, · · ·, Xn, a parallel normal frame en+I, · · · , e2n, an 
O(n)-valued map A = (aiJ ), and a map b = (b1 , · · · , bn) such that the 
fundamental forms of M are 

(3.3.1) 

Moreover, let fiJ = (bi)x1 /bi for 1 ::::; if= j::::; n, fii = 0 jo"r 1 ::::; i :S n, 

and F = (JiJ ). Then F is a solution of the o(~)(;r;J(n) -system (2.5.3). 
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Theorem 3.3.2. Let F be a solution of the 0(~)<;'2(n) -system (2.5.3), 

and b~, · · · , b~ be n smooth positive functions of one variable. Then there 
exist an open subset 0 of the origin in ~n, smooth maps A : 0 ---+ 0( n) 
and 

(3.3.2) cp = (g ~) : 0---+ GL(2n + 1,~) 

with g : 0 ---+ 0(2n), X : 0 ---+ ~2n, and bi, · · · , bn : 0 ---+ ~ such that 

A -IdA = 8Ft - F8, 

( 
0 -A8 

cp-Idcp = 8At 8F- Ft8 
0 0 

bi(O, · · · , Xi, 0, · · ·) = b?(xi), 1 ::; i ::; n, 

where w = ( bi dxi, · · · , bn dxn) t. Moreover, 

(i) X is an immersion of a flat n-dimensional submanifolds of IR2n with 
flat and non-degenerate normal bundle, 

(ii) g = (en+I, · · · , e2n, ei, · · · , en) is a local orthonormal frame for X 
such that en +I, · · · , e2n are parallel normal field, 

(iii) bi(O, · · · , Xi, 0, · · · , 0) = b?(xi) for 1 ::; i::; n, 

(iv) the fundamental forms of the immersion X are given as in (3.3.1), 

(v) the Levi-Civita connection for the induced metric is 8F- Ft8. 

E Cartan proved that a flat n-dimensional submanifold cannot be 
locally isometrically immersed in sn+k if k < n - 1' but can be locally 
isometrically immersed into S 2n-I. Moreover, the normal bundle of a 
flat n-dimensional submanifold of S 2n-l is flat, and is non-degenerate 
viewed as a submanifold of IR2n. By Theorem 3.3.1, flat n-dimensional 
submanifolds in S 2n-l give rise to solutions of the O(~/:'Jd(n) -system 
(2.5.3). This gives the following theorem of Tenenblat ([66]): · 

Theorem 3.3.3. {[66]). Let X : Mn ---+ S 2n-I be an immersion of a 
flat submanifold. Then there exist local coordinates XI, · · · , Xn, a parallel 
normal frame en+2, · · · , e2n, and a smooth O(n)-valued map A= (aij) 
such that 

n 

I= L:aiidx;, 
i=I 

n 

II= L aiiajidXien+j· 
i=I,j=2 
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Set fij = (ali)x)alj fori -1- j, fii = 0, and F = (fij)· Let ei = Xx)ali 
for 1 ~ i ~ n, and g = (X, en+2, · · · , e2n, e1, · · · , en)· Then F is a 

solution of the o(~)(;~(n) -system (2.5.3) and 

(3.3.3) 

Conversely, let F = (fi1) be a solution of (2.5.3), A= (ai1) an O(n)­
valued map such that A- 1dA =6Ft- F6 and g E 0(2n) a solution of 
(3.3.3). If aij > 0 for all 1 ~ j ~ n on an open subset 0 of JRn, then 
the i-th column of g is an immersion of a fiat submanifold in s2n-l and 
the corresponding solution of (2.5.3) is F. 

Corollary 3.3.4. Let Mn c S 2n-l be a fiat submanifold, ~ a paral­
lel normal field such that the shape operator A~; is non-degenerate. Then 
~ is an immersion of a fiat n-submanifold in S 2n-l. Moreover, the so­
lution of (2.5.3) corresponding to~ is the same as the one corresponding 
toM. 

3.4. Egoroff metrics and the ~~~\-system 

The ~~~l-system is the restriction of the O(~)(;~(n) -system to the 
subspace of symmetric real n x n matrices F. We have seen that each 
solution F of the O(~)(;~(n)-system gives rises to an o(n)-connection of 
some flat diagonal metric. In this section, we show that such a diagonal 
metric takes a special form: 

Proposition 3.4.1. Let ds 2 = I::~=l b7dx7 be a metric, fij = 
(bi)xj /bj for 1 ~ i -1- j ~ n, and F = (fij). Then F = Ft if and 
only if there exists a function ¢ such that bT = ¢xi for all1 ~ i ~ n. 

Proof. Since j- · = (bi)xj Ft = F if and only if (b,)x; = (bj )x, i __j_ 
"J bj ' bj b, ' r 

j. This is equivalent to (bnxj = (bJ)xi for all i -1- j. Q.E.D. 

Definition 3.4.2. An Egoroff metric is a flat metric of the form 
2:::::~= 1 ¢x, dxr for some smooth function ¢. 

It follows from Proposition 3.2.4, Theorem 3.2.5, and Proposition 
3.4.1 that: 

Theorem 3.4.3. Let F be a solution of the ~~~\-system (2.5.5), 
and a1, · · · , an smooth positive functions of one variable. Then there 
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exists a smooth function ¢ defined on a simply connected open subset 0 
of ffi.n such that 

rPx, (0, · · · , 0, Xi, 0, · · · , 0) = aT(xi) 

for 1 .:::; i .:::; n and the Levi-Civita connection for I:~=l ¢x,dx; is [6, F]. 
Moreover, let A = (a;1) be an O(n)-valued map such that A- 1dA = 
[6, F]. Then: 

(i} ds;, = I:~=l a;,idx7 is an Egoroff metric with [6, F] as its Levi-Civita 
connection, 

(ii} there exists a smooth map X from 0 to the space of symmetric 
matrices such that dX = A6At, 

(iii} the m-th column Xm of X is a local orthogonal coordinate system 
for ffi.n and the fiat metric offfi.n written in this coordinate system is ds;, 
as in (i}. 

3.5. Flat Lagrangian submanifolds and the ~/~l-system 

In this section, we explain the relation between solutions of the 
~/~\-system and the Gauss-Codazzi equations for flat, Lagrangian sub­
manifolds of ffi.2n. If these submanifolds also lie in s2n-l' then they are 
invariant under the S 1-action of the Hopf fibration. Hence the projection 
of these submanifolds are flat Lagrangian submanifolds of epn-1 . For 
more details of the geometry of flat Lagrangian submanifolds of epn- 1 

see [20]. 

Let ( , ) and w be the standard inner product and symplectic form 
on en = ffi. 2n respectively, i.e., 

(X, Y) = Re(XtY), w(X, Y) = Im(XtY), X, Y E en. 

Write Z E C' as Z =X +iY E ffi.n+iffi.n, and A E gl(n, q as A= B+iC 

with B, C E gl(n, ffi.). Then A E gl(n, q is identified as (~ -;) in 

gl(2n,ffi.). This identifies u(n) as the following subalgebra of o(2n): 

u(n) = { ( ~ -:;) E o(2n) I BE o(n), C E gl(n, ffi.) symmetric}. 

The standard complex structure on ffi. 2n is 
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Definition 3.5.1. Ann-dimensional submanifold M of en = JR2n 

is Lagrangian if w( v1 , v2) = 0 for all v1 , v2 E T M, or equivalently, 
J(TM) = v(M). 

The proposition below follows from the definition of Lagrangian sub­
manifold: 

Proposition 3.5.2. Let X : Mn ---+ JR2n be a Lagrangian sub­
manifold, and (e1, · · · , en) a local orthonormal tangent frame. Then 
(Je1, · · · , Jen) is an orthonormal normal frame. Moreover, if 

g = (Jel, ... 'Jen, el, ... 'en) 

then g- 1dg is a u(n)-valued 1-form, i.e., it is of the form (~ 77} 

where ~ is an o(n)-valued 1-form and 17 is a 1-form with values in the 
space of symmetric matrices. Conversely, if Mn has a local orthonormal 
frame g = (en+l, · · · , e2n, e1, · · · , en) such that e1, · · · , en are tangent to 
M and g- 1dg is u(n)-valued 1-form, then M is Lagrangian. 

Proposition 3.5.3. Let F = (fij) be the solution of the O(~)<;r;J(n)­
system (2.5.3) corresponding to the fiat n-submanifold M of JR2n with 
fiat and non-degenerate normal bundle as in Theorem 3. 3.1. Then the 
following statements are equivalent: 

(i) F is a solution of the gi~\ -system (2.5.5), 

(ii) F = Ft, 

(iii) M is Lagrangian. 

Proof. It is obvious that (i) and (ii) are equivalent. Let x1 , · · · , Xn, 
b1,··· ,bn, en+1,··· ,e2n, and A= (aij) be as in Theorem 3.3.1. Let 

ei = ~:i, and g = (en+l, · · · , e2n, e1, · · · , en)· Then 

To prove (ii) implies (iii), let 

-Ao) 
[o,FJ · 

¢ = (en+l, ... 'e2n, el, ... 'en) = g ( ~ n . 
Then en+ 1, · · · , e2n are normal to X, and 

(3.5.1) -5) 
[o,FJ · 
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Proposition 3.5.2 implies that M is Lagrangian. 

(iii) implies (ii): Since M is Lagrangian and (en+l, · · · , e2n) is an 
orthonormal normal frame, (Jen+l, · · · Je2n) is an orthonormal tangent 
frame forM. So there exists an O(n)-valued map h such that 

[J := (en+1, · · · , e2n,Jen+b · · · , Je2n) = g (~ h~1) · 

Then 
__ 1d_ ( 0 -A8h-1 ) 
g g = MAt h(8F- Ft8)h- 1 - dhh- 1 . 

But [J- 1d[J is u(n)-valued. Hence 

(3.5.2) {
h(8F- Ft8)h- 1 - dhh- 1 = 0, 

A8ht =MAt 

The second equation of (3.5.2) gives aikhjk = hikajk for all i, j, k. This 
implies that the i-th rows (or i-th columns) of A and hare proportional. 
Since both A and hare in O(n), we have h =A. So h-1dh = A-1dA = 
8F- Ft8. But A-1dA =8Ft- F8. Hence 

Equate the ij-th entry of the above equation to get /jidxi - fiJdXj = 
fiJdxi- /jidXj. So F is symmetric. Q.E.D. 

As a consequence of Proposition 3.5.3, Theorem 3.3.3, and Corollary 
3.3.4, we have 

Corollary 3.5.4. Let F be a solution of the g~:\ -system (2.5.5), 

A = (ai1) an O(n)-valued map satisfying A-1dA = [8,F], and [J an 
U(n)-valued map satisfying 

--1d- ( 0 
g g = A8At 

-A8At) 
0 . 

{Here U(n) is embedded as a subgroup of 0(2n)). Let em+n denote the 
m-th column of [J for 1 ::; m ::; n. If am1, · · · , amn never vanishes in 
an open subset 0 of ffi.n' then en+m : 0 ---7 S 2n-1 is an n-dimensional 
immersed flat submanifold of S 2n-1 that is Lagrangian in ffi.2n. Con­
versely, if Mn is a flat submanifold of S 2n-1 that is Lagrangian in ffi.2n, 

then F defined in Theorem 3.3.3 is a solution of the gt:~ -system (2.5.5). 
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Proposition 3.5.5. Let F be a solution of the ~~~\-system (2.5.5), 
Mn a fiat submanifold of S 2n-l corresponding to F as in Corollary 3.5.4, 
and 1r: S 2n-l ---+ cpn-l the Hopf fibration. Then M = 1r-1 (1r(M)) and 
1r( M) is a fiat Lagrangian submanifold of cpn-l. 

Proof. Let 8 1 act on IR.2n = en by 

is ( ) ( is is is ) e · Z1, · · · , Zn = e Z1, e Z2, · · · , e Zn . 

This action leaves S 2n-l invariant, the orbit space s2n-l I 8 1 is cpn-l' 
and the projection 1r : S 2n-l ---+ cpn-l is the Hopf fibration. 

It suffices to show that M is invariant under the 8 1-action on S 2n-l. 
Let X be the immersion, (x1, · · · , Xn), g =(X, en+2, · · · , e2n, e1, · · · , en), 
and A= (aij) as in Theorem 3.3.3. First we change coordinates from 
x1, · · · , Xn to t1, · · · , tn such that 

Then .2... = _f}_ + · · · _g_. Since 8t1 8x1 8xn 

A-1 ~~ = [8,F] (a~J = [In,F] = 0, 

we have aA = 0. Here In is the identity n x n matrix. Let g = 

9 Co 1t)1

• Since A-1dA = [8, F], 

So we have 

(3.5.3) 

This implies that 

--ld- ( 0 
g g = A8At 

-A8At) 
0 . 

But the first column of g and of g are the immersion X. So X is invariant 
under the 8 1-action on S 2n-l. Q.E.D. 
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It follows from elementary submanifold theory that M is a flat La­
grangian submanifold of e,pn-1 if and only if 1r-1(M) is a flat sub­
manifold of S2n-1 that is Lagrangian in ~2n. Hence the Gauss-Codazzi 
equations for flat, Lagrangian submanifolds of e,pn- 1 is the gf:l-system 

(2.5.5), or equivalently the ~gf:l-system. 

3.6. Bonnet pairs in ~3 and the (s3'(~)~:~)2 -system 

Let X : M --+ ~3 be an immersion. Locally, there exists a conformal 
coordinate system (x, y), i.e., the induced metric is of the form I = 
eu(dx2 + dy2) for some smooth function u. Let H denote the mean 
curvature function of M. Since II- HI is traceless, there is a smooth 
complex valued function h = h1 + ih2 such that 

where z = x + iy. The two fundamental forms of Mare 

(3.6.1) 

Let e1 = xe-~, e2 = xe-~, and e3 = e1 X e2, where X is the cross­
product. Let w1, w2, W3 be the dual coframe: w1 = e~ dx, w2 
e~dy, w3 = 0. Let g = (et, e2, e3), and (wij) = g-1dg, i.e., dei = 

3 . . Lj=1 Wjiej, 1:::; z:::; 3. Then 

(3.6.2) 

The Gauss-Codazzi equations for M express the flatness of ( Wij), i.e., 

3 

dwij =-L Wik 1\ Wkj, i =1- j. 
k=1 

Write this equation in terms of u, H, h = h1 + ih2 to get 
(3.6.3) 

{
Uxx + Uyy = ~2 (H2eu- (h~ + h~)e-u), 
(He~+ h1e-~)y + (h2e-~)x =! (uy(He~- h1e-~)- Uxh2e-~), 

(He~- h1e-~)x + (h2e-~)y =! (ux(He~ + h1e-~)- uyh2e-~). 
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A surface M in ~3 is called isothermic if there exists a conformal line 
of curvature coordinate system, i.e., there is a coordinate system (x, y) 
such that both I and II are diagonalized, or equivalently, h2 = 0 in 
(3.6.1). In this case, the Gauss-Codazzi equations (3.6.3) become 

{
Uxx + Uyy = -2 (H2eu- h~e-u), 
(He~+ hte-~)y = ~uy(He~- hte-~), 

(He~- hte-~)x = ~ux(He~ + hte-~). 

This implies that (u,p1 , q1 ) is a solution of (2.5.13), wherep1 = ~ e-u/2 

and q1 = lf eu/2 . 

A pair of surfaces (M, M) in ~3 is called a Bonnet pair if there is an 
isometry f : M -7 M so that fi = H o f, where fi and H are the mean 
curvature functions of M and M respectively and H is not a constant 
function. The following is a consequence of the Gauss-Codazzi equation 
(cf. (8]): 

Proposition 3.6.1. {(8]). Let (M, M) be a Bonnet pair in ~3 . 
Then away from umbilic points there exist a conformal coordinate sys­
tem (x, y), and smooth real functions u, ht and h2 such that the two 
fundamental forms for M, M are as follows: 

(3.6.4a) 

(3.6.4b) 

Since both (u, H, h1 , h2) and (u, H, ht, -h2) are solutions of (3.6.3), 
we get 

(3.6.5) 

Uxx + Uyy = 2( -H2eu + (h~ + h~)cu), 
(heu/2 + hte-uf2)y = ~(Heu/2- hte-u/2, 

(h2e-uf2)x = - J4fh2e-uf2' 

(Heu/2- hte-uf2)x = '!4f(Heuf2 + hte-u/2, 

(h2e-uf2)y = -~(h2e-uf2. 

Note that the third and the fifth equations of (3.6.5) imply (h2)x 
(h2)y = 0. So h2 is a constant, and we have 
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Theorem 3.6.2. ([8]). Let (M, M) be a Bonnet pair in ~3 , and 
(u, H, h1 , h2) the corresponding solution of (3.6.5). Then h2 is a con­
stant. Moreover, set p 1 = ~(h1 - ih2)e-~, and q1 = !He~. Then 

(u,p 1 , ql) is a solution of the (JR.;;~t~J)) 2 -system (2.5.11). Conversely, 
if (u,p 1 , q1) is a solution of system (2.5.11) and q1 is real, then there 
is a Bonnet pair with fundamental forms given by (3.6.4), where H = 
2qle-uf2 and h1 - ih2 = -2i Pleu/2. . 

3. 7. Curved flats in symmetric spaces 

Let U /Uo be a rank n Riemannian symmetric space, a the corre­
sponding involution on U, U = U0 +U1 the eigenspace decomposition of 
dae on U corresponding to eigenvalues 1 and -1, A a maximal abelian 
linear subspace of U1 , and a1 , · · · , an an orthonormal basis of A. In this 
section, we associate to each solution of the U/U0-system (2.5.1) a flat 
submanifold in U1. We also review the construction of curved flats in 
U /Uo given by Ferns and Pedit [35]. 

Theorem 3. 7.1. Let v: ~n-> U1 n A..L be a solution of the U/Uo­
system (2.5.1), and E(x, A.) the frame of the corresponding Lax n-tuple 
fh .. (2.5.2), i.e., 

n 

E- 1dE =(h._= :~::)aiA. + [ai, v])dxi, E(x, 0) = e, 
i=l 

Set Y = ~f E-11 >..=o. Then Y is an immersed flat submanifold in U1 
such that the tangent plane of Y is a maximal abelian subalgebra of U1 

at every point. Conversely, locally all such flat submanifolds in up can 
be constructed this way, where up is the subset of regular points in ul. 
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Proof. Write E>.(x) = E(x, .A). Since E- 1dE = l:i(ai.A+[ai, v])dxi, 
a direct computation gives 

dY = (!_(dE)) E-1 - aE E- 1dEE- 1 1 
a.x a.x >-=o 

= :.x (E(~ai.A+[ai,v]) dxi)E- 1 1>.=o 

-YEo (~[ai,v] dxi) E01 

= L)YEo[ai,v]E01 +EoaiE01 - YEo[ai,v]E01 ) dxi 
i 
n 

= L EoaiEa 1 dxi. 
i=l 

Because (J>. satisfies the U /U0-reality condition, r(E>.) =Ex and a(E>.) = 
E->.· So Eo E Uo. Let ei = Eo ai E01." Since a1, · · · , an are orthonormal 
and Eo ( x) E Uo, { ei I 1 :::; i :::; n} is an orthonormal tangent frame of Y. 
Hence Y is an immersion, and the induced metric is E~=l dx~. 

Since ad(a1)2 , • • · , ad(an) 2 are commuting symmetric operators, there 
exist a set A of linear functionals of A, an orthonormal common basis 
{Pa I a E A} for A l. n ul' and an orthonormal basis { ka I a E A} 
for K n K-j; such that ad(a)(pa) = a(a) = ka, ad(a)(ka) = -a(a)pa, 
for all 1 :::; i :::; n and a E A. Then ea = EoPaE01 is an orthonormal 
normal frame for the immersion Y in U1. Write the solution v of the 
U/Uo-system as v(x) = Ea va(x)pa with respect to the decomposition 
Al. nul = Ea IR Pa· Since dEo =Eo Ei[ai, v]dxi, a direct computation 
gives 

i,j 

=-L Vaa(ai)a(aj)dxjea. 
j,a 

Hence Wia = Vaa(ai) Ej a(aj)dxj. So the normal curvature Ea Wia 1\ 

Wja is zero. 

To prove the converse, let M be a flat submanifold of U1 such that 
T Mp is a maximal abelian subalgebra of ul. Let X be a local flat, 
orthonormal coordinate of M, and ei = a~; the orthonormal frame. Let 
A be a maximal abelian subspace of U1. Then every maximal abelian 
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subspace of U1 is of the form kAk- 1 for some k E Uo. Since M c up, 
we may assume that there exist A-valued maps ~i and a Uo-valued map 
g such that ei = g~ig- 1 . It follows from (dei, ej) = 0 and the fact that 
( , ) is ad-invariant that d~i = 0 for all i. So ~i = ai is constant. In 
other words, ei = gaig- 1 . Note that if h is an A-valued map, then ei = 
gaig- 1 = ghaih- 1g-1 . Choose an A-valued map h so that (dh)h- 1 = 
-n(g-1dg), where 1r is the projection onto Ui_ n U0 . Let g = gh. Then 
ei = gaig- 1 and g- 1dg E Ui_ n U0 . Let X be the immersion of Minto 
U1. Then dX = 2:::~= 1 eidxi = 2:::~= 1 gaig- 1dxi. Hence (gaig- 1 )x; = 
(gajg- 1 )x; for all i,j. This implies [g- 19x;,ai] = [9- 19x;,aj]· So there 
exists an A.L n U1-valued map v such that g- 19x; = [ai, v]. But this 
means 2:::~= 1 [ai,v]dxi is flat and vis a solution of (2.5.1). Q.E.D. 

Given an involution a of U, there is a natural U-action on U defined 
by g * x = gxa(g)- 1• The orbit ate is 

M = {ga(g)- 1 I g E U}. 

Since the isotropy subgroup at e is U0 , the orbit M is diffeomorphic to 
U jU0 . Next we claim that M is totally geodesic. To see this, note that 
the map f(g) = (a(g))- 1 is an isometry of U. So the fixed point set F 
off is a totally geodesic submanifold of U. Note that dfe = -dae; So 
TFe = U1, and the dimension ofF is equal to dim(U1). But M is fixed 
by f and TMe = {x- dae(x) I x E U} = U1. SoMis an open subset of 
F. This proves the claim. This is the classical Cartan embedding of the 
symmetric space U jU0 in U as a totally geodesic submanifold. 

Note that U0 acts on U jU0 (g· (hU0 ) = ghU0 ). An element x E U /Uo 
is regular if the U0-orbit at x is a principal orbit. 

Theorem 3.7.2. {[35]). With the same assumption as in Theorem 
3. 7.1, set 1/J(x) = E(x, 1)E(x, -1)-1 . Then 1/J is an immersed flat sub­
manifold of the symmetric space U jU0 which is tangent to a flat of U /Uo 
at every point. Conversely, locally all such flat submanifolds in N' can 
be constructed this way, where N' is the open dense subset of regular 
points in U /Uo. 

Proof. The reality condition implies that E(x, 1) E U and 

1/J(x) = E(x, 1)E(x, -1)-1 = E(x, 1)a(E(x, 1))-1 . 
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So the image of 'ljJ lies in the symmetric space U /Uo = {ga(g) -l I g E U}. 
A direct computation gives 

n 

'ljJ- 1d'ljJ = 2 L E_laiE=idxi. 
i=l 

Thus 'ljJ is a flat immersion into U /Uo and 2(xl, · · · , Xn) is an orthonor­
mal coordinate for the induced metric. The rest of the theorem can be 
proved in a similar manner as for Theorem 3.7.1. Q.E.D. 

Ferus and Pedit called the flat submanifolds obtained in Theorem 
3.7.2 curved fiats. 

3.8. Indefinite affine spheres in JR.3 and the -1-fl.ow 

Affine geometry ( cf. [55]) studies the geometry of hypersurfaces in 
JR_n+l invariant under the affine transformations x 1--t Ax + v, whtre 
A E SL(n + 1, JR.) and v E JR_n+l. There are three local affine invari­
ants, the affine metric, the Fubini cubic form, and the third fundamen­
tal form. These invariants satisfy certain integrability conditions, the 
Gauss-Codazzi equations. We first give a brief description of these in­
variants for affine surfaces in IR.3, then explain the relation between the 
Tzitzeica equation and indefinite affine spheres. Recall that the Tz­
itzeica equation is the -1-flow associated to SL(3,1R.)j!R.+ (see Example 
2.6.3). 

Let X : M ----> JR.3 be a surface with non-degenerate second funda­
mental form, g = (e1, e2, e3) a local frame on M such that e1, e2 are 
tangent to M, e3 is transversal to M, and det(e1, e2, e3) = 1. Let wi 
denote the dual coframe of ei, i.e., dX = w 1e1 + w2e2. Let (w}) denote 

the sl(3, JR.)-valued 1-form g- 1dg, i.e., dei = E]=l w{ ej, 1 < < 3. 
Then we have the structure equation: 

(3.8.1) 

Since w3 = 0 on M, 

(3.8.2) 
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A direct computation shows that the quadratic form 

(3.8.3) ds2 = I det(hij)l-i L hijWiwj 
ij 

is invariant under change of affine frames, and it is called the affine 
• metric of M. An affine surface is called definite or indefinite if the 

affine metric is definite or indefinite respectively. 

We can choose a vector field e3 transversal to M so that 

(3.8.4) 
1 

w~ + 4d(log I det(hij)l) = 0. 

Then 
v= ldet(hij)lte3 

is an affine invariant. The vector field v is called the affine normal of 
M. 

Take the exterior derivative of (3.8.2) to get 

(3.8.5) 

for 1 ~ j ~ 2. Define hijk by 

2 2 

(3.8.6) L hijkWk = dhij + hijW~ + L hikwj + hkjwf. 
k=l k=l 

Then (3.8.5) implies that hijk = hikj· But hij = hji· So hijk is sym­
metric in i, j, k. The Fubini-Pick cubic form, 

is an affine invariant. 

Exterior differentiation of (3.8.4) gives Li w~ 1\ w~ = 0. Write w~ = 
Lj .eijwJ. The third fundamental form, 

1 . 3 
III= h<~wjwi, 

is also an affine invariant. The trace of III with respect to the affine 
metric ds2 is the affine mean curvature 
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The three affine invariants ds2 , J and III are completely determined 
by wi and w~, which satisfy the Gauss-Codazzi equations for affine 
surfaces. Conversely, suppose ds2 , J and III are given and satisfy the 
Gauss-Codazzi equations. Then hij, hiik, wi, wf, w~, and w~ can be 
computed from these three invariants. Moreover, we can find wf by 
solving the linear system consisting of (3.8.6) and the first equation of 
(3.8.1). Then the Gauss-Codazzi equations, written in terms of wi, w~, 
are (3.8.1), i.e., the connection 

is flat, where T = (w 1 ,w2 ,o)t. Hence there exists 

such that 'lj;- 1d'lj; = n, where g = (et,e2 ,e3 ) E SL(3,IR) and X E JR3 . It 
follows that X is an immersion, e1 , e2 are tangent to X, e3 is the affine 
normal, and ds2 , J and III are the affine metric, FU.bini-Pick form, and 
the third fundamental form for X respectively. This is the fundamental 
theorem for affine surfaces in JR3 . 

A surface is called a proper affine sphere if there exists p0 E JR3 

such that the affine normal line p + tv(p) passes through p0 for all p E 
M. We explain below the well-known fact (cf. [7]) that the equation 
for proper affine spheres with indefinite affine metric is the Tzitzeica 
equation (2.6.4). 

Let w be a solution of the Tzitzeica equation (2.6.4), and fh. the 
corresponding Lax pair defined by (2.6.5), and E(x, t, >.) the solution of 

E- 1dE = fh., E(O, 0, >.) =e. 

(Here e is the identity matrix in SL(3,1R).) Fix a non-zero r E IR, let 
ei(x, t) denote the i-th column of E(x, t, r). We claim that X = -e3 is 
an immersed indefinite affine sphere. To see this, we first note that 

Since Or is an sl(3, IR)-valued flat 1-form, E(r) is a map from IR2 to 
SL(3, IR). Fix r, and let ei denote ei(r). Equate each column of dE(r) = 
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E(r)Br to get 

{
dX = -de3 = -rdx e1- r-lewdy e2, 

de1 = Wxdx e1 + rdx e2 + r- 1ewdy e3, 

de2 = r-1e-2wdy e1- Wxdx e2 + rdx e3. 

This implies that e1, e2 are tangent to X, 

w1 = -rdx, w2 = -r-1ewdy, 

w{ = r-1ewdy = -w2 , w~ = rdx = -w1 , 

W31 = -wl, w2 w2 w3 0 3=- ' 3=. 

So h11 = h22 = 0, h12 = -1 and the affine metric is 2ewdxdy. Since 
det(hij) = -1 and w~ = 0, (3.8.4) is satisfied. Hence the affine normal 
is 

v = idet(hij)l~e3 = e3. 

But X = -e3 implies that all affine normal lines pass through the origin. 
In other words, X is an indefinite proper affine sphere. 

Conversely, suppose X is an indefinite proper affine sphere in JK3. 
We want to show that there exist a special coordinate system and a 
special affine frame so that the Gauss-Codazzi equation for X as an 
affine sphere is the Tzitzeica equation. First note that there exist a 
local asymptotic coordinate system (x, y) and a smooth function w such 
that the affine metric is 

ds 2 = 2e2w dxdy. 

Let e1 = Xx, e2 = Xy, and e3 parallel to the affine normal such that 

Then 
w1 = dx, w2 = dy, w{ = e2wdy, w~ = e2wdx. 

So det(hij) = -e4w. We may assume that all affine normal lines pass 
through the origin. So X = f e3 for some function f. Exterior differen­
tiation of X = fe 3 gives 

w1e1 + w2e2 = dje3 + jw~e3 + f(wjel + w5e2)-

Equate the coefficients of e3 to get df + fw~ = 0. Since e3 is parallel to 
the affine normal, w~ satisfies (3.8.4). Therefore f = c I det(hij) 1 1/4 = 
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cew for some constant c. By rescaling, we may assume c = 1. Equate 
coefficients of e1 and e2 to get 

Therefore £11 = £22 = 0 and £12 = £21 = e-3w. So the affine mean 
curvature is L = 1. Use (3.8.5) to get 

2 hn1 -2wd 1 h222 -2wd w1 = --2-e x, w2 = --2-e y. 

Use dwi - L;j w} 1\ wj to conclude that w} = wxdx, w~ = wydy. 

Substitute w!f into dw} = -I: A w~ 1\wf fori = 1, j = 2 and j = 1, i = 2 
to get 

(hn1e-w)y = 0, (h222e-w)x = 0. 

So hn1 = u1(x)ew and h222 = u2(y)ew for some smooth function u1,u2 
of one variable. By making a coordinate change to (x, fj) = (x(x), fj(y)), 
we may assume that 

To summarize, we have shown that 

where g = (e1,e2,e3 ). Change the frame g tog= gdiag(1,e-w,ew). 
Then 

(
wxdx e-2wdy 

g- 1dg = dx -wxdx 
ewdy dx 

This is the Lax pair fh, (2.6.5) at .A = 1. 
Tzitzeica equation. 

So w is a solution of the 

3.9. The -1 flow, hyperbolic system, and the sigma model 

Let JR1'1 denote the Lorentz space equipped with metric 2dxdt. In 
this section, we discuss the relation between harmonic maps from IR1'1 to 
a Lie group U and solutions of the -1-flow and the hyperbolic U-system. 

First we recall a theorem of Uhlenbeck {[72]): 

Theorem 3.9.1. {[72]). Let s : JR1,1 ---+ U be a smooth map, A = 
!s- 1sx, and B = !s- 1sy. Then the following statements are equivalent: 
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(i) s is harmonic, 
(ii) At =-Ex = [A, B], 

(iii) 0.\ = (1- >.)A dx + (1- >.- 1)B dt is fiat for all>. E C \0. 

Corollary 3.9.2. {[72]). Suppose fh = (1- >.)Adx + (1- >. - 1 )Edt 
is fiat for all>. E C \ 0, and E.\ satisfies E).. 1dE.\ = fh. Then s = E-1 
is a harmonic map from R 1•1 into U such that s-1ds = 2Adx + 2Bdt. 

The following Proposition is well-known: 

Proposition 3.9.3. Let i : No ---> N be a totally geodesic submani­
fold of N. A smooth map s : M ---> N0 is a harmonic map if and only if 
i o s : M ---> N is a harmonic map. 

Proposition 3.9.4. {[68]). Let U be the real form of g defined by 
the involution T, a, bE U such that [a, b] = 0, g : R2 ---> U a solution of 
the -1-fiow (2.6.2) associated to U, and E.\(x, t) = E(x, t, >.) the frame 
for the corresponding Lax pair fh (2.6.3), i.e., 

E- 1dE =(a>.+ g- 1gx)dx + >. - 1g- 1bg dt, E(x, t, 0) =e. 

Then s = E_1E11 is a harmonic map from R1·1 to U. Moreover, if (J 

is an order k = 2m automorphism such that T(J = (J- 1T, a E U n Q1 , 

and bE U n Q_ 1, then s = E_1E11 is a harmonic map from R1·1 to the 
symmetric space U j H, where H is the fixed point set of the involution 
(Jm and gj is the eigenspace of (J on g. 

Proof. Note that the gauge transformation of e.\ by E1 is E 1 *e.\ = 
E1e.\E! 1 - dE1E! 1 = (1- .\)E1aE!1 dx + (1- >.- 1)E1g- 1bgE! 1 dt. 
Let 'lj;.\ = E.\E;- 1 . Then 'lj;).. 1d'lj;.\ = E 1 *e.\. By Corollary 3.9.2, s = 
'lj;-1 = E_1E!1 is a harmonic map from R 1·1 to U and s-1sx, s- 1st are 
conjugate to 2a, 2b respectively. 

If the order k of (J is 2, then T(J = (J- 1 T = (JT and (J leaves U 
invariant. Let K denote the fixed point set of (J in U, and U = JC + 
P the decomposition of eigenspaces of (J on U with eigenvalues 1, -1 
respectively. Note that the reality condition is 

So E.\ satisfies the reality condition 

This implies that s = E_1E11 = E_1(J(E_I)-1. So the image of s lies 
in the totally geodesic submanifold M = {g(J(g) - 1 I g E U} of U. But 
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M is the Cartan embedding of the symmetric space U jU0 into U as a 
totally geodesic submanifold. It follows from Proposition 3.9.3 that s is 
a harmonic map to the symmetric space M = U j K. 

If the order of r7 is k = 2m, an even integer, then E>-. satisfies the 
( G, T, r7 )-reality condition 

Hence we have r7m(E>-.) = E->-.· So E1 = r7m(E-1), and s = E_1r7m(E_l)-1. 
Therefore s is a harmonic map from JR1•1 into the symmetric space 
UjH. Q.E.D. 

Example 3.9.5. Let G = SL(2, !C), T(~) = -[t, and r7(~) = -e. 
Note that 

and the Cartan embedding of SU(2)/S0(2) is the totally geodesic 2-
sphere 

{ (~ ~~) I r E JR, z E C, r 2 + lwl 2 = 1.} 
The -1-ftow associated to SU(2)/ S0(2) is the SGE equation, so so­
lutions of the SGE equation give rise to harmonic maps from JR1•1 to 
S2. 

Example 3.9.6. Let w : JR2 ---+ lR be a solution of the Tzitze­
ica equation (2.6.4), the -1-ftow associated to the homogeneous space 
SLJ~,1R) given in Example 2.6.3. For this example, the order of r7 is 6. 
Let e>-. be the corresponding Lax pair (2.6.5), and E>-. the frame of e)... 
A direct computation shows that 

So the fixed point set of the involution r73 in sl(3,JR) is so(2, 1), where 
S0(2, 1) is the isometry group of the quadratic form 2x1x2 + x~ on JR3 . 

Hence E_1E11 is a harmonic map from lR1·1 to the symmetric space 
SL(3,IR) 
50(2,1). 

The proof of Proposition 3.9.4 also implies 
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Proposition 3.9. 7. Let ( uo, U!, Vo, vi) : JR2 ----> rri=l u be a solution 
of the hyperbolic system (2.7.1) associated to U, and E(x, t, ,\) the frame 
of the corresponding Lax pair (2.7.2). Then s = E(·, ·, -1)E(-, ·, 1)-1 is 
a harmonic map from JR1 ,1 to U. Moreover, if u is an involution on U, 
u = Uo + ul is the eigenspace decomposition, and uo, Vo E Uo, U!, Vl E 
U1 , then the image of s lies in the symmetric space U /Uo (embedded in 
U via the Cartan embedding) and is a harmonic map from JR1 ' 1 to U/Uo. 

§4. Dressing actions and factorizations 

Suppose that G is a Lie group, and that G +, G _ are subgroups of 
G such that the multiplication maps G+ X c_ ----> G and G_ X G+ ----> 

G defined by (g+,9-) t--+ 9+9- and (g-,9+) t--+ 9-9+ respectively are 
bijections. Thus given any 9 E G, there exist unique 9+ E G+ and 
9- E G_ so that 9 = 9+9-, and unique h+ E G+ and h_ E G_ such 
that 9 = h_h+· The dressing action of G+ on G_ is defined as follows: 
Factor 9+9- as 9-fi+ with 9± E G±. Then the dressing action of G+ 
on G_ is 9+ * 9- = 9-· The dressing action of G_ on G+ is defined 
similarly. 

If the multiplication maps are injective and the images are open 
dense subsets of G, then the dressing actions are defined on an open 
neighborhood of the identity e in G±. Moreover, the corresponding Lie 
algebra actions are well-defined. 

There are two well known factorizations for a semi-simple Lie group, 
the Iwasawa and the Gauss factorizations. The analogous loop group fac­
torizations are those given by Pressley and Segal in [57] and the Birkhoff 
factorization respectively. The dressing actions of these loop group fac­
torizations play important roles in finding solutions and explaining the 
hidden symmetries of integrable systems. We will review these loop 
group factorizations. 

4.1. I wasawa and Gauss factorizations 

Let G be a complex, semi-simple Lie group, U a maximal compact 
subgroup, and B a Borel subgroup. The Iwasawa factorization of G 
is G = U B, i.e., every 9 E G can be factored uniquely as ub, where 
u E U and b E B. Let A be a maximal abelian subgroup of G, and 
N + and N _ the unipotent subgroups generated by the set of positive 
roots and negative roots with respect to a fixed simple root system of 
A respectively. The multiplication map from N_ x A x N+ to G is 
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injective and the image is an open dense subset of G, called a big cell of 
G. The Gauss factorization is the factorization of a big cell of G, i.e., 
every element g in the big cell can be factored uniquely as n_an+ with 
n± E N± and a E A. Let B+ =AN+. We call the factorization of g 
in the big cell as n_b+ with n_ E N _ and b+ E B+ again the Gauss 
factorization. 

Example 4.1.1. Let G = 8L(n, C), L.+(n) the subgroup of upper 
triangular g E 8L(n, C), and L._(n) the subgroup of lower triangular 
matrix g E 8L(n,C) with l's on the the diagonal. The multiplication 
maps L.+(n) x L._(n) -t 8L(n,C) and L,_(n) x L.+(n) -t 8L(n,C) are 
injective and the images are open and dense. Moreover, the factorization 
of g E 8L(n, C) can be carried out using Gaussian elimination on rows 
and columns of g. This is the Gauss factorization of 8L(n, C). 

Example 4.1.2. Let G = 8L(n, C), U = 8U(n), and B+(n) the 
subgroup of upper triangular matrices with real diagonal entries. The 
multiplication maps B+(n) x U(n) -t 8L(n, C) and U(n) x B+(n) -t 

8L(n, C) are bijective. Moreover, the factorization can be carried out 
by applying the Gram-Schmidt process on rows and columns of g. This 
is the Iwasawa factorization of 8L(n, C). 

4.2. Factorizations of loop groups 

Let G be a complex, semi-simple Lie group, T an involution of G 
that gives the compact real form U, and a an order k automorphism of 
G. Let B be a Borel subgroup of G such that G = U B is the lwasawa 
factorization. Given an open subset 0 of 8 2 , let Hol( 0, G) denote the 
group all holomorphic maps f : 0 -t G with multiplication defined by 
(fg)(>.) = f(>.)g(>.). Let f > 0, 

8 2 = c u { 00 }, C* = {>. E c I ).. =.F 0}, 

0€ = {>. E c I 1>.1 < f}, 01/< = {>. E 8 2 I 1>.1 > 1/E}. 

To explain symmetries of soliton flows we need to consider the following 
groups: 

A( G) = Hol(C n 01;" G), 

A+(G) = Hol(C, G), 

A_(G) = {f E Hol(01;"G) I f(oo) = e}. 

The following is the Gauss loop group factorization (the Birkhoff factor­
ization): 
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Theorem 4.2.1. The Gauss loop group factorization. The 
multiplication maps from A+( G) x A_(G) and A_(G) x A+(G) to A( G) 
are injective and the images are open and dense. In particular, there 
exists an open dense subset A(G)o of A(G) such that given g E A(G)o, 
g can be factored uniquely as g = g+g- = h_h+ with 9+, h+ E A+(G) 
and g_, h_ E A_(G). 

Suppose Ta = a-1T. Let g = 90 + · · · + 9k-l be the eigenspace 
decomposition of a, and Uj = UnQj. Let f and a be the automorphism 
of A(G) defined by 

(4.2.1a) 

(4.2.1b) 

f(g)(A) = T(g(A)), 

a(g)()..) = a(9(e-2rri/k )..)). 

Let A17 (G) denote the fixed point set of a on A( G). Since Ta = a-1T, a 
direct computation implies that 7' leaves A 17 (G) invariant. Let A r,a (G) 
denote the subgroup of 9 E A(G) that is fixed by f and a. Let Ar(G) 
denote the subgroup of A( G) fixed by f. Then 

Ar(G) = {f E A( G) I f satisfies U -reality condition (2.2.1)}, 

Ar,a(G) = {f E A(G) I f satisfies U/U0 -reality condition (2.4.1)}, 

A±(G) = Ar(G) n A±(G), 

A~{(G) = Ar,a(G) n A±( G). 

Corollary 4.2.2. Suppose 9 E A( G) is factored as 9 = 9+9- with 
9+ E A+(G) and 9- E A_(G). If m = a- 1T, then 

(i) 9 E Ar(G) implies that 9± E A±(G), 
(ii) 9 E A r,a (G) implies that 9± E A~17 (G). 

To explain symmetries of the elliptic integrable systems, we need to 
consider the (G, T)-reality condition 

(4.2.2) 7(9(1/X) = 9(A), 
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and the following groups: 

L(G) = C00 (S\ G), 

L+(G) = {f E L(G) I f extends holomorphically to I A I < 1}, 

Le(U) = {f E C 00 (S\U) I f(l) = e}, 
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W (G) = {f E Hol(( 0< U 0 1;<) n C*, G) I f satisfies the ( G, T)-reality 

condition (4.2.2)}, 

n:;_(G) = {f E nr(G) I f extends holomorphically to C*}, 

n:.(G) = {f E nr(G) I f extends holomorphically to OE u 01/E 

andf(oo) =I}. 

For the (G, T, 0")-system, we also need the subgroup of 9 E nr(G) that 
satisfies the ( G, T, O" )-reality condition: 

(4.2.3) 7(9(1/:\)) = 9(>.), 0"(9(e- 2
;:' >.)) = 9(>.). 

Theorem 4.2.3. {(51]). The multiplication map from n~_(G) X 

Hf. (G) to W (G) is a bijection. 

Corollary 4.2.4. Given 9+ E st+ (G) and 9- E n:::_ (G), 9-9+ can be 
factored uniquely as [J+9- with 9+ E st+(G) and 9- E st:::_(G). Moreover, 
if TO"= O"T and 9+,9- satisfy the (G,T,O")-reality condition (4.2.3), then 
9+ E Sl~""(G) and 9- E n::_.""(G). 

Theorem 4.2.5. The lwasawa loop group factorization {(57]). 
The multiplication maps Le(U) x L+(G)-+ L(G) and L+(G) x Le(U)-+ 
L( G) are bijections. 

§5. Symmetries of the U-hierarchy 

Let T be a conjugate linear involution of G, and U its fixed point 
set. In this Chapter, we assume U is compact. Let A be a maximal 
abelian subalgebra of U. The U -hierarchy has three types of symmetries, 
i.e., three actions on the space of solutions of the (b, j)-fiow in the U­
hierarchy: 

-An action of the infinite dimensional abelian algebra A+ of poly­
nomial maps from C to A ® C. 

-An action of A:::.(G). 
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-An action of the subgroup off E Df. (G) such that the infinite jet 
of /b- I at .A = -1 is 0, where f = fufb with fu E U, /b E B, and 
G = U B is the Iwasawa factorization. 

The first two symmetries arise naturally from the dressing actions of the 
factorization theorems given in section 4.2. The third action comes from 
the dressing action of a new factorization. 

5.1. The actionof A::.(G) 

It follows from the Gauss loop group factorization 4.2.1 that the 
group A::. (G) acts on A f. (G) by local dressing action. This induces an 
action of A::.(G) on the space of germs of solutions of the (b,j)-flow 
(2.1.3) in the U-hierarchy at the origin as follows: Let u: IR2 ---+ A..L nU 
be a solution of the (b, j)-th flow (2.1.3), (h._ the corresponding Lax pair 
(2.1.5), and E(x, t, .A) the frame of u, i.e., E is the solution of 

Then E(x, t)(.A) = E(x, t, .A) is holomorphic in .A E C, i.e., E(x, t) E 

A+(G) for all (x, t). Since 8>. satisfies the U-reality condition r(8x) = 8>., 
E(x, t) satisfies r(E(x, t)(X)) = E(x, t)(.A). In other words, E(x, t) E 
Af.(G). Given g E A::.(G), by the Gauss loop group factorization 4.2.1 
and Corollary 4.2.2 there is an open subset 0 of the origin in IR2 such 
that the dressing action of g at E(x, t) is defined for all (x, t) E 0. Let 
g * E(x, t) denote the dressing action of gat E(x, t). This is obtained as 
follows: Factor gE(x, t) as 

gE(x, t) = E(x, t)g(x, t) 

with E(x, t) E Af.(G), and g(x, t) E A::.(G). Then 

g * E(x, t) = E(x, t). 

Expanding g(x)(.A) at .A= oo we have: 

g(x, t)(.A) =I+ g1(x, t).A- 1 + g2(x, t).A- 2 + · · · . 

The following results are known (cf. [70]): 

(i) u = u + [a, g1] is again a solution of the (b, j)-flow. 
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(ii) g * u = u defines an action of A=_ (G) on the space of local solutions 
of the (b, j)-fiow. 

(iii) E(x, >.) is the frame of u. 
(iv) Suppose g E A 7 (G) is a rational map with only simple poles, i.e., g 

satisfies the U-reality condition and is of the form g(>.) =I+ 2:::~= 1 >-~1"1 
for some ~j E g and aj E C \ { 0}. Then g * u can be computed explicitly 
in terms of g, u, E. 

(v) If U is compact, g E A 7 (G) is rational, and u is a smooth solution 
defined on all (x, t) E JR.2 that is rapidly decaying in x, then g * u is also 
defined on allJR.2 and is rapidly decaying in x. 

We claim that AT_:_ a (G) acts on the space of solutions of flows in the 
U /U0-hierarchy. To see this, let E be the frame of a solution u of the 
(b,mk + 1)-fiow in the U/U0-hierarchy. Then E(x,t, ·) E Nt(G). By 
Corollary 4.2.2, g * E satisfies the ( G, T, a )-reality condition. Hence g * u 
is a solution of the (b, mk + 1)-fiow in the U /U0-hierarchy. We give an 
explicit example next. 

Example 5.1.1. ([10]). Let T(y) = y, and a(y) = In,n y I~.~ be 

the involutions of 0(2n, C) that give the symmetric space 0(~)(~'2(n) as 

in Example 2.5.4. Let v = ( _ ~t ~) be a solution of the 0(~/~'2(n)­
system (2.5.3), B>. the corresponding Lax n-tuple (2.5.4), and E the 
frame of v. We give an explicit construction of the action of certain 
rational map with two poles in AT_:_a (G) on v below. Let W, Z be two 
unit vectors of JR_n, 1r the projection of C2n onto the complex linear 

subspace spanned by G~) , s E JR. non-zero, and 

(5.1.1) his -rr(>-) = 1r + --. (I- 1r) 7T + --. (I- 7r) . ( >. - is ) ( >. + is ) 
. ). + zs ). - zs 

A direct computation shows that his,-rr E AT_:_a(G). Then we have: 

(1) his,-rrE(x) = E(x)his,ir(x)' where 7T(x) is the Hermitian projection 
onto the complex linear subspace spanned by 

( W(x)) _ E( . )-1 (w) 
iZ(x) - x, -zs iZ · 
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(2) (W, iZ)t is a solution of the following first order system: 

(5.1.2) (~) x =-(-is aj + [aj, v]) (~). 
1 

(3) Given v, system (5.1.2) is solvable for (~) if and only if v is a 

solution of (2.5.3). 

(4) Let~= (~ij), ¢(~) = ~- Ei ~iieii, and F = F- 2s ¢(ir). Then 

E = his,n * E is the frame ofF = his,n *F. 

5.2. The orbit A~ (G) * 0 

Note that u = 0 is a trivial solution of the (b,j)-fiow in the U­
hierarchy and the corresponding Lax pair is fh. = a>.dx + b>.J dt. So the 
frame E 0 ofu = 0 is E 0 (x,t,>.) = exp(axA.+bA.Jt). Given g E A~(G), 
to compute g * 0, the first step is to factor 

(5.2.1) 0 - -gE (x, t) = E(x, t)g(x, t), 

with E(x,t) E Af_(G), g(x,t) E A~(G). The second step is to expand 
g(x, t) as 

g(x, t)(>.) =I+ g1(x, t)>.- 1 + g2(x, t)>.-2 + · · ·. 

Then g * 0 = [a, §1] is a solution of the (b, j)-fiow. 

The orbit A~ (G) * 0 contains several interesting classes of solutions 
(cf. [69]): 

(1) If g E A~(G), then 9*0 is a local analytic solution of the (b,j)-fiow. 

(2) If g E A~(G) is a rational map, then the factorization 5.2.1 can be 
carried out using residue calculus and linear algebra. In fact, g can be 
given explicitly in terms of a rational function of exponentials. Hence 
g * 0 can be written explicitly as a rational function of exponentials. 
Moreover, (g * O)(x, t) is defined for all (x, t) E JR2 , is rapidly decaying 
as lxl -> oo for each t E IR, and is a pure soliton solution. 
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(3) If 9 E A=_(G) such that 9- 1 (>-.)a9(>-.) is a polynomial in ,>..- 1 , then 
9 * 0 is a finite type solution, and 9 * 0 can be obtained either by solving 
a system of compatible first order differential equations or by algebraic 
geometric methods. 

5.3. Rapidly decaying solutions 

A global solution u(x, t) of the (b,j)-fiow in the U-hierarchy is called 
a Schwartz class solution if u(x, t) is rapidly decaying as lxl -+ oo for 
each t E R The orbit A::_ (G) * 0 contains soliton solutions, which are 
Schwartz class solutions. But most Schwartz class solutions of the (b, j)­
fiow do not belong to this orbit. We need to use a different loop group 
factorization than the ones given in section 4.2 to construct general 
Schwartz class solutions. 

Since we assume U is the compact real form of G, there is a Borel 
subgroup B such that G = U B (the Iwasawa factorization). Let SD7 

denote the group of meromorphic maps 9 : C \ ffi. -+ G that satisfying 
the following conditions: 

(a) 9 has an asymptotic expansion 9(>-.) "'I+ 91 >-.- 1 + 92 >-.-2 + · · · at 
).. = oo, 

(b) 9 satisfies the U-reality condition (2.2.1), 

(c) lims-+O± 9( r + is) = 9± ( r) is smooth, 

(d) h+- I is in the Schwartz class, where 9+ = v+h+ with v+ E U and 
h+ E B. The U-reality condition implies that 9- = T(9+)· 

Let n::_ denote the subgroup of 9 E SDT that is holomorphic in 
C \ R Then n::_ is isomorphic to the subgroup of f E L+ (G) such that 
f - I vanishes up to infinite order at ).. = -1. To see this, we consider 
the following linear fractional transformation 

(5.3.1) ).. = c/>(z) = i(1- z)/(1 + z). 

Note that 1> has the following properties: 

(i) 1> maps the unit circle lzl = 1 to the real axis, 
(ii) 1>(-1) = oo, 

(iii) 1> maps the unit disk lzl < 1 to the upper half plane. 

Theorem 5.3.1. {[69]). Let 9 En::_, ¢> the linear fractional trans-
formation defined by (5.3.1), and <I>(9)(z) = g(cf>(z)) for lzl =f 1. Then: 

( 1) <I> is one to one, 
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(2) <I>(g+)(ei0 ) and <I>(g-)(ei0 ) are the limit of <I>(g)(z) as z ~ e;o with 
lzl < 1 and izi > 1 respectively. Moreover, <I>(g+) E L+ (G). 

(3) <I>(g) satisfies the (G, r)-reality condition, r(<I>(g)(1/A)) = <I>(g)(.X). 

(4) Let G = UB be the Iwasawa factorization of G. Factor <I>(g) = fufb 
with fu E U and fb E B. Then the infinite jet of fb-I at z = -1 is 
zero. 

The above Theorem identifies g ED~ with <I>(g) E L+(G), whose B­
component is equal to the identity up to infinite order at z = -1. Recall 
that the frame of the trivial solution u = 0 of the ( b, j)-flow in the U­
hierarchy is E 0 (x, t)(.X) = eaxA+b.:>.it. Note that <I>(E0 (x, t))(z) is smooth 
for all z E S1 except at z = -1, where it has an essential singularity. So 
we cannot use the dressing action from the Gauss factorization L( G) = 
Le(U)L+(G) and the identification <I> to induce an action of D~ at u = 0. 
However, we can still factor gE0 as Eg withE E A+(G) and g E D~. 
Intuitively speaking, the essential singularity at z = -1 is compensated 
by the infinite flatness of r(<I>(g+))- 1<I>(g+)(z) at z = -1. 

Theorem 5.3.2. {169]). There is an open dense subset V of SD7 

such that if g E V then for each (x, t) E IR2 , We can factor 

g(.X)eaxA+b.>.jt = E(x, t, .X)g(x, t, .X) 

uniquely such that E(x, t, ·) E A+(G) and g(x, t, ·) E SD7 • Moreover, 

(i) E-1 Ex is of the form a.X + u(x, t), 

(ii) u(x, t) is a Schwartz class solution of the (b,j)-flow, 

(iii) E is the frame of u. 

Let gUO denote the solution u constructed in Theorem 5.3.2. Then: 

Theorem 5.3.3. {169]). 

(1) (D~UO) n (A~(G) * 0) = {0}. 
(2) SD7 UO is open and dense in the space of Schwartz class solu­

tions of the (b, j)-flow in the U -hierarchy. 
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5.4. The action of an infinite dimensional abelian group 

Let j > 0 be an integer, b E A, ~b,j E A:f- (g) defined by ~b,j ( >.) = b).J, 
and eb,j(t) the one-parameter subgroup of A:f_(G) defined by ~b,j, i.e., 

eb,j(t)(>.) = eb>h. 

Let A+ be the subgroup of A:f- (G) generated by { eb,j ( t) I b E A, j E 

N, t E IR}. The Lie algebra A+ of A+ is the subalgebra of A:f_(Q) gener­
ated by { ~b,j I b E A, j E N}. It follows from Theorem 5.3.2 that given 
f E A::.(G) we can factor f- 1ea,1(x) = E(x)m-1(x) with E(x) E A+( G) 
and m(x) E SDT. Expand m(x)(>.) at>.= oo to get 

m(x)(>.) =I+ m 1(x)>.- 1 + m 2 (x)>.- 2 + · · ·. 

Define :F(f) = uf := [a, m 1]. Then :F is a map from SDT (G) to S(IR, Aj_n 
U). 

Given b E A, a positive integer j, and f E SDT, it follows from 
Theorem 5.3.2 that we can factor 

with E(x, t) E A+(G) and m(x, t) E SDT. A straightforward direct 
computation implies that (d. [69]): 

(i) E-1 Ex(x, t, >.)must be of the form a>.+u(x, t) and u =[a, m 1], where 
m 1 is the coefficient of>. - 1 of the expansion of m as 

m(x, t)(>.) =I+ m1 (x, t)>. - 1 + m 2 (x, t)>. - 2 + · · · . 

(ii) u is a solution of the (b, j)-flow in the U -hierarchy. 

By definition of the dressing action, m(x, t) = (ea, 1(x)eb,j(t)) *f. Hence 
the (b, j)-flow arises naturally from the dressing action of A+ c A+ (G) 
on S DT. Moreover, 

where rPb,j ( t) is the one-parameter subgroup generated by the vector field 
Xb,j corresponding the (b, j)-flow in the U-hierarchy (i.e., Xb,j defined by 
(2.1.6)). In other words, the infinitesimal dressing action of the abelian 
algebra A+ on SDT gives the U-hierarchy of commuting flows. For more 
details of this discussion see [69]. 
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5.5. Geometric transformations 

Let g E A~" (G), v a solution of some integrable system associated 

to U /Uo, and E the frame of v. Factor gE as E[j with E(x, t) E A~" (G) 
and [j E A~"(G). Then g * v = v, and g * E = E is the frame of g * v. 
We have seen in Chapter 3 that geometries associated to solutions of an 
integrable system can often be read from their frames at some special 
value ,\ = >.0 . So E>-.0 f--+ g * E>-.0 gives rise to a geometric transforma­
tion for the corresponding geometries. For example, it is known that 
solutions of the SGE equation correspond to surfaces in IR3 with con­
stant Gaussian curvature K = -1. The Lax pair of the SGE equation 
satisfies the SU(2)/S0(2)-reality condition, and the dressing action of 
9is,1r(>.) = 1r + ~:;=;:(I- rr) on the space of solutions of the SGE equa­
tion corresponds to the classical Backlund transformation of surfaces in 
IR3 with K = -1 ( cf. [70]). In this section, we use another example to 
demonstrate this correspondence between the dressing action and geo­
metric transformations. We describe the geometric transformation of 
flat submanifolds that corresponds to the action of the rational element 

his,1r (defined by (5.1.1)) on the solutions of the O(~c;~(n)-system. 

First, we need to recall the following definition given by Dajczer and 
Tojeiro in [21, 22]. 

Definition 5.5.1. Let Mn and !VJn be submanifolds of S 2n-l with 
flat normal bundle. A vector bundle isomorphism P : v(M) --+ v(M), 
which covers a diffeomorphism f!: M--+ M, is called a Ribaucour Trans­
formation if P satisfies the following properties: 

(a) If~ is a parallel normal vector field of M, then Po~ o g-l is a parallel 
normal field of M. 

(b) Let ~ E vx(M), and rx,f, the normal geodesic with~ as the tangent 
vector at t = 0. Then for each~ E v(M)x, rx,f, and r£(x),P(t;) intersect 
at a point that is equidistant from x and f!(x) (the distance depends on 
x). 

(c) If 7] is an eigenvector of the shape operator At, of M, then £* ( 77) is an 
eigenvector of the shape operator AP(t;) of M. Moreover, the geodesics 
rx,ry and r£(x),£.(ry) intersect at a point equidistant to x and f!(x). 

Dajczer and Tojeiro used geometric methods to prove the existence 
of Ribaucour transformations between flat n-submanifolds of S2n-l in 
[21]. These Ribaucour transformations are exactly the ones obtained 
from dressing actions of his,1r given in Example 5.1.1, i.e., 
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Theorem 5.5.2. {[10]}. Let F be a solution of the O(~g~\n) 
system (2.5.3), and E the frame of the corresponding Lax n-tuple (2.5.4). 
Let his,1r E A~"(G) defined by (5.1.1), F = his,1r * F, and E = his,1r * E 
as in Example 5.1.1. Let M be a flat n-submanifold in S 2n-l associated 
to F as in Theorem 3.3.3. Then there exist a flat n-submanifold M in 
S 2n-l and a Ribaucour transformation P : v(M) ----. v(M) constructed 

from E = his,1r * E such that the solution of the O(~gr;J(n) -system for 

M is F = hz,1r *F. 

5.6. The characteristic initial value problem for the -1-
flow 

Given a, bE U such that [a, b] = 0, the -1-flow in the U-hierarchy 
defined by a, b is the following equation for g : JR2 ----. U 

(5.6.1) 

with the constraint g- 1gx E [a,U]. It has a Lax pair 

Equation (5.6.1) is hyperbolic, and the x-, t-curves are the characteris­
tics. The characteristic initial value problem (or the degenerate Goursat 
problem) is the initial value problem with initial data defined on two 
characteristic axes, i.e., given h1, h2 : lR----> U satisfying h1 1 (hi)x E [a,U] 
and h1 (0) = h2(0), solve 

(5.6.2) { 
(g- 1gx)t = [a, g- 1bg], 

g(x,O) = h1(x), g(O,t) = h2(t). 

If we write u = g-1gx, v = g-1bg, then the -1-flow equation (5.6.1) 
becomes the following system for (u, v), 

(5.6.3) Ut = [a,v], Vx = -[u,v], 

The Lax pair is 

(5.6.4) fh.. =(a).+ u)dx + r 1vdt. 

Let Mb denote the adjoint U-orbit in U at b. Since u(x,O) = h1 1hi(x) 
and v(O, t) = h 2 (t)- 1 bh2 (t) E Mb, the characteristic initial value problem 
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(5.6.2) becomes the following initial value problem for (5.6.3): given 
~ : lR ---t [a, U] and 77 : lR ---t Mb, find ( u, v) : IR2 ---t [a, U] x Mb so that 

(5.6.5) {
Ut =[a, v], Vx = -[u, v], 
u(x, 0) = ~(x), v(O, t) = 77(t). 

In [28], Dorfmeister and Eitner use the Gauss loop group factorization 
to construct all local solutions of the Tzitzeica equation (2.6.4). Their 
construction in fact solves the characteristic initial value problem (5.6.5) 
for the -1 flow in the U-hierarchy: 

Theorem 5.6.1. ([28]}. Let~, 77: lR ---t [a,U] x Mb be smooth maps, 
and L+(x,A.) and L_(t,>.) solutions of 

{
(L+)- 1 (L+)x =a>.+ ~(x), 
L+(O, >.)=I, 

respectively. Factor 

(5.6.6) 

with V±(x, t, ·) E L±(G) via the Gauss loop group factorization. Set 

cp(x, t, >.) = L_(t, >.)V+(x, t, .A)= L+(x, >.)V_(x, t, >.). 

Then ¢-1¢x =a>.+ u(x, t) and ¢-1¢t = .x-1v(x, t) for some u, v, and 
(u, v) solves the initial value problem of the -1-fiow (5.6.5) in the U­
hierarchy. 

Proof. Differentiate ¢ = L_ V+ = L+ V_ to get 

¢-1¢x = V_::- 1 (a>. + ~(x))V_ + v_::- 1(V_)x = Vj:"" 1(V+)x· 

So ¢-1¢x E .C+(g) and 

¢-1¢x = 7r+(V_::-1 (a>. + ~(x))V_), 

where 7r± is the projection of .C(Q) onto .C±(g) with respect to the 
decomposition .C(Q) = .C+(Q) + .C_(Q). Expand 

v_(x, t, >.)=I+ mi(X, t)r1 + .... 

A direct computation shows that 
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Hence ¢-1 ¢x =a>.+ u(x, t), where u =~+[a, m 1]. A similar argument 
implies that 

where g0 (x, t) is the constant term in the expansion 

00 

V+(x, t, >.) = L gJ(x, t)>.J. 
j=O 

This implies that (u,v) is a solution of (5.6.3), where 

u(x, t) = ~(x) +[a, m1 (x, t)], v(x, t) = go(x, t)ry(t)g0 (x, t)- 1. 

It remains to prove ( u, v) satisfies the initial conditions. This can be 
seen from the factorization 5.6.6. Note that 

SinceL_(O,>.) =I, therighthandsideliesinL+(G). Hence V_(x,O,>.) = 
I, which proves that m 1 (x,O) = 0. Therefore u(x,O) = ~(x). A similarl 
argument implies that v(O, t) = ry(t). Q.E.D. 

They also show that every local solution of (5.6.3) can be constructed 
usingsuitable~(x) andry(t). To see this, let (u,v) beasolutionof(5.6.3), 
and ¢(x, t, >.) the trivialization of the corresponding Lax pair: 

Use the Gauss loop group factorization to factor 

¢(x, t, ·) = L_(x, t, ·)V+(x, t, ·) = L+(x, t, ·)V_(x, t, ·). 

Differentiate the above equation to get 

L= 1(L_)x = 7T_(V+(a>. + u)V-t 1 ) = 0, 

L=1(L_)t = L(V+r1vV_; 1) = >.- 1govg0\ 

L+. 1(L+)x = 7T+(V-(a>. + u)V_::- 1) =a>.+ u + [m1, a], 

L+.1(L+)t = L(V_>.-1vV_::- 1) = o, 

where g0 is the constant term in the power series expansion of V+ ( x, t, >.) 
in>. and m 1 is the coefficient of>. - 1 of V_. This implies that (L_ )x = 0, 
(L+)t = 0, L+. 1 (L+)x =a>.+ u(x, 0) and L= 1 (L-)t = >.- 1v(O, t). 
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Let T be the involution of G with the real form U as its fixed point 
set, and a an order k automorphism of G such that aT= T-1a- 1• Let 91 
denote the eigenspace of a* of 9 with eigenvalue e ¥, and Uj = U n 9J. 
Let a E 91, b E 9-1 such that [a, b] = 0. The -1-flow in the U /Uo­
hierarchy is the restriction of the -1-flow in the U-hierarchy (5.6.3) 
to the space of maps (u, v) : IR2 ---+ [a,U_ 1] x Ad(U0 )b. It is easy to 
see that the solution constructed for initial data~ : lR---+ [a,U_ 1] and 
'TJ: lR---+ Ad(Uo)(b) in Theorem 5.6.1 is a solution of the -1-flow in the 
U /U0-hierarchy. In other words, the characteristic initial value problem 
for the -1 flow in the U /U0-hierarchy can be solved by the algorithm 
given in Theorem 5.6.1. 

§6. Elliptic systems associated to G, T, a 

Let G be a complex Lie group, and T a conjugate linear involution 
of 9, and a an order k complex linear automorphism of 9 such that 
Ta = aT. Let 9J be the eigenspace of a with eigenvalue e¥. So we 
have 91 = 9m if j = m (mod k), and 

9 = 9o + 91 + · · · + 9k-1, [9j, 9r] C 9J+r· 

We claim that T(91) C 9-j· To see this, let a(~1 ) = a1~1 , where a= 
e 2~'. Then 

a(T(~j)) = T(a(~j)) = T(aj~j) = iijT(~j) = 0'.-jT(~j)· 

Let U be the fixed point set of T, and U u denote the fixed point set of a 
on U. Since aT= Ta, a(U) C U and a I U is an order k automorphism 
of U. The quotient space U /Uu is called a k-symmetric space. 

We will construct the sequences of U- and U /Uu- systems. 

6.1. The m-th (G,T)-system 

The m-th (G,T)-system (also called the m-th elliptic U-system) is 
the following system for ( Uo, · · · , Um) : C ---+ n:o 9: 

(6.1.1) 

It has a Lax pair: 

(6.1.2} 
m 

(h._= 2: u1>..-1dz + T(u1)>..1dz. 
j=O 

if 1:::; j:::; m, 
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Equation (6.1.1) is also referred to as the m-th elliptic U -system, where 
U is the fixed point set of r. 

The Lax pair (6.1.2) satisfies the (G, r)-reality condition (4.2.2), i.e., 

r(01;x) = 0>.. 

Note that ~ = 2:,1 ~1 .>..i satisfies the (G, r)-reality condition if and only 
if ~-j = r(~1 ) for all j. 

6.2. The m-th ( G, r, u )-system 

The m-th ( G, r, u )-system is the following equation for ( u0 , · • · , um) : 
C --+ tJJ'f:=09-j, 

(6.2.1) { (uj)z = 2:,;:~1 [ui+j,r(~)], if 1:::; j:::; :::' 
-(uo)z + (r(uo))z + Lj=O [uj,r(uj)]- 0. 

It has a Lax pair 

m 

(6.2.2) 0>. = L ui>..-idz + r(ui)>..idz. 
i=O 

Note that: 

(i) The m-th (G, r, u)-system is the restriction of the m-th (G, r)-system 
to the space of maps ( uo, · · · , um) with values in tJJ'f:=o9-j. 

(ii) The Lax pair of the m-th (G,r,u)-system satisfies the (G,r,u)­
reality condition 4.2.3, i.e., 

(iii)~(>..)= 2:,1 ~1 >..1 satisfies the (G, r, u)-reality condition if and only if 
~j E g1 and ~-j = r(~1 ) for all j. 

Let U be the fixed point set of r, and U a the fixed point set of u on 
U. System (6.2.1) will also referred to as the m-th elliptic U /Ua-system. 

A direct computation gives the following Proposition: 

Proposition 6.2.1. Let r be an involution, and u an order k au­
tomorphism of G such that ur = ru, and 1 :::; m < ~. If 'ljJ : C --+ U is 
a map such that 

(6.2.3) 
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then(u0 ,··· ,um) isasolutionofthem-th(G,T,a)-system. Conversely, 
if 

(uo, · · · , um) is a solution of the m-th (G, T, a)-system (6.2.1), then there 
exists'¢: C----+ U such that '¢- 1d'¢ = L:;:o uidz + T(uj)dz. 

Definition 6.2.2. Let T, a, k, and U be as in Proposition 6.2.1, and 
1 ~ m < ~- A map'¢ : C ----+ U is called a (a,m)-map if '¢-1'¢z E 

!f/]~1g-j· 

Definition 6.2.3. ([15]). Let U/Uu denote the k-symmetric space 
(with k ~ 3) given by T, a, and 1r: U----+ U /Uu the natural projection. A 
map ¢ : C ----+ U jU0 is called primitive if there is a lift '¢ : C ----+ U (i.e., 
1r o '¢ = ¢) so that '¢-1'¢z E g0 + g_1 . In other words, there is a lift '¢ 
that is a (a, 1)-map. 

By Proposition 6.2.1, the equation for (a, m)-maps is the m-th (G, T, 

a)-system, and the equation for primitive maps is the first (G,T,a)­
system. We refer the reader to [15] for a more detailed study of primitive 
maps. 

Example 6.2.4. Let g = sl(3, q, T(~) = -~t, and D = (~1 ~ ~) . 
0 0 1 

Let a(~) = -D~t v-1 . Note that v- 1 = Dt, a2 (~) = diag( -1, -1, 1)~diag 
( -1, -1, 1), a has order 4, and aT = Ta. A direct computation shows 
that the eigenspaces gj with eigenvalues (A )i are: 

go= { (~ ~)I~ E sl(2,C)}, 

g1 = { (? ~ ~) I a, bE c} , 
zb -za 0 

g2 = C diag(1, 1, -2), 

g3 = { ( ~- ? ~) I a, b E c} . 
-zb za 0 

The 2nd (G,a,T)-system (or the second elliptic SU(3)/SU(2)-system) 
is the system for (uo,u1,u2): C----+ g0 x g_1 x g_2: 

(6.2.4) 
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Example 6.2.5. ([38, 51]). Let Q = sl(n, <C), r(~) -~t, and 
O"(~) = C~C- 1 , where C = diag(l, a,··· , an- 1 ) and a = e 2~i. Then 
TO" = O"T, and the eigenspace Qj of O" is spanned by { ei,i+j I 1 ~ i ~ n }. 
Here we use the notation that eij = ei'j' if i = i' and j = j' (mod n). 
The first ( G, T, O" )-system is the equation for A0 = diag( u 1 , · · · , un) and 
A1 = I::7= 1 Viei,i-1 so that 

is fiat for all>.. If Vi > 0 for alll ~ i ~ nand v1 · · · Vn = 1, then flatness 
of fh.. implies that we can write Ui = (wi)z and Vi = ewi-w,_, for some 
w1 ,··· ,wn. The first (G,r,O")-system written in terms of w;'s is the 
2-dimensional elliptic periodic Toda lattice: 

6.3. The normalized system 

The normalized m-th ( G, r)-system or the normalized m-th U -system 
is the system for v1 , · · · , Vm : IR.2 --+ Q: 

m-j m 

(6.3.1) (vj)z = L [vi+j, r(vi)]- L[vj, r(vi)], 1 ~ j < m. 
i=1 i=1 

It has a Lax pair 

m 

(6.3.2) 8>- = L(r1 -l)v1 dz + (>.1- l)r(vj) dz, 
j=1 

which satisfies the ( G, r)-reality condition ( 4.2.2). 

We claim that the Lax pair (6.3.2) is gauge equivalent to the Lax 
pair (6.1.2) for the m-th (G, r)-system (6.1.1). Hence system (6.3.1) and 
(6.1.1) are gauge equivalent. To see this, let (u0 , · · · ,um) be a solution 
of (6.1.1), 

m 

eA = LUjA-jdz+r(uj)Ajdz 
j=O 

its Lax pair, and E(z, z)(>.) the frame of 8>,, i.e., 

m m 

E- 1Ez=Lu1>.-1, E- 1E2 =Lr(uj)>.J, E(O,O)(>-)=e. 
j=O j=O 
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Let g = E(·, ·, 1). Since 0>. satisfies the (G,T)-reality condition, E satis­
fies 

T(E(·, ·, 1/.\)) = E(·, ·, >..). 

Hence E(·, ·, >..) E U if I >.. I = 1. In particular, g E U. The gauge 
transformation of 0>. by g is 

m 

(j>. = gO>.g- 1 - dgg- 1 = L_).x.-1 -1)gu1g- 1dz + (>..1 -1)gT(u1)g-1dz 
1=1 

m 

= l_).x.-1- 1)gujg-1dz + (>..J- 1)T(gujg-1 )dz. 
j=1 

So (v1, · · ·, vm) is a solution of (6.3.1), where vi= gujg- 1 , and 

F(z, z)(>..) = E(z, z)(>..)(E(z, z)(l))- 1 

is the frame of e),.. 

§7. Geometries associated to integrable elliptic systems 

Let T be the involution of G whose fixed point set is the maximal 
compact subgroup U of G, and CJ an order k automorphism of G such 
that CJT = TCJ. Let gj denote the eigenspace of CJ* on g with eigenvalue 
~ e k • Since CJT = TCJ, we have CJ(U) C U, and CJju is an order k au-

tomorphism of U. Let U a denote the fixed point set of CJ in U. The 
quotient U /Ua is a symmetric space if k = 2, is a k-symmetric space if 
k > 2. 

It is known that the first (G, T)-system is the equation for harmonic 
maps from IC to U ([72]). The first (G,T,CJ)-system is the equation for 
harmonic maps from IC to the symmetric space U /Ua if the order of CJ is 
2, and is the equation for primitive maps if k > 2 ([15]). It is also known 
that a primitive map cjJ : IC ~ U /Ua is harmonic if U /Ua is equipped 
with aU-invariant metric and 91 is isotropic ([15]). 

The first ( G, T, CJ )-system also arises naturally in the study of sur­
faces in symmetric spaces with certain geometric properties. For exam­
ple, constant mean curvature surfaces of simply connected 3-dimensional 
space forms N 3 (c) ([56, 6]), minimal surfaces in ICP2 ([11, 9]), minimal 
Lagrangian surfaces in ICP2 ([50, 52]), minimal Legendrian surfaces in 
8 5 ([64, 42]), and special Lagrangian cone in JR6 = IC3 ([42, 52]). 
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The only known surface geometry associated to the m-th (G, T, a)­
system form > 1 was given by Helein and Roman. They showed that the 
equations for Hamiltonian stationary surfaces in 4-dimension Hermitian 
symmetric spaces are the second elliptic system associated to certain 
4-symmetric spaces (cf. [43]). 

If the equation for surfaces with special geometric properties is the 
m-th (G, T, a)-system, then the techniques developed for integrable sys­
tems can be applied to study the corresponding surfaces. In particular, 
the finite type (or finite gap) solutions give rise to tori with given geo­
metric properties. This has been done for constant mean curvature tori 
of N 3 (c) in (56] and (6], for minimal tori of <CP2 in (11, 9], and for 
minimal Legendrian tori of 8 5 in (64, 52]. 

We will give a very brief review of some of the results mentioned 
above. For more details, we refer the readers to (38, 39] for harmonic 
maps, to (56, 6] for constant mean curvature surfaces in 3-dimensional 
space forms, to (11, 9] for minimal surfaces in <CP2 , and to (43] for 
Hamiltonian stationary surfaces in four dimensional Hermitian symmet­
ric spaces. 

7.1. Harmonic maps from JR2 to U and the first (G,T)­
system 

First we state some results of Uhlenbeck ((72]) on harmonic maps 
from <Cor 82 to U(n). 

Theorem 7.1.1. ([72]}. Let G be a complex semi-simple Lie group, 
U the real form defined by the conjugate linear involution T, s : <C ---> U 
a smooth map, and A= -~s- 1 sz. Then the following statements are 
equivalent: 

(i} s is harmonic, 

(ii} A,z = -[A, T(A)], 

(iii} (..\- 1 - l)A dz + (..\- l)T(A) dz is fiat for all..\ E <C \ {0}, i.e., A 
is a solution of the normalized 1st (G, T)-system. 

Corollary 7.1.2. ([72]}. Suppose 

fh = (..x- 1 - l)A(z, z)dz +(.A- l)T(A(z, z))dz 

is a fiat g-valued 1-form for all ..\ E <C \ 0, and E>. the corresponding 
frame (i.e., E-; 1dE>. = (}>, and E>.(O) = e). Then E_1 is a harmonic 
map from <C to U. 
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Using the ellipticity of the harmonic map equation, Uhlenbeck proved 
that there are trivializations of the Lax pair of harmonic maps from S 2 

to U(n) that are polynomials in the spectral parameter: 

Theorem 7.1.3. {[72]). Let s : S 2 --. U(n) be a harmonic map, 

and E the frame of the corresponding Lax pair fh. =- >..-~- 1 s-1sz dz­

>.. 21 s - 1 s z dz. Then there exist 'Y E L e ( U) and smooth maps 1r i : S 2 --> 

Gr(ki, en) such that 'Y(>..)E(·, ·, >..) = (n1 + >..n[) · · · (nr + >..n;!-). 

A harmonic map from a domain of !C to U ( n) is called a finite uniton 
if the corresponding Lax pair admits a trivialization that is polynomial 
in>.. ([72]). The above theorem implies that all harmonic maps from S 2 

to U ( n) are finite unitons. 

A proof similar to that of Proposition 3.9.4 gives 

Proposition 7.1.4. LetT be the involution of G that defines the 
real form U, (uo, ut) : !C --> 9 x 9 a solution of the first (G, r)-system 
(6.1.1), and E>..(z, z) the frame of the corresponding Lax pair (6.1.2). 
Then s = E-1E!1 is a harmonic map from !C to U. Moreover, let 
a be an involution of 9 that commutes with r, and 9 = 90 + 91 the 
eigenspace decomposition of a. If (uo, ut) E 9o x 91, then s = E_1E!1 
is a harmonic map from !C to the symmetric space U /Uo. 

Corollary 7.1.5. Let T be a conjugate liner involution, and a an 
order k =2m automorphism of 9 such that aT= ra. Let (u1, uo) be a 
solution of the first (G, r, a)-system (6.2.4), and E the frame of the corre­
sponding Lax pair fh (defined by (6.2.2)). Then s = E(·, ·, -1)E(·, ·, 1)-1 
is a harmonic map from rc to the symmetric space u I H, where H is the 
fixed point set of the involution am on U. 

The following Theorem is proved by Burstall and Pedit. 

Theorem 7.1.6. {[15]). Let (uo, u1) : rc--> 9o X 9-1 be a solution 
of the first (G, T, a)-system, U /Ua the k-symmetric space corresponding 
to ( r, a), and k > 2. Let n : U --> U /U a be the natural fibration. If 
E(z, z, >..) is a trivialization of the Lax pair of the first (G, T, a)-system, 
then¢= no E(·, ·, 1) is primitive. Moreover, if U/Uo is equipped with 
an invariant metric and 9-1 is isotropic, then¢ is harmonic. 

7.2. The first (G, r, a)-system and surface geometry 

Let Nn(c) denote the simply connected space form of constant sec­
tional curvature c, i.e., Nn(o) = JRn, Nn(1) = sn the unit sphere in 
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:m;n+l, and Nn(-1) = lH!n = {x E :m;n, 1 I (x,x) = -1} C rr:tn• 1 . The Gauss 
map¢ of a k-dimensional submanifold Min Nn(c) is the map from M 
to the symmetric space Y ( k, c), where 

Y(n, 0) = Gr(k, lftn), Y(n, 1) = Gr(k, rr:tn+ 1 ), Y(n, -1) = Gr(k, :m;n· 1 ). 

A theorem of Ruh and Vilms states that the Gauss map of a k-submanifold 
with parallel mean curvature vector in Nn(c) is harmonic. Moreover, the 
Gauss-Codazzi equation for constant mean curvature (CMC) surfaces in 
N 3 (c) is the first ( G, T, a-)-system, where T, a- are the involutions that de­
fine the symmetric space Y(3, c). Since the equation for harmonic maps 
from C to Y(3, c) defined by T, a- is the first (G, T, a-)-system, techniques 
developed for the first ( G, T, a-)-system (or harmonic maps) can be used 
to study CMC surfaces in N 3 (c) (cf. [56, 6]). 

There are natural definitions of Gauss maps for surfaces and La­
grangian surfaces in CP2 , for Legendrian surfaces in S 5 , and Lagrangian 
cones in rr:t6 = C3 . The target manifolds of these Gauss maps are now 
k-symmetric spaces. The minimality of surfaces is equivalent to their 
Gauss maps being primitive. Hence equations of these surfaces are the 
corresponding first ( G, T, a-)-system. 

Example 7.2.1. Minimal surfaces in CP2 

Let f : M __.,. CP2 be an immersed surface, L __... CP2 the tautolog­
ical complex line bundle, z a local conformal coordinate on M, and fo 
a local cross section of f*(L). Choose /1, h so that (!0 , /1, h) E SU(3) 
and 

8fo 
Cfo + Ch = Cfo + Caz. 

The Gauss map of M is the map¢ from M to the flag manifold Fl(C3 ) of 
C3 defined by¢(!)= the flag (C/0 , Cfo +Ch, C3 ). Note that Fl(C3 ) = 
SU(3)/T2 is a 3-symmetric space given by T(g) = (gt)- 1 and o-(g) = 
CgC- 1 , where C = diag(1, e 2 ~i, e 4~' ). It is proved in [11, 9] that M 
is minimal in CP2 if and only if the Gauss map ¢ : C __.,. SU(3)/T2 is 
primitive. 

Example 7.2.2. Minimal Legendrian surfaces in S 5 
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Let v1 = (l,O,o)t, and ffi.3 the real part of C3. Let Fh denote the 
SU(3)-orbit of (v1,ffi.3), i.e., 

Fl1 = {(gv1,g(ffi.3) I g E SU(3)} 

= {(v, V) I v E S5 ,v E v, vis Lagrangian linear subspace of C3 } 

SU(3) 
1 X S0(2) 

Note that Fh is a 6-symmetric space corresponding to automorphisms 
T, e> of S£(3, q defined by T(g) = (gt)-1 and e>(g) = R(gt)- 1 R- 1 , where 
R is the rotation that fixes the x-axis and rotate ~ in the yz-plane. 

Let o: be the standard contact form on S 5 . A surface M in S 5 is 
Legendrian if the restriction of o: to M is zero. It is easy to see that M 
is Legendrian if and only if the cone 

C(M) = {tx It> O,x EM} 

is Lagrangian in C3 . If M c S 5 is Legendrian, then there is a natural 
map </> from M to Fh defined by <f>(x) = (x, V(x)), where V(x) is the 
real linear subspace ffi.x + T Mx. It is known that ( cf. [42, 52, 50, 64]) 
that the following statements are equivalent: 

(i) M is minimal Legendrian in S 5 , 

(ii) the cone C(M) is minimal Lagrangian in ffi.6 = C5, 

(iii) the Gauss map </>: M----> Fh is primitive. 

Let 1r : S 5 ----> CP2 be the Hopf fibration, N a surface in CP2 , and N 
a horizontal lift of N in S 5 with respect to the connection o: (the contact 
form). Then N is minimal Lagrangian in CP2 if and only N is minimal 
Legendrian in S 5 . Hence there are three surface geometries associated 
to the first (G,T,e>)-system associated to the 6-symmetric space Fh: 
minimal Lagrangian surfaces in CP2 , minimal Legendrian surfaces in 
8 5 , and minimal Lagrangian cones in ffi.6. 

Example 7.2.3. Hamiltonian stationary surfaces in CP2 

Let N be a Kahler manifold. Given a smooth function f on N, let 
X f denote the Hamiltonian vector field associated to f. A Lagrangian 
submanifold M is called Hamiltonian stationary if it is a critical point 
of the area functional A with respect to any Hamiltonian deformation, 
i.e., 

aa J A(<f>t(M)) = o 
t t=O 
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for all J, where 4>t is the one-parameter subgroup generated by Xt. 
This class of submanifolds was studied by Schoen and Wolfson in [61]. 
When N is a four dimensional Hermitian symmetric space U I H, Helein 
and Romon proved that the Gauss-Codazzi equation for Hamiltonian 
stationary surfaces is the 2nd ( G, r, O" )-system, where r is the involution 
that gives U and O" is an order four automorphism such that 0"2 gives 
rise to the natural complex structure of U I H. In particular, they proved 
that if M is a Hamiltonian stationary Lagrangian surface of CP2 , then 
locally the Gauss-Codazzi equation for M is the 2nd ( G, r, O" )-system 
(6.2.4) given by Example 6.2.4. Conversely, if (u0 , u 1 , u 2 ) is a solution of 
(6.2.4), then for each non-zero r E IR, ErE=]:. is a Hamiltonian stationary 
Lagrangian surface of CP2 , where E;.. is the frame of the Lax pair (6.2.2) 
corresponding to ( uo, u1, u2). 

§8. Symmetries of the ( G, r )-systems 

There have been extensive studies on harmonic maps from a Rie­
mann surface to a compact Lie group U. For example, there are loop 
group actions, finite unitons, finite type solutions, and a method of con­
structing all local harmonic maps from meromorphic data. The equation 
for harmonic maps from C. to U is the first ( G, r )-system. Most results 
for the first (G,r)-system hold for the m-th (G,r)-system as well. We 
will give a brief review here. For more details, see [27, 38, 39, 72]. 

8.1. The action of D:':.(G) 

Let u = (uo, ... 'Um): c.~ rr:o g be a solution of the m-th (G, r)­
system (6.1.1), 8;.. the corresponding Lax pair (6.1.2), and E the frame 
of 8;.., i.e., 

Let E(z, z)(>-.) = E(z, z, >-.). Since 8;.. satisfies the (G, r)-reality condi­
tion, 

r(E(z, z)(11;\)) = E(z, z)(>-.), 

i.e., E(z, z) E D?j.(G). Given g E D:':.(G), we can use Theorem 4.2.3 
to factor gE(z, z) = E(z, z)g(z, z) with E(z, z) E D?j.(G) and g(z, z) E 

D:':.(G) for z in an open subset of the origin, i.e., E(z, z) = g * E(z, z) 
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the dressing action. A direct computation gives 

jj;-ljj;z = -gz[;-l+g (fujA-j) g-1. 
]=0 

(8.1.1) 

Since g(z, z)(A.) is holomorphic at A.= 0, the right hand side of (8.1.1) has 
a pole of order at most mat A.= 0. Hence there exist some uo, · · · , Um 
such that 

m 

jj;-ljj;z = LUjA-j. 
j=O 

Since E satisfies the (G, 7)-reality condition 7(E(l/.5.)) = E(A.), jj;- 1dE 
satisfies the (G,7)-reality condition (4.2.2). Hence 

m 

E;- 1dE= I:rjujdz+A.j7(uj) dz. 
j=O 

In other words, u = (u0 , · · · , um) is a solution of the m-th (G, 7)-system. 
Moreover, g * u = u defines an action of n::. (G) on the space of solutions 
of the m-th ( G, 7)-system. This gives the following theorem ofUhlenbeck 
[72] (see also [38, 40]). 

Theorem 8.1.1. ({38, 72]). Let E be the frame of a solution u 
of the m-th (G,7)-system (6.1.1), and g E O~(G). Then the dressing 

action E(z, z) = g * E(z, z) is the frame of another solution u = g * u. 
Moreover, (g, u) f--7 g * u defines an action of 0~ (G) on the space of 
solutions of the m-th (G, 7)-system. 

If g E 0~ (G) is a rational map with only simple poles, then the 
factorization of gE(z,z) = E(z,z)g(z,z) with E(z,z) E O+(G) and 
g( z, z) E 0~ (G) can be computed by an explicit formula in terms of g 

and E. In fact, if g has only one simple pole at a E C \ 8 1 , then the 
factorization can be done by one of the following methods: 

(i) Equate the residues of both sides of 

g(A.)E(z, z, A.)= E(z, z, A.)g(z, z, A.) 

at the pole A. = a to get an algebraic formula for g * u in terms of g and 
E. 

(ii) Let iJ>. = jj;- 1dE. Equate the coefficient of A.J in iJ>.g = dg + g(l).. 
for each j to get a system of compatible ordinary differential equations. 
Then g * u can be obtained from the solution of this system of compatible 
ODEs. 
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Example 8.1.2. ([72]). Let G = GL(n, <C), and T(g) = (gt)- 1 . The 
fixed point set U ofT is U(n). Let V be a complex linear subspace of 
en, 1r the Hermitian projection of en onto V, 1r.1. = I- 1r, a E e \ Sl, 
and 

where (a(A.) 
condition: 

Ja,tr(A.) = 7f + (a(A)7rJ., 

(.\-a)(a- 1) N t h J · fi h (G ) 1· (a.\- 1)( 1-a). o e t at a,1r satls es t e , T -rea 1ty 

___,.___,..,~t 

f(l/A.)) f(A.) =I. 

If E is the frame of a solution u of the m-th (G, T)-system (6.1.1), then 
for each (z, z) the factorization f a,1rE(z, z) must be of the form 

(8.1.2) !a,trE(z, z) = E(z, z)la,fr(z,z) 

for some E(z, z) E fl'f.(G) and projection 1T(z, z). Method (i) leads to 
the conclusion that the image V(z, z) of 1T(z, z) is 

(8.1.3) 
- t 
V(z, z) = (E(z, z)(a)) (V). 

Moreover, 

is the frame of !a,tr * u. For example, if a E U is a constant, then a is a 
constant solution of the 1st normalized (G,T)-system (6.1.1) with Lax 
pair e.\ = a(A.- 1dz + A.dz) and frame E.\(z) = exp(aA.- 1z + aA.z). The 
corresponding harmonic map is 

s = E_ 1 (z)E1 1 (z) = exp( -2a(z + z)) = exp( -4ax), z = x + iy, 

which is a geodesic. Since E is given explicitly for the constant solution, 
f a,1r * a is given explicitly and so is the harmonic map f a,1r * s. 

8.2. The DPW method and harmonic maps with finite 
uniton number 

It is well-known that minimal surfaces in JR3 have Weierstrass rep­
resentations, i.e., they can be constructed from meromorphic functions. 
Dorfmeister, Pedit, and Wu gave a construction (the DPW method) of 
harmonic maps using meromorphic maps and the Iwasawa loop group 
factorization (Theorem 4.2.5). They call this construction of harmonic 
maps the Weierstrass representation of harmonic maps. The equation 
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for harmonic maps from rc to u is the first normalized ( G, T )-system. 
The DPW method works for the m-th normalized (G, T)-system (6.3.1) 
as well. To explain the DPW method, we need the Iwasawa loop group 
factorization L(G) = Le(U) x L+(G), i.e., every g E L(G) can be fac­
tored uniquely as g = g1g2 with g1 E Le(U) and g2 E L+(G). Let U 
denote the fixed point set ofT. Recall that Le(U) is the subgroup of 
g E L(U) such that g(1) = e and L+(G) the space of smooth loops 
g : S 1 ~ G that are boundary value of holomorphic maps defined in 
I A I < 1. The following Theorem was proved in [ 27] for the first ( G, T )­

system (the harmonic map equation), but their proof works for the m-th 
( G, T )-system as well. 

Theorem 8.2.1. ({27]). Let 0 be a simply connected, open subset 
of C, and J.l(z, A) = Lj~-m hj(z)A1 holomorphic in z E 0 and smooth 
in A E S1 . Let H : 0 x S1 ~ G be a solution of 

Then: 

{
H- 1 Hz = Lj~-m hj(z)Aj, 

H- 1H 2 = 0. 

(i) H can be factored as H(z, A)= F(z, z, A)c(J(z, z, A) such that F(z, z, ·) 
E Le(U) and ¢(z, z, ·) E L+(G). 

(ii) p- 1 Fz is of the form 2:::::1 (A-i- 1)fi and fM = (h, · · · , fm) is a 
solution of the normalized m-th ( G, T)-system. 

(iii) Every solution of the m-th ( G, T)-system can be constructed from 
some /-1· 

Proof. We give a sketch of the proof (for more details see [27]). 
Statement (i) follows from the Iwasawa loop group factorization 4.2.5. 
The Iwasawa loop group factorization L( G) = Le(U)L+( G) implies that 
there is a Lie algebra factorization 

(8.2.1) 

In fact, we can use Fourier series to write down the Lie algebra factor­
ization easily: Given~= LjEZ ~jAj, then~= TJ +(,where 

00 

TJ = 2)~-j(A-j -1) +T(~-J)(Aj -1)) E Le(U), 
j=1 

00 

( = bo + l::)~j- T(~-j))Aj E £+(9). 
j=1 
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Since F = H¢-1 , we have p-1dF = ¢H-1dH¢- 1 - (d¢)¢-1 . Let P1.P2 

denote the projection of .C(g) onto Ce(U) and C+(g) with respect to 
(8.2.1). Since (d¢)¢- 1 E C+(g) and p- 1dF E C(U), we have p- 1dF = 
p1 (¢(H-1dH)¢- 1 ). It follows from the fact that ¢-1d¢ E C+(g) and 
H- 1dH = 2:1~-m h1(z)>.-1dz that we have p-1dF = I::;:o IJ(>.-1-

l)dz + T(/j )(>.1 - l)dz for some f 0 , • • · , fm· This proves (ii). 

Let u = (u1. · · · , um) be a solution of the m-th (G, T)-system, and E 
a trivialization of the corresponding Lax pair. To prove (iii), it suffices 
to find h(z, >.)so that g = Eh-1 is holomorphic in z E 0. Since we want 

g-1dg = h (f)r1- l)u1dz + (>.1- l)T(u1)dz) h-1 - dhh- 1 

J=1 

has no dz term, we must solve for h from h-1hz. = l:j=1 (>.1 -l)T(u1). 
Since the right hand side lies in C+(g), h(z, ·) lies in L+(G). Hence 
g- 1dg = I::j=1 (>.-1 - l)hu1h-1dz. Hence g is holomorphic in z and 
g-1gz is of the form 2:1~-m h1(z)>.j. Q.E.D. 

It is proved in [27] that finite type solutions arise from constant 
normalized potentials. We give a brief explanation next. Let € E L(g), 
and H = exp(z€(>.)). SoH- 1Hz = €(>.), H-1 Hz.= 0, and H(O, >.) =e. 
Factor 

(8.2.2) exp(z€) = F(x, y)¢(x, y), 

with F(x, y) E Le(U), ¢(x, y) E L(G), where z = x + iy. Then 

H€H- 1 = exp(z€)€ exp( -z€) = € = F¢€¢-1 p-1 . 

This implies that 

(8.2.3) 

Differentiate (8.2.2) to get €dz = ¢-1 p-1dF¢ + ¢-1d¢. We obtain 
¢€¢-1dz = p-1dF + d¢¢- 1 . Hence p-1dF = p1 (¢€¢-1(dx + i dy)), 
where p1 is the projection of C(g) to Ce(U). By (8.2.3), we get p- 1dF = 
p1(F- 1€F(dx + i dy)). But d(F- 1€F) = [F-1€F, p- 1dF]. So we have 

Equivalently, 

(8.2.4) 

d(F- 1€F) = [F- 1€F,p1(F- 1€F(dx + i dy))]. 

{
(F-1€F)x = [F-1€F,p1(F-1€F)], 

(F-1€F)y = [F-1€F,p1(H p-1€F)]. 
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Let ~(A) = Ad-mV(A). Then (8.2.4) becomes 

(8.2.5) {
(F-1VF)x = [F-1VF,p1(Ad-mp-1VF)], 

(F- 1vF)y = [F- 1VF,p1(A Ad-mp-1VF)]. 

Let ry = p-1 V F. Then 8.2.5 becomes 

(8.2.6) 

Note that this equation leaves the following finite dimensional subman­
ifold of .C(Q) invariant: 

Hence given V in Vd, we can solve the ODE system ((8.2.6)) to get 
ry(x, y) such that ry(O, 0) = V. System (8.2.6) is solvable if p1(Ad-mrydz) 
is flat. So there exists F(x, y) E Le(U) such that 

i.e., F is a trivialization of the Lax pair of a solution of the normalized m­
th (G, T)-system. This is the method of constructing finite type solutions 
developed by Pinkall and Sterling in [56] and Burstall, Ferus, Pedit and 
Pinkall in [13]. 

All local solutions can also be constructed from meromorphic data 
f-L that are polynomial in A - 1 . To explain this, we need 

Theorem 8.2.2. {{27]). With the same notation as in Theorem 
8.2.1, then there exists a discrete setS C 0 such that for z E 0\ S, H 
can be factored as 

H(z, A)= 9-(z, A)9+(z, A) 

with 9-(z, ·) E F_(G) and 9+(z, ·) E Lf.(G) via the Gauss loop group 
factorization. Moreover, 

(i) 9-(z, A) is holomorphic in z E 0\ S and has poles at z E S, 

(ii) 9=1d9- = L,'j=1 A-jrJj(z)dz for some Q-valued meromorphic map 
rJi on 0. 
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Note that if we factor 9- via the lwasawa loop group factorization 
(Theorem 4.2.5), then the Le(U) factor of 9- is the same E constructed 
in Theorem 8.2.1. This follows from 9- = H9+. 1 = E¢>9+. 1 = E(¢>9+. 1 ). 

The converse is also true. In fact, we have 

Corollary 8.2.3. Let p,().., z) = I:;:1 )..-irlj(z) such that 'T/j are 
meromorphic. If there exists h(z, )..) satisfying h-1dh/dz = p,, then the 
Le(U)-factor E(z, ·) of h(z, ·) is a trivialization of some solution fJ.L = 

(h, · · · , fm) of the m-th (G, r)-system, i.e., 

m 

E- 1dE = ~)ri ~ 1)1J(z)dz + ()..i- 1)r(f1)dz. 
j=l 

Moreover, every local solution of the m-th (G, r)-system can be con­
structed this way. 

The 1-form p,(z, )..) = I:;"=1 ry1(z))..-i is called the meromorphic po­
tential or the normalized potential. However, for a general normalized 
potential p, the solution f J.L might have singularities. An important prob­
lem is to identify meromorphic potentials p, so that the corresponding 
solution fJ.L of the m-th (G, r)-system can be extended to a complete 
surface. Burstall and Guest [14] have identified p,'s that give rise to har­
monic maps with finite uniton number. We explain some of their results 
next. 

Burstall and Guest noted that if p, = )..-1h(z) is nilpotent and h(z) 
has no simple poles, then the equation 

(8.2. 7) 

can be solved by integrations. We use G = SL(n, q to explain this. 
Let N denote the strictly upper triangular matrices in sl(n, C), and 
h: 0 ~ N meromorphic. To solve (8.2.7), we may assume 

with meromorphic b1 's. Equate coefficients of )..i to get 

SinceNn = 0, if we assume thath(z) has no simple poles and the initial 
data bj(O) = 0 then b1, · · · , bn-l can be solved by integration, b1 = 0 
for all j ~ n, and H(z, )..) is a polynomial of degree :::; n - 1 in ).. -l. 



482 C.-1. Terng 

Motivated by this computation and Uhlenbeck's finite uniton solutions, 
they make the following definition: 

Definition 8.2.4. A harmonic map s from a Riemann surface M 
to U is said to have finite uniton number if there is a meromorphic h : 
M --t g such that (8.2.7) has a solution H(z, >.)satisfying the following 
conditions: 

( i) H ( z, >.) is meromorphic in z E M and a polynomial in >. and >. -1, 

(ii) s = E(·, -1), where E(z, ·)is the Le(U)-component of the Iwasawa 
factorization of H(z, ·). 

In other words, s is the harmonic map constructed from the normalized 
potential f..L = >.- 1 h(z). 

Theorem 8.2.5. {[14, 39]). If M is a Riemann surface and s : 
M --t U is harmonic map with finite uniton number, then there exists a 
complex extended solution H (associated to s) of the form 

H(z, >.) = exp(>.- 1b1(z) + · · · + >.-rbr(z)), 

where b1 , · · · , br are meromorphic maps from M to the nilpotent subal­
gebra N of the Iwasawa decomposition g = K +A+ N. Moreover, 

(i) integer r can be computed in terms of root system of G, 

(ii) the maps b2 , · · · , br satisfies a meromorphic ordinary differential 
equation, which can be solved by quadrature for any choice of b1. 

In fact, the normalized potential f..L corresponding to the harmonic 
map constructed by Theorem 8.2.5 is f..L = >.- 1 (bl)z. 

8.3. Some comparisons 

Let G be a complex, semi-simple Lie group, and U the maximal 
compact subgroup of G, and T the corresponding involution with fixed 
point U. We have discussed the constructions of solutions of soliton 
equations in the U -hierarchy in Chapter 5 and of equations in the ( G, T )­

hierarchy in section 8.2. Loop group factorizations are used in both 
cases. In this section, we give a summary and some comparisons of 
these constructions of solutions for the two hierarchies. To make the 
exposition easier to follow, we will not give references in this section (for 
references see the previous sections). 

Let A be a maximal abelian subalgebra of U, and a E A a regular 
element. For the U-hierarchy defined by a, the data we use to construct 
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solutions for the (b, j)-flow in the U-hierarchy of soliton equations is one 
of the following types of maps: 

(i) f is a holomorphic map from a neighborhood of>. = oo in S 2 = 
C U { oo} to G that satisfies the U-reality condition, T(f (5.)) = f ( >.), and 
f(oo) =I, 

(ii) f : lR---. G is smooth, has an asymptotic expansion at oo, f( oo) =I, 
f is the boundary value of a holomorphic map on the upper half plane, 
and !b is rapidly decaying at infinity, where f = fu!b is the pointwise 
Iwasawa factorization of G = UB, i.e., fu E U and !bE B, 

(iii) f = l1h, where 11 : 8 2 = C U { oo} ---. G is a rational map of type 
(i) and h is of type (ii), 

(iv) f = 11h, where 11 is of type (i) and h is of type (ii). 

To construct solutions, we start with an f of type (i), (ii), (iii), or (iv), 
then factor f- 1ea,1 (x )eb,j (t) as E(x, t)m(x, t)- 1 with E(x, t) E A:f- (G) 

and m(x, t) of type (i), (ii), (iii) or (iv) accordingly, where ee,j(t) = ee>Jt. 
Then 

uf (x, t) = [a, m1 (x, t)] 

is a solution of the (b,j)-flow in the U-hierarchy, where m 1 (x, t) is the 
coefficient of >.- 1 in the expansion of m(x, t)(>.) at).= oo: 

m(x,t,>.) "'I+m1 (x,t)>.- 1 +···. 

Moreover, we know: 

(1) uf = u9 if and only iff= hg for some A-valued map h. 

(2) uf is a local real analytic solution iff is of type (i). 

(3) Iff is of type (iii), then uf(x, t) is a solution defined for all (x, t) E JR2 

and is rapidly decaying in x for each fixed t. The space of such solutions 
uf is open and dense in the space of all rapidly decaying solutions. 

( 4) If u is a finite gap solution (an algebraic geometric solution described 
by theta functions), then there exists an f of type (i) such that f- 1af 
is a polynomial in >.-I and u = uf. 

(5) Iff is of type (i) and is a rational map from S 2 to G, then uf is a 
pure soliton solution. 

For the normalized m-th (G, T)-system, we start with meromorphic 
potential J..L(z, >.) = L:j:1 1Jj(z)>.-i dz. There are two steps to construct 
a solution: 
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Step 1. Find a solution H(z, .A) of H- 1dH = J.L that is smooth for all 
.A E 8 1 and meromorphic in z E CJ C C. 

Step 2. Factor Has F¢ with FE Le(U) and¢ E L+(G). Then p-l Fz 
is of the form I:;"=1 (_A-j- 1)vi for some Vt, · · · , Vm· Hence 

8t-t = F(·, -1) 

are a solution of the normalized m-th (G, r)-system and a harmonic map 
from 0 to U respectively. 

For the first normalized ( G, r )-system, to go beyond solutions with 
finite uniton numbers we note that: 

-There is no simple condition on J.L to guarantee that Step 1 can 
be done. 

-Every local smooth solution can be constructed from some J.L. 
However, in general, there is no canonical choice of J.L. 

-One of the main open problems is to identify the set of J.L so that 
81-' can be extended to a harmonic map on a closed surface. 
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