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APPENDIX A

Tensors, Filtrations, and Gradings

Abstract. If E is a vector space, the tensor algebraT (E) of E is the direct sum over
n ≥ 0 of then-fold tensor product ofE with itself. This is an associative algebra with a
universal mapping property relative to any linear mapping ofE into an associative algebra
A with identity: the linear map extends to an algebra homomorphism ofT (E) into A
carrying 1 into 1. Also any linear map ofE into T (E) extends to a derivation ofT (E).

The symmetric algebraS(E) is a quotient ofT (E) with the following universal mapping
property: any linear mapping ofE into a commutative associative algebraA with identity
extends to an algebra homomorphism ofS(E) into A carrying 1 into 1. The symmetric
algebra is commutative.

Similarly the exterior algebra
∧

(E) is a quotient ofT (E) with this universal mapping
property: any linear mappingl of E into an associative algebraA with identity such that
l(v)2 = 0 for all v ∈ E extends to an algebra homomorphism of

∧
(E) into A carrying 1

into 1.
The tensor algebra, the symmetric algebra, and the exterior algebra are all examples of

graded associative algebras. A more general notion than a graded algebra is that of a filtered
algebra. A filtered associative algebra has an associated graded algebra. The notions of
gradings and filtrations make sense in the context of vector spaces, and a linear map between
filtered vector spaces that respects the filtration induces an associated graded map between
the associated graded vector spaces. If the associated graded map is an isomorphism, then
the original map is an isomorphism.

A ring with identity is left Noetherian if its left ideals satisfy the ascending chain
condition. If a filtered algebra is given and if the associated graded algebra is left Noetherian,
then the filtered algebra itself is left Noetherian.

1. Tensor Algebra

Just as polynomial rings are often used in the construction of more
general commutative rings, so tensor algebras are often used in the con-
struction of more general rings that may not be commutative. In this
section we construct the tensor algebra of a vector space as a direct sum
of iterated tensor products of the vector space with itself, and we establish
its properties. We shall proceed with care, in order to provide a complete
proof of the associativity of the multiplication.
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640 A. Tensors, Filtrations, and Gradings

Fix a fieldk. Let E andF be vector spaces over the fieldk. A tensor
product V of E andF is a pair(V, ι) consisting of a vector spaceV overk
together with a bilinear mapι : E × F → V, with the following universal
mapping property: Wheneverb is a bilinear mapping ofE ×F into a vector
spaceU overk, then there exists a unique linear mappingB of V into U
such that the diagram

V (= tensor product)

ι B(A.1)

E × F −−−−−−−−−−−−→
b

U

commutes. We callB the linear extensionof b to the tensor product.
It is well known that a tensor product ofE andF exists and is unique up

to canonical isomorphism, and we shall not repeat the proof. One feature
of the proof is that it gives an explicit construction of a vector space that
has the required property.

A tensor product ofE and F is denotedE ⊗k F , and the associated
bilinear mapι is written (e, f ) �→ e ⊗ f . The elementse ⊗ f generate
E ⊗k F , as a consequence of a second feature of the proof of existence of
a tensor product.

There is a canonical isomorphism

(A.2) E ⊗k F ∼= F ⊗k E

given by taking the linear extension of(e, f ) �→ f ⊗e as the map from left
to right. The linear extension of( f, e) �→ e ⊗ f gives a two-sided inverse.

Another canonical isomorphism of interest is

(A.3) E ⊗k k ∼= E .

Here the map from left to right is the linear extension of(e, c) �→ ce,
while the map from right to left ise �→ e ⊗ 1. In view of (A.2) we have
k ⊗k E ∼= E also.

Tensor product distributes over direct sums, even infinite direct sums:

(A.4) E ⊗k
( ⊕

α

Fα

) ∼=
⊕

α

(E ⊗k Fα).

The map from left to right is the linear extension of the bilinear map
(e,

∑
fα) �→ ∑

(e ⊗ fα). To define the inverse, we have only to define it
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on eachE ⊗k Fα, where it is the linear extension of(e, fα) �→ e⊗ (iα( fα));
hereiα : Fα → ⊕

Fβ is the injection corresponding toα. It follows from
(A.3) and (A.4) that if{xi} is a basis ofE and{yj} is a basis ofF , then
{xi ⊗ yj} is a basis ofE ⊗k F . Consequently

(A.5) dim(E ⊗k F) = (dim E)(dim F).

Let Homk(E, F) be the vector space ofk linear maps fromE into F .
One special case isE = k, and we have

(A.6) Homk(k, F) ∼= F.

The map from left to right sendsϕ into ϕ(1), while the map from right to
left sendsf intoϕ with ϕ(c) = c f . Another special case of interest occurs
whenF = k. Then Hom(E, k) = E∗ is just the vector spacedual of E .

We can use⊗k to construct new linear mappings. LetE1, F1, E2 and
F2 be vector spaces, Suppose thatL1 is in Homk(E1, F1) and L2 is in
Homk(E2, F2). Then we can define

(A.7) L1 ⊗ L2 in Homk(E1 ⊗k E2, F1 ⊗k F2)

as follows: The map(e1, e2) �→ L1(e1) ⊗ L2(e2) is bilinear fromE1 × E2

into F1 ⊗k F2, and we letL1 ⊗ L2 be its linear extension toE1 ⊗k E2. The
uniqueness in the universal mapping property allows us to conclude that

(A.8) (L1 ⊗ L2)(M1 ⊗ M2) = L1M1 ⊗ L2M2

when the domains and ranges match in the obvious way.
Let A, B, andC be vector spaces overk. A triple tensor product V =

A⊗k B⊗kC is a vector space overk with a trilinear mapι : A×B×C → V
having the following universal mapping property: Whenevert is a trilinear
mapping ofA × B × C into a vector spaceU overk, then there exists a
linear mappingT of V into U such that the diagram

V (= triple tensor product)

ι T(A.9)

A × B × C −−−−−−−−−−−−→
t

U

commutes. It is clear that there is at most one triple tensor product up to
canonical isomorphism, and one can give an explicit construction just as
for ordinary tensor productsE ⊗k F . We shall use triple tensor products
to establish an associativity formula for ordinary tensor products.
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Proposition A.10.

(a) (A ⊗k B) ⊗k C andA ⊗k (B ⊗k C) are triple tensor products.
(b) There exists a unique isomorphism� from left to right in

(A.11) (A ⊗k B) ⊗k C ∼= A ⊗k (B ⊗k C)

such that�((a ⊗ b) ⊗ c) = a ⊗ (b ⊗ c) for all a ∈ A, b ∈ B, andc ∈ C .

PROOF.
(a) Consider(A ⊗k B) ⊗k C . Let t : A × B × C → U be trilinear.

For c ∈ C , definetc : A × B → U by tc(a, b) = t (a, b, c). Thentc is
bilinear and hence extends to a linearTc : A⊗k B → U . Sincet is trilinear,
tc1+c2 = tc1 + tc2 andtxc = xtc for scalarx ; thus uniqueness of the linear
extension forcesTc1+c2 = Tc1 + Tc2 andTxc = xTc. Consequently

t ′ : (A ⊗k B) × C → U

given by t ′(d, c) = Tc(d) is bilinear and hence extends to a linear
T : (A ⊗k B) ⊗k C → U . ThisT proves existence of the linear extension
of the givent . Uniqueness is trivial, since the elements(a⊗b)⊗c generate
(A ⊗k B) ⊗k C . So(A ⊗k B) ⊗k C is a triple tensor product. In a similar
fashion,A ⊗k (B ⊗k C) is a triple tensor product.

(b) In (A.9) takeV = (A ⊗k B) ⊗k C , U = A ⊗k (B ⊗k C), and
t (a, b, c) = a ⊗ (b ⊗ c). We have just seen in (a) thatV is a triple
tensor product withι(a, b, c) = (a ⊗ b) ⊗ c. Thus there exists a linear
T : V → U with T ι(a, b, c) = t (a, b, c). This equation means that
T ((a ⊗ b) ⊗ c) = a ⊗ (b ⊗ c). Interchanging the roles of(A ⊗k B) ⊗k C
and A ⊗k (B ⊗k C), we obtain a two-sided inverse forT . ThusT will
serve as� in (b), and existence is proved. Uniqueness is trivial, since the
elements(a ⊗ b) ⊗ c generate(A ⊗k B) ⊗k C .

When this proposition is used, it is often necessary to know that the
isomorphism� is compatible with mapsA → A′, B → B ′, andC → C ′.
This property is callednaturality in the variablesA, B, andC , and we
make it precise in the next proposition.

Proposition A.12. Let A, B, C , A′, B ′, andC ′ be vector spaces overk,
and letL A : A → A′, L B : B → B ′, andLC : C → C ′ be linear maps.
Then the isomorphism� of Proposition A.10b is natural in the sense that
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the diagram

(A ⊗k B) ⊗k C
�−−−→ A ⊗k (B ⊗k C)

(L A⊗L B )⊗LC

� �L A⊗(L B⊗LC )

(A′ ⊗k B ′) ⊗k C ′ �−−−→ A′ ⊗k (B ′ ⊗k C ′)

commutes.

PROOF. We have

((L A ⊗ (L B ⊗ LC)) ◦ �)((a ⊗ b) ⊗ c)

= (L A ⊗ (L B ⊗ LC))(a ⊗ (b ⊗ c))

= L Aa ⊗ (L B ⊗ LC)(b ⊗ c)

= �((L Aa ⊗ L Bb) ⊗ LCc)

= �((L A ⊗ L B)(a ⊗ b) ⊗ LCc)

= (� ◦ ((L A ⊗ L B) ⊗ LC))((a ⊗ b) ⊗ c),

and the proposition follows.

There is no difficulty in generalizing matters ton-fold tensor products
by induction. Ann-fold tensor product is to be universal forn-multilinear
maps. It is clearly unique up to canonical isomorphism. A direct construc-
tion is possible. Another such tensor product is the(n − 1)-fold tensor
product of the firstn − 1 spaces, tensored with thenth space. Proposition
A.10b allows us to regroup parentheses (inductively) in any fashion we
choose, and iterated application of Proposition A.12 shows that we get a
well defined notion of the tensor product ofn linear maps.

Fix a vector spaceE overk, and letT n(E) be then-fold tensor product
of E with itself. In the casen = 0, we letT 0(E) be the fieldk. Define,
initially as a vector space,T (E) to be the direct sum

(A.13) T (E) =
∞⊕

n=0

T n(E)

The elements that lie in one or anotherT n(E) are calledhomogeneous.
We define a bilinear multiplication on homogeneous elements

T m(E) × T n(E) → T m+n(E)
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to be the restriction of the above canonical isomorphism

T m(E) ⊗k T n(E) → T m+n(E).

This multiplication is associative because the restriction of the isomorphism

T l(E) ⊗k (T m(E) ⊗k T n(E)) → (T l(E) ⊗k T m(E)) ⊗k T n(E)

to T l(E) × (T m(E) × T n(E)) factors through the map

T l(E) × (T m(E) × T n(E)) → (T l(E) × T m(E)) × T n(E)

given by(r, (s, t)) �→ ((r, s), t). ThusT (E) becomes an associative alge-
bra with identity and is known as thetensor algebraof E . The algebra
T (E) has the universal mapping properties given in the following two
propositions.

Proposition A.14. T (E) has the following universal mapping property:
Let ι be the map that embedsE asT 1(E) ⊆ T (E). If l : E → A is any
linear map ofE into an associative algebra with identity, then there exists a
unique associative algebra homomorphismL : T (E) → A with L(1) = 1
such that the diagram

T (E)

ι L(A.15)

E −−−−−−−−−−−−→
l

A

commutes.

PROOF. Uniqueness is clear, sinceE and 1 generateT (E) as an algebra.
For existence we defineL (n) on T n(E) to be the linear extension of the
n-multilinear map

(v1, v2, . . . , vn) �→ l(v1)l(v2) · · · l(vn),

and we letL = ⊕
L (n) in obvious notation. Letu1 ⊗· · ·⊗um be inT m(E)

andv1 ⊗ · · · ⊗ vn be inT n(E). Then we have

L (m)(u1 ⊗ · · · ⊗ um) = l(u1) · · · l(um)

L (n)(v1 ⊗ · · · ⊗ vn) = l(v1) · · · l(vn)

L (m+n)(u1 ⊗ · · · ⊗ um ⊗ v1 ⊗ · · · ⊗ vn) = l(u1) · · · l(um)l(v1) · · · l(vn).

Hence

L (m)(u1⊗· · ·⊗um)L (n)(v1⊗· · ·⊗vn) = L (m+n)(u1⊗· · ·⊗um⊗v1⊗· · ·⊗vn).

Taking linear combinations, we see thatL is a homomorphism.
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A derivation D : A → A of an associative algebra with identity is a
linear mapping such thatD(uv) = (Du)v + u(Dv) for all u andv in A.
A derivation automatically satisfiesD(1) = 0.

Proposition A.16. T (E) has the following universal mapping property:
Let ι be the map that embedsE asT 1(E) ⊆ T (E). If d : E → T (E)

is any linear map ofE into T (E), then there exists a unique derivation
D : T (E) → T (E) such that the diagram

T (E)

ι D(A.17)

E −−−−−−−−−−−−→
d

T (E)

commutes.

PROOF. Uniqueness is clear, sinceE and 1 generateT (E) as an algebra.
For existence we defineD(n) on T n(E) to be the linear extension of the
n-multilinear map

(v1, v2, . . . , vn) �→
(dv1)⊗v2⊗· · ·⊗vn +v1⊗(dv2)⊗v3⊗· · ·⊗vn +v1⊗· · ·⊗vn−1⊗(dvn),

and we letD = ⊕
D(n) in obvious notation. Then we argue in the same

way as in the proof of Proposition A.14 thatD is the required derivation
of T (E).

2. Symmetric Algebra

We continue to allowk to be an arbitrary field. LetE be a vector space
over k, and letT (E) be the tensor algebra. We begin by defining the
symmetric algebraS(E). The elements ofS(E) are to be all the symmetric
tensors, and so we want to forceu ⊗ v = v ⊗ u. Thus we define the
symmetric algebraby

(A.18a) S(E) = T (E)/I,

where

(A.18b) I =
( two-sided ideal generated by all

u ⊗ v − v ⊗ u with u and v

in T 1(E)

)
.
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ThenS(E) is an associative algebra with identity.
Since the generators ofI are homogeneous elements (all inT 2(E)), it

is clear that the idealI satisfies

I =
∞⊕

n=0

(I ∩ T n(E)).

An ideal with this property is said to behomogeneous. SinceI is homo-
geneous,

S(E) =
∞⊕

n=0

T n(E)/(I ∩ T n(E)).

We write Sn(E) for thenth summand on the right side, so that

(A.19) S(E) =
∞⊕

n=0

Sn(E).

Since I ∩ T 1(E) = 0, the map ofE into first-order elementsS1(E) is
one-one onto. The product operation inS(E) is written without a product
sign, the image inSn(E) of v1 ⊗· · ·⊗ vn in T n(E) being denotedv1 · · · vn.
If a is in Sm(E) andb is in Sn(E), thenab is in Sm+n(E). MoreoverSn(E)

is generated by elementsv1 · · · vn with all vj in S1(E) ∼= E , sinceT n(E) is
generated by corresponding elementsv1 ⊗· · ·⊗ vn. The defining relations
for S(E) makevivj = vjvi for vi andvj in S1(E), and it follows thatS(E)

is commutative.

Proposition A.20.

(a) Sn(E) has the following universal mapping property: Letι be the
map ι(v1, . . . , vn) = v1 · · · vn of E × · · · × E into Sn(E). If l is any
symmetricn-multilinear map ofE × · · · × E into a vector spaceU , then
there exists a unique linear mapL : Sn(E) → U such that the diagram

Sn(E)

ι L

E × · · · × E −−−−−−−−−−−−→
l

U

commutes.
(b) S(E) has the following universal mapping property: Letι be the

map that embedsE asS1(E) ⊆ S(E). If l is any linear map ofE into a
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commutative associative algebraA with identity, then there exists a unique
algebra homomorphismL : S(E) → A with L(1) = 1 such that the
diagram

S(E)

ι L

E −−−−−−−−−−−−→
l

A

commutes.

PROOF. In both cases uniqueness is trivial. For existence we use the
universal mapping properties ofT n(E) andT (E) to producẽL on T n(E)

or T (E). If we can show that̃L annihilates the appropriate subspace so
as to descend toSn(E) or S(E), then the resulting map can be taken as
L, and we are done. For (a) we havẽL : T n(E) → U , and we are to
show that̃L(T n(E) ∩ I ) = 0, whereI is generated by allu ⊗ v − v ⊗ u
with u and v in T 1(E). A member ofT n(E) ∩ I is thus of the form∑

ai ⊗ (ui ⊗ vi − vi ⊗ ui) ⊗ bi with each term inT n(E). Each term here
is a sum of pure tensors

(A.21)
x1⊗· · ·⊗xr ⊗ui ⊗vi ⊗ y1⊗· · ·⊗ ys −x1⊗· · ·⊗xr ⊗vi ⊗ui ⊗ y1⊗· · ·⊗ ys

with r + 2 + s = n. Sincel by assumption takes equal values on

x1 × · · · × xr × ui × vi × y1 × · · · × ys

x1 × · · · × xr × vi × ui × y1 × · · · × ys,and

L̃ vanishes on (A.21), and it follows that̃L(T n(E) ∩ I ) = 0.
For (b) we are to show that̃L : T (E) → A vanishes onI . Since ker̃L

is an ideal, it is enough to check thatL̃ vanishes on the generators ofI .
But L̃(u ⊗ v − v ⊗ u) = l(u)l(v) − l(v)l(u) = 0 by the commutativity of
A, and thusL(I ) = 0.

Corollary A.22. If E and F are vector spaces overk, then the vector
space Homk(Sn(E), F) is canonically isomorphic (via restriction to pure
tensors) to the vector space ofF valued symmetricn-multilinear functions
on E × · · · × E .

PROOF. Restriction is linear and one-one. It is onto by Proposition
A.20a.
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Next we shall identify a basis forSn(E) as a vector space. The union of
such bases asn varies will then be a basis ofS(E). Let {ui}i∈A be a basis
of E . A simple ordering on the index setA is a partial ordering in which
every pair of elements is comparable.

Proposition A.23. Let E be a vector space overk, let {ui}i∈A be a basis
of E , and suppose that a simple ordering has been imposed on the index
set A. Then the set of all monomialsu j1

i1
· · · u jk

ik
with i1 < · · · < ik and∑

m jm = n is a basis ofSn(E).

REMARK. In particular if E is finite dimensional with ordered basis
u1, . . . , uN , then the monomialsu j1

1 · · · u jN

N of total degreen form a basis
of Sn(E).

PROOF. SinceS(E) is commutative and since monomials spanT n(E),
the indicated set spansSn(E). Let us see independence. The map∑

ci ui �→ ∑
ci Xi of E into the polynomial algebrak[{Xi}i∈A] is linear into

a commutative algebra with identity. Its extension via Proposition A.20b
maps our spanning set forSn(E) to distinct monomials ink[{Xi}i∈A], which
are necessarily linearly independent. Hence our spanning set is a basis.

The proof of Proposition A.23 may suggest thatS(E) is just polyno-
mials in disguise, but this suggestion is misleading, even ifE is finite
dimensional. The isomorphism withk[{Xi}i∈A] in the proof depended on
choosing a basis ofE . The canonical isomorphism is betweenS(E∗) and
polynomials onE . Part (b) of the corollary below goes in the direction of
establishing such an isomorphism.

Corollary A.24. Let E be a finite-dimensional vector space overk of
dimensionN . Then

(a) dimSn(E) =
(

n + N − 1
N − 1

)
for 0 ≤ n < ∞,

(b) Sn(E∗) is canonically isomorphic toSn(E)∗ by

( f1 · · · fn)(w1, . . . , wn) =
∑
τ∈Sn

n∏
j=1

f j(wτ( j))),

whereSn is the symmetric group onn letters.

PROOF.
(a) A basis has been described in Proposition A.23. To see its cardinality,

we recognize that picking outN − 1 objects fromn + N − 1 to label as
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dividers is a way of assigning exponents to theuj ’s in an ordered basis;

thus the cardinality of the indicated basis is

(
n + N − 1

N − 1

)
.

(b) Let f1, . . . , fn be in E∗, and define

l f1,..., fn(w1, . . . , wn) =
∑
τ∈Sn

n∏
j=1

f j(wτ( j))).

Then l f1,..., fn is symmetricn-multilinear from E × · · · × E into k and
extends by Proposition A.20a to a linearL f1,..., fn : Sn(E) → k. Thus
l( f1, . . . , fn) = L f1,..., fn defines a symmetricn-multilinear map of
E∗ × · · · × E∗ into Sn(E∗). Its linear extensionL mapsSn(E∗) into
Sn(E)∗.

To complete the proof, we shall show thatL carries basis to basis. Let
u1, . . . , uN be an ordered basis ofE , and letu∗

1, . . . , u∗
N be the dual basis.

Part (a) shows that the elements(u∗
1)

j1 · · · (u∗
N ) jN with

∑
m jm = n form a

basis ofSn(E∗) and that the elements(u1)
k1 · · · (uN )kN with

∑
m km = n

form a basis ofSn(E). We show thatL of the basis ofSn(E∗) is the dual
basis of the basis ofSn(E), except for nonzero scalar factors. Thus let
f1, . . . , f j1 all beu∗

1, let f j1+1, . . . , f j1+ j2 all beu∗
2, and so on. Similarly let

w1, . . . , wk1 all beu1, let wk1+1, . . . , wk1+k2 all beu2, and so on. Then

L((u∗
1)

j1 · · · (u∗
N ) jN )((u1)

k1 · · · (uN )kN ) = L( f1 · · · fn)(w1 · · · wn)

= l( f1, . . . , fn)(w1 · · · wn)

=
∑
τ∈Sn

n∏
i=1

fi(wτ(i))).

For givenτ , the product on the right side is 0 unless, for each indexi , an
inequality jm−1 + 1 ≤ i ≤ jm implies thatkm−1 + 1 ≤ τ(i) ≤ km. In
this case the product is 1; so the right side counts the number of suchτ ’s.
For givenτ , getting product nonzero forceskm = jm for all m. And when
km = jm for all m, the choiceτ = 1 does lead to product 1. Hence the
members ofL of the basis are nonzero multiples of the members of the
dual basis, as asserted.

Now let us suppose thatkhas characteristic 0. We define ann-multilinear
function fromE × · · · × E into T n(E) by

(v1, . . . , vn) �→ 1

n!

∑
τ∈Sn

vτ(1) ⊗ · · · ⊗ vτ(n),
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and letσ : T n(E) → T n(E) be its linear extension. We callσ the
symmetrizeroperator. The image ofσ is denoted̃Sn(E), and the members
of this subspace are calledsymmetrizedtensors.

Corollary A.25. Let k have characteristic 0, and letE be a vector space
overk. Then the symmetrizer operatorσ satisfiesσ 2 = σ . The kernel of
σ is exactlyT n(E) ∩ I , and therefore

T n(E) = S̃n(E) ⊕ (T n(E) ∩ I ).

REMARK. In view of this corollary, the quotient mapT n(E) → Sn(E)

carriesS̃n(E) one-one ontoSn(E). Thus S̃n(E) can be viewed as a copy
of Sn(E) embedded as a direct summand ofT n(E).

PROOF. We have

σ 2(v1 ⊗ · · · ⊗ vn) = 1

(n!)2

∑
ρ,τ∈Sn

vρτ(1) ⊗ · · · ⊗ vρτ(n)

= 1

(n!)2

∑
ρ∈Sn

∑
ω∈Sn ,
(ω=ρτ)

vω(1) ⊗ · · · ⊗ vω(n)

= 1

n!

∑
ρ∈Sn

σ(v1 ⊗ · · · ⊗ vn)

= σ(v1 ⊗ · · · ⊗ vn).

Henceσ 2 = σ . ConsequentlyT n(E) is the direct sum of imageσ and
kerσ . We thus are left with identifying kerσ asT n(E) ∩ I .

The subspaceT n(E) ∩ I is spanned by elements

x1 ⊗· · ·⊗ xr ⊗u ⊗v ⊗ y1 ⊗· · ·⊗ ys − x1 ⊗· · ·⊗ xr ⊗v ⊗u ⊗ y1 ⊗· · ·⊗ ys

with r +2+ s = n, and it is clear thatσ vanishes on such elements. Hence
T n(E)∩ I ⊆ kerσ . Suppose that the inclusion is strict, say witht in kerσ
but t not in T n(E) ∩ I . Let q be the quotient mapT n(E) → Sn(E). The
kernel ofq is T n(E) ∩ I , and thusq(t) �= 0. From Proposition A.23 it is
clear thatq carries̃Sn(E) = imageσ ontoSn(E). Thus chooset ′ ∈ S̃n(E)

with q(t ′) = q(t). Thent ′ − t is in kerq = T n(E) ∩ I ⊆ ker σ . Since
σ(t) = 0, we see thatσ(t ′) = 0. Consequentlyt ′ is in kerσ ∩ imageσ = 0,
and we obtaint ′ = 0 andq(t) = q(t ′) = 0, contradiction.
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3. Exterior Algebra

We turn to a discussion of the exterior algebra. Letk be an arbitrary
field, and letE be a vector space overk. The construction, results, and
proofs for the exterior algebra

∧
(E) are similar to those for the symmetric

algebraS(E). The elements of
∧

(E) are to be all the alternating tensors
(= skew-symmetric ifk has characteristic�= 2), and so we want to force
v ⊗ v = 0. Thus we define theexterior algebra by

(A.26a)
∧

(E) = T (E)/I ′,

where

(A.26b) I ′ =
(

two-sided ideal generated by all
v ⊗ v with v in T 1(E)

)
.

Then
∧

(E) is an associative algebra with identity.
It is clear thatI ′ is homogeneous:I ′ = ⊕∞

n=0 (I ′ ∩ T n(E)). Thus we
can write ∧

(E) = ⊕∞
n=0 T n(E)/(I ′ ∩ T n(E)).

We write
∧n

(E) for thenth summand on the right side, so that

(A.27)
∧

(E) = ⊕∞
n=0

∧n
(E).

Since I ′ ∩ T 1(E) = 0, the map ofE into first-order elements
∧1

(E) is
one-one onto. The product operation in

∧
(E) is denoted∧ rather than⊗,

the image in
∧n

(E) of v1 ⊗ · · · vn in T n(E) being denotedv1 ∧ · · · ∧ vn.
If a is in

∧m
(E) andb is in

∧n
(E), thena ∧ b is in

∧m+n
(E). Moreover∧n

(E) is generated by elementsv1 ∧ · · · ∧ vn with all vj in
∧1

(E) ∼= E ,
sinceT n(E) is generated by corresponding elementsv1 ⊗ · · · ⊗ vn. The
defining relations for

∧
(E) makevi ∧vj = −vj ∧vi for vi andvj in

∧1
(E),

and it follows that

(A.28) a ∧ b = (−1)mnb ∧ a if a ∈ ∧m
(E) andb ∈ ∧n

(E).

Proposition A.29.

(a)
∧n

(E) has the following universal mapping property: Letι be the
mapι(v1, . . . , vn) = v1 ∧ · · · ∧ vn of E × · · · × E into

∧n
(E). If l is any

alternatingn-multilinear map ofE × · · · × E into a vector spaceU , then
there exists a unique linear mapL :

∧n
(E) → U such that the diagram
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∧n
(E)

ι L

E × · · · × E −−−−−−−−−−−−→
l

U

commutes.
(b)

∧
(E) has the following universal mapping property: Letι be the

map that embedsE as
∧1

(E) ⊆ ∧
(E). If l is any linear map ofE into

an associative algebraA with identity such thatl(v)2 = 0 for all v ∈ E ,
then there exists a unique algebra homomorphismL :

∧
(E) → A with

L(1) = 1 such that the diagram∧
(E)

ι L

E −−−−−−−−−−−−→
l

A

commutes.

PROOF. The proof is completely analogous to the proof of Proposition
A.20.

Corollary A.30. If E and F are vector spaces overk, then the vector
space Homk(

∧n
(E), F) is canonically isomorphic (via restriction to pure

tensors) to the vector space ofF valued alternatingn-multilinear functions
on E × · · · × E .

PROOF. Restriction is linear and one-one. It is onto by Proposition
A.29a.

Next we shall identify a basis for
∧n

(E) as a vector space. The union
of such bases asn varies will then be a basis of

∧
(E).

Proposition A.31. Let E be a vector space overk, let {ui}i∈A be a basis
of E , and suppose that a simple ordering has been imposed on the index
setA. Then the set of all monomialsui1 ∧ · · · ∧ uin with i1 < · · · < in is a
basis of

∧n
(E).

PROOF. Since multiplication in
∧

(E) satisfies (A.28) and since mono-
mials spanT n(E), the indicated set spans

∧n
(E). Let us see independence.
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For i ∈ A, let u∗
i be the member ofE∗ with u∗

i (uj) equal to 1 forj = i and
equal to 0 forj �= i . Fix r1 < · · · < rn, and define

l(w1, . . . , wn) = det{u∗
ri
(wj)} for w1, . . . , wn in E .

Thenl is alternatingn-multilinear fromE × · · ·× E into k and extends by
Proposition A.29a toL :

∧n
(E) → k. If k1 < · · · < kn, then

L(uk1 ∧ · · · ∧ ukn) = l(uk1, . . . , ukn) = det{u∗
ri
(ukj )},

and the right side is 0 unlessr1 = k1, . . . , rn = kn, in which case it is 1.
This proves that theur1 ∧ · · · ∧ urn are linearly independent in

∧n
(E).

Corollary A.32. Let E be a finite-dimensional vector space overk of
dimensionN . Then

(a) dim
∧n

(E) =
(

N
n

)
for 0 ≤ n ≤ N and= 0 for n > N ,

(b)
∧n

(E∗) is canonically isomorphic to
∧n

(E)∗ by

( f1 ∧ · · · ∧ fn)(w1, . . . , wn) = det{ fi(wj)}.

PROOF. Part (a) is an immediate consequence of Proposition A.31, and
(b) is proved in the same way as Corollary A.24b, using Proposition A.29a
as a tool.

Now let us suppose thatkhas characteristic 0. We define ann-multilinear
function fromE × · · · × E into T n(E) by

(v1, . . . , vn) �→ 1

n!

∑
τ∈Sn

(sgnτ)vτ(1) ⊗ · · · ⊗ vτ(n),

and letσ ′ : T n(E) → T n(E) be its linear extension. We callσ ′ the
antisymmetrizer operator. The image ofσ ′ is denoted

∧̃n
(E), and the

members of this subspace are calledantisymmetrized tensors.

Corollary A.33. Let k have characteristic 0, and letE be a vector space
over k. Then the antisymmetrizer operatorσ ′ satisfiesσ ′2 = σ ′. The
kernel ofσ ′ is exactlyT n(E) ∩ I ′, and therefore

T n(E) = ∧̃n
(E) ⊕ (T n(E) ∩ I ′).

REMARK. In view of this corollary, the quotient mapT n(E) → ∧n
(E)

carries
∧̃n

(E) one-one onto
∧n

(E). Thus
∧̃n

(E) can be viewed as a copy
of

∧n
(E) embedded as a direct summand ofT n(E).
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PROOF. We have

σ ′2(v1 ⊗ · · · ⊗ vn) = 1

(n!)2

∑
ρ,τ∈Sn

(sgnρτ)vρτ(1) ⊗ · · · ⊗ vρτ(n)

= 1

(n!)2

∑
ρ∈Sn

∑
ω∈Sn ,
(ω=ρτ)

(sgnω)vω(1) ⊗ · · · ⊗ vω(n)

= 1

n!

∑
ρ∈Sn

σ ′(v1 ⊗ · · · ⊗ vn)

= σ ′(v1 ⊗ · · · ⊗ vn).

Henceσ ′2 = σ ′. ConsequentlyT n(E) is the direct sum of imageσ ′ and
kerσ ′. We thus are left with identifying kerσ ′ asT n(E) ∩ I ′.

The subspaceT n(E) ∩ I ′ is spanned by elements

x1 ⊗ · · · ⊗ xr ⊗ v ⊗ v ⊗ y1 ⊗ · · · ⊗ ys

with r +2+s = n, and it is clear thatσ ′ vanishes on such elements. Hence
T n(E)∩ I ′ ⊆ kerσ ′. Suppose that the inclusion is strict, say witht in kerσ ′

but t not in T n(E) ∩ I ′. Let q be the quotient mapT n(E) → ∧n
(E). The

kernel ofq is T n(E) ∩ I ′, and thusq(t) �= 0. From Proposition A.31
it is clear thatq carries

∧̃n
(E) = imageσ ′ onto

∧n
(E). Thus choose

t ′ ∈ ∧̃n
(E) with q(t ′) = q(t). Thent ′ − t is in kerq = T n(E) ∩ I ′ ⊆

ker σ ′. Sinceσ ′(t) = 0, we see thatσ ′(t ′) = 0. Consequentlyt ′ is in
kerσ ′ ∩ imageσ ′ = 0, and we obtaint ′ = 0 andq(t) = q(t ′) = 0,
contradiction.

4. Filtrations and Gradings

Let k be any field. A vector spaceV overk will be said to befiltered if
there is a specified increasing sequence of subspaces

(A.34) V0 ⊆ V1 ⊆ V2 ⊆ · · ·
with unionV . In this case we putV−1 = 0 by convention. We shall say that
V is graded if there is a specified sequence of subspacesV 0, V 1, V 2, . . .

such that

(A.35) V =
∞⊕

n=0

V n.
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WhenV is graded, there is a natural filtration ofV given by

(A.36) Vn =
n⊕

k=0

V k .

WhenE is a vector space, the tensor algebraV = T (E) is graded as a
vector space, and the same thing is true of the symmetric algebraS(E) and
the exterior algebra

∧
(E). In each case thenth subspace of the grading

consists of the subspace of tensors that are homogeneous of degreen.
WhenV is a filtered vector space as in (A.34), theassociated graded

vector spaceis

(A.37) grV =
∞⊕

n=0

Vn/Vn−1.

In the case thatV is graded and its filtration is the natural one given
in (A.36), grV recovers the given grading onV, i.e., grV is canonically
isomorphic withV in a way that preserves the grading.

Let V and V ′ be two filtered vector spaces, and letϕ be a linear
map between them such thatϕ(Vn) ⊆ V ′

n for all n. Since the restriction
of ϕ to Vn carriesVn−1 into V ′

n−1, this restriction induces a linear map
grn ϕ : (Vn/Vn−1) → (V ′

n/V ′
n−1). The direct sum of these linear maps is

then a linear map

(A.38) grϕ : gr V → gr V ′

called theassociated graded mapfor ϕ.

Proposition A.39. Let V andV ′ be two filtered vector spaces, and let
ϕ be a linear map between them such thatϕ(Vn) ⊆ V ′

n for all n. If gr ϕ is
an isomorphism, thenϕ is an isomorphism.

PROOF. It is enough to prove thatϕ|Vn : Vn → V ′
n is an isomorphism for

everyn. We establish this property by induction onn, the trivial case for
the induction beingn = −1. Suppose that

(A.40) ϕ|Vn−1 : Vn−1 → V ′
n−1 is an isomorphism.

By assumption

(A.41) grn ϕ : (Vn/Vn−1) → (V ′
n/V ′

n−1) is an isomorphism.

If v is in ker(ϕ|Vn), then(grn ϕ)(v+Vn−1) = 0+V ′
n−1, and (A.41) shows

thatv is in Vn−1. By (A.40),v = 0. Thusϕ|Vn is one-one. Next suppose that
v′ is in V ′

n. By (A.41) there existsvn in Vn such that(grn ϕ)(vn + Vn−1) =
v′ + V ′

n−1. Write ϕ(vn) = v′ + v′
n−1 with v′

n−1 in V ′
n−1. By (A.40) there

existsvn−1 in Vn−1 with ϕ(vn−1) = v′
n−1. Thenϕ(vn − vn−1) = v′, and thus

ϕ|Vn is onto. This completes the induction.
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Now let A be an associative algebra overk with identity. If A has a
filtration A0, A1, . . . of vector subspaces with 1∈ A0 such thatAm An ⊆
Am+n for all m andn, then we say thatA is afiltered associative algebra.
Similarly if A is graded asA = ⊕∞

n=0 An in such a way thatAm An ⊆ Am+n

for all m andn, then we say thatA is agraded associative algebra.

Proposition A.42. If A is a filtered associative algebra with identity,
then the graded vector space grA acquires a multiplication in a natural way
making it into a graded associative algebra with identity.

PROOF. We define a product

(Am/Am−1) × (An/An−1) → Am+n/Am+n−1

(am + Am−1)(an + An−1) = aman + Am+n−1.by

This is well defined sinceam An−1, Am−1an, andAm−1 An−1 are all contained
in Am+n−1. It is clear that this multiplication is distributive and associative
as far as it is defined. We extend the definition of multiplication to all of
gr A by taking sums of products of homogeneous elements, and the result
is an associative algebra. The identity is the element 1+ A−1 of A0/A−1.

5. Left Noetherian Rings

The first part of this section works with an arbitrary ringA with identity.
All left A modules are understood to beunital in the sense that 1 acts as 1.
Later in the section we specialize to the case thatA is an associative algebra
with identity over a fieldk.

Let M be a left A module. We say thatM satisfies theascending
chain condition as a leftA module if wheneverM1 ⊆ M2 ⊆ · · · is an
infinite ascending sequence of leftA submodules ofM , then there exists
an integern such thatMi = Mn for i ≥ n. We say thatM satisfies the
maximum condition as a leftA module if every nonempty collection of
left A submodules ofM has a maximal element under inclusion.

Proposition A.43. The left A moduleM satisfies the ascending chain
condition if and only if it satisfies the maximum condition, if and only if
every leftA submodule ofM is finitely generated.
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PROOF. If M satisfies the ascending chain condition, we argue by
contradiction thatM satisfies the maximum condition. Let a nonempty
collection {Mα} of left A submodules be given for which the maximum
condition fails. LetM1 be anyMα. SinceM1 is not maximal, chooseM2 as
anMα properly containingM1. SinceM2 is not maximal, chooseM3 as an
Mα properly containingM2. Continuing in this way results in a properly
ascending infinite chain, in contradiction to the hypothesis thatM satisfies
the ascending chain condition.

If M satisfies the maximum condition andN is a left A submodule,
define a leftA submoduleNF = ∑

m∈F Am of N for every finite subsetF
of N . The maximum condition yields anF0 with NF ⊆ NF0 for all F , and
we must haveNF0 = N . ThenF0 generatesN .

If every left A submodule ofM is finitely generated and if an ascending
chain M1 ⊆ M2 ⊆ · · · is given, let{mα} be a finite set of generators for⋃∞

j=1 Mj . Then allmα are in someMn, and it follows thatMi = Mn for
i ≥ n.

We say that the ringA is left Noetherian if A, as a leftA module,
satisfies the ascending chain condition, i.e., if the left ideals ofA satisfy
the ascending chain condition.

Proposition A.44. The ringA is left Noetherian if and only if every left
ideal is finitely generated.

PROOF. This follows from Proposition A.43.

Theorem A.45(Hilbert Basis Theorem). IfA is a commutative Noether-
ian ring with identity, then the polynomial ringA[ X ] in one indeterminate
is Noetherian.

REFERENCE. Zariski–Samuel [1958], p. 201.

EXAMPLES. Any field k is Noetherian, having only the two ideals 0 and
k. Iterated application of Theorem A.45 shows that any polynomial ring
k[ X1, . . . , Xn] is Noetherian. IfE is ann-dimensional vector space over
k, thenS(E) is noncanonically isomorphic as a ring tok[ X1, . . . , Xn] as a
consequence of Corollary A.24b, andS(E) is therefore Noetherian.

Now let A be a filtered associative algebra overk, in the sense of the
previous section, and let grA be the corresponding graded associative
algebra. Leta be an element ofA, and suppose thata is in An but not
An−1. The member̄a = a + An−1 of An ⊆ gr A is called theleading term
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of a. In the case of the 0 element ofA, we define the leading term to be
the 0 element of grA.

Lemma A.46. Let A be a filtered associative algebra, and let grA be
the corresponding graded associative algebra. IfI is a left ideal inA, then
the setĪ of finite sums of leading terms of members ofI is a left ideal of
gr A that is homogeneous in the sense thatĪ = ⊕∞

n=0( Ī ∩ An).

PROOF. Every leading term other than 0 lies in someAn, and therefore
Ī is homogeneous. Let̄x be homogeneous in grA, and letȳ be a leading
term in Ī , arising from somey ∈ I . We are to prove that̄x ȳ is in Ī . From
the definition of grA, x̄ has to be the leading term of somex ∈ A. Then
xy is in I , andxy is in Ī . From the rule for multiplication in grA and the
requirement thatAm An ⊆ Am+n in A, eitherx̄ ȳ = xy or x̄ ȳ = 0. In either
case,x̄ ȳ is in Ī .

Proposition A.47. Let A be a filtered associative algebra, and let grA
be the corresponding graded associative algebra. If grA is left Noetherian,
thenA is left Noetherian.

PROOF. By Proposition A.44 every left ideal of grA is finitely generated,
and we are to prove thatA has the same property. SupposeI is a left ideal
in A, and formĪ . By Lemma A.46,Ī is a homogeneous left ideal, and thus
it has finitely many generators̄a1, . . . , ār . Without loss of generality we
may assume that eachāj is homogeneous and is the leading term of some
aj in I .

The claim is thata1, . . . , ar is a finite set of generators forI . We prove by
induction onn that each elementa whose leading term̄a has degreen can
be written asa = ∑r

i=1 ci ai with ci in A, and then the claim follows. The
claim is trivial forn = 0. Thus assume the claim for elements with leading
term of degree< n. Let a be given with leading term̄a = ∑r

i=1 c̄i āi ,
c̄i ∈ gr A. Equating homogeneous parts, we may assume that eachc̄i is
homogeneous and that eachc̄i āi is homogeneous of degreen. Thenc̄i is
the leading term for someci , and the leading term of

∑r
i=1 ci ai is ā. Hence

a − ∑r
i=1 ci ai is in An−1 and by inductive hypothesis is in the left ideal

generated by theai . Hencea is in the left ideal generated by theai . This
completes the induction and the proof of the proposition.




