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0 Introduction

Let f(z) =

∞∑

m=1

a(m) exp(2πimz) and g(z) =

∞∑

m=1

b(m) exp(2πimz) be cusp forms for SL2(Z).

Then the Rankin-Selberg method gives an integral representation of the Dirichlet series, called the
Rankin-Selberg convolution product, defined by

L(s, f, g) =

∞∑

m=1

a(m)b(m)m−s.

This method was first introduced by Rankin [27] and Selberg [29] independently. Since then, it
has fully developed for several types of modular forms, and has become one of the most useful
tools for studying modular forms and their L-functions. In particular, it plays a very important
role in proving analytic properties (meromorphy, functional equation etc.) of several automorphic
L-functions. As for this, the reader is referred to excellent surveys by Bump [2] and [3].

In this paper, we give another application of the Rankin-Selberg method, which expresses the
period of a cuspidal Hecke eigenform in terms of the special values of automorphic L-functions
related to it. Here we mean by the period of a cusp form f the Petersson product 〈f, f〉 of f in
almost all cases. The main purposes of this paper are as follows:

(1) to survey Petersson’s formula for the period of an elliptic cusp form and its application;
(2) to survey Kohnen-Zagier’s formula for the period of a Hecke eigenform of half integral weight;
(3) to give an outline of the proof of Ikeda’s conjecture on the period of the Ikeda lift.

To explain them more precisely, first let f be a cusp form of integral weight k for Γ0(N). Then,
in Section 2, we give Petersson’s formula, which expresses the period 〈f, f〉 in terms of the residue
of the Rankin-Selberg convolution product L(s, f, f) at s = k. (cf. Proposition 2.3.) This is due
to Petersson [26]. As an application, we express 〈f, f〉 in terms of the adjoint L-function of f
evaluated at s = 1 in case f is a normalized Hecke eigenform (cf. Theorem 2.4.) This topic is
rather elementary and well-known but instructive for our later investigation. So I will explain it
precisely. Furthermore, we consider the algebraicity of the special values of several L-functions.

Next let f be a Hecke eigenform in the Kohnen plus subspace of cusp forms of weight k + 1/2
for Γ0(4), and S(f) the normalized Hecke eigenform of weight 2k for SL2(Z) corresponding to
f under the Shimura correspondence. Then, in Section 3, we explain Kohnen-Zagier’s formula,

which expresses the ratio
〈S(f), S(f)〉
〈f, f〉 of the periods in terms of the Fourier coefficient of f and the

central critical value of the twisted Hecke L-function of S(f) (cf. Theorem 3.4.) This type of result
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was first given by Waldspurger [39] in more general setting from the automorphic representation
theoretic view point, and later was refined for the above special case by Kohnen and Zagier [23].
We here remark that a certain Rankin-Selberg convolution product without Euler product plays
an important role in proving Theorem 3.4.

Finally for a normalized Hecke eigenform f of weight 2k− n for SL2(Z) with k, n even, let f̂ be
the Ikeda lift of f (cf. [9]). Furthermore let f̃ be a Hecke eigenform in the Kohnen plus subspace
of cusp forms of weight k−n/2 + 1/2 for Γ0(4) such that S(f̃) = f. Then Ikeda [10] among others

conjectured that the ratio
〈f̂ , f̂〉
〈f̃ , f̃〉 would be expressed in terms of the special values of the Hecke

L-function and the adjoint L-function of f. This has been proved by the author and Kawamura (cf.
[18]). In Sections 5 and 6, we give an outline of the proof. Here we also would like to emphasize
that several Rankin-convolution products with or without Euler product play important roles in
the proof. As for an application of this period relation to congruence between Ikeda lifts and
non-Ikeda lifts, the reader is referred to [17] and [15].

This paper is based on my lectures entitled “Periods of modular forms and special values of
their L-functions” at French-Japanese Winter School on Zeta and L-Functions held in January of
2008. I would like to thank Professor K. Matsumoto and Professor H. Tsumura for their fine jobs
in organizing the winter school. He also thank the referee for many valuable comments.

Notation. For a complex number x we put e(x) = exp(2πix). For a commutative ring R, we
denote byMmn(R) the set of (m,n)-matrices with entries in R. In particular putMn(R) = Mnn(R).
Put GLm(R) = {A ∈ Mm(R) | detA ∈ R∗}, where detA denotes the determinant of a square
matrix A, and R∗ denotes the unit group of R. For an (m,n)-matrix X and an (m,m)-matrix
A, we write A[X] = tXAX, where tX denotes the transpose of X. Let Symn(R) denote the set
of symmetric matrices of degree n with entries in R. Furthermore, let Ln denote the set of half-
integral matrices of degree n over Z, that is, Ln is the set of symmetric matrices of degree n whose
(i, j)-component belongs to Z or 1

2Z according as i = j or not. If S is a subset of Symn(R) with
R the field of real numbers, we denote by S>0 (resp. S≥0) the subset of S consisting of positive
definite (resp. semi-positive definite) matrices. Let R be a commutative ring. Then a subgroup G
of GLn(R) acts on the set Symn(R) in the following way:

G× Symn(R) 3 (g,A) −→ A[g] ∈ Symn(R).

For a subset S of Symn(R), we denote by S/G the set of equivalence classes of S with respect to
G.

1 Siegel modular forms

In this section we review modular forms of integral or half-integral weight. Put Jn =

(
On −1n
1n On

)
,

where 1n denotes the unit matrix of degree n. For a subring K of R put

GSp+
n (K) = {γ ∈ GL2n(K) | Jn[γ] = ν(γ)Jn with some ν(γ) > 0},

and
Spn(K) = {γ ∈ GSp+

n (K) | Jn[γ] = Jn}.
We call GSp+

n (R) the group of proper symplectic similitudes of degree n, and Γ (n) = Spn(Z). For
a positive integer N we define the principal congruence subgroup Γ (n)(N) of Γ (n) of level N by

Γ (n)(N) = {γ ∈ Γ (n) | γ ≡ 12n mod N}.
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A subgroup Γ of Γ (n) is called a congruence subgroup of Γ (n) if Γ contains some principal congru-

ence subgroup. For a positive integer N, we denote by Γ
(n)
0 (N) the subgroup of Γ (n) consisting of

matrices whose lower left n×n block is congruent to On modulo N. Clearly Γ
(n)
0 (N) is a congruence

subgroup of Γ (n). Let
Hn = {Z ∈ Symn(C) | Im(Z) > 0}

be Siegel’s upper half-space of degree n. Write γ ∈ GSp+
n (R) as γ =

(
A B
C D

)
with A,B,C,D ∈

Mn(R) and for Z ∈ Hn put γ(Z) = (AZ+B)(CZ+D)−1. Then γ(Z) also belongs to Hn and we can
define an action of the group GSp+

n (R) on Hn in this way. Furthermore put j(γ, Z) = det(CZ+D).
First we define a modular form of integral weight. Let k be a positive integer. For a function f

on Hn we define f |kγ as

(f |kγ)(Z) = det(γ)k/2j(γ, Z)−kf(γ(Z)).

We simply write f |γ for f |kγ if there is no confusion. Then f |k defines an action of GSp+
n (R)

on f, that is, we have f |k(γ1γ2) = (f |kγ1)|kγ2 for any γ1, γ2 ∈ GSp+
n (R). Let Γ be a congruence

subgroup of Γ (n) which contains some Γ (n)(N), and χ a character of Γ trivial on Γ (n)(N). A
function f on Hn is called a C∞-modular form of weight k and character χ for Γ if it satisfies the
following conditions:

(i) f is a C∞-function on Hn ;

(ii) (f |kγ)(Z) = χ(γ)f(Z) for any γ ∈ Γ.

We call a C∞-modular form f a holomorphic modular form if
(i) f is holomorphic on Hn;
(ii) for any γ ∈ Γ (n), f |kγ has the following Fourier expansion

f |kγ(Z) =
∑

A∈Ln≥0

cf |kγ(A)e(tr(AZ/N)),

where tr denotes the trace of a matrix.
We call f(Z) a cusp form if

(iii) cf |kγ(A) = 0 unless A is positive-definite.
We note that we have the following Fourier expansion

f(Z) =
∑

A∈Ln≥0

c(A)e(tr(AZ))

if f is a modular form for Γ0(N).
Next we define a modular form of half-integral weight. Let k be a half-integer. In this case, for

a function f on Hn and γ ∈ GSp+
n (R) we can also define f |kγ as

(f |kγ)(Z) = det(γ)k/2j(γ, Z)−kf(γ(Z)),

where j(γ, Z)−k is an appropriately defined single valued holomorphic function. However, this
does not define an action of GSp+

n (R). To overcome this obstacle, we define a group GSp+n (R)
as follows. Namely let GSp+n (R) denote the set of all couples (γ, φ(Z)) formed by an element

γ =

(
A B
C D

)
∈ GSp+

n (R) and a holomorphic function on Hn such that

φ(Z)2 = t det γ−1/2 det(CZ +D)
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with t ∈ C1, where C1 = {t ∈ C | |t| = 1}. We define a law of multiplication in GSp+n (R) by

(γ1, φ1)(γ2, φ2) = (γ1γ2, φ1(γ2(Z))φ2(Z)).

By this, we make GSp+n (R) a group. Let P : GSp+(R) −→ GSp+
n (R) be the natural projection

map, and put GSp+n (K) = P−1(GSp+
n (K)) and Spn(K) = P−1(Spn(K)) for a subring K of R. In

particular we put GL+2 (K) = GSp+1 (K). We define the action of ξ ∈ GSp+n (R) on Hn as that of
P (ξ) on Hn. For a function f on Hn and ξ = (γ, φ) ∈ GSp+n (R) we define f |2kξ as

(f |2kξ)(Z) = φ(Z)−2kf(γ(Z)).

This defines an action of GSp+n (R) on f. Now we define a function θ(Z) on Hn as

θ(Z) =
∑

m∈Mn1(Z)

e(Z[m]).

Put j̃(γ, Z) =
θ(γ(Z))
θ(Z)

for γ ∈ Γ (n)
0 (4). Then we remark that

j̃(γ, Z)2 = (−1)(detD−1)/2j(γ, Z)

for γ =

(
A B
C D

)
. Then (γ, j̃(γ, Z)) belongs to GSp+n (R) and the map I : Γ

(n)
0 (4) 3 γ 7→

(γ, j̃(γ, Z)) ∈ GSp+n (R) is an injective homomorphism of groups. For a congruence subgroup Γ

contained in Γ
(n)
0 (4) we use the same symbol Γ to denote the image I(Γ ). Now let k be a half-

integer, assume that Γ is contained in Γ
(n)
0 (4) and that it contains some Γ (n)(N). Furthermore

let χ be a character of Γ trivial on Γ (n)(N). A function f on Hn is called a C∞-modular form of
weight k for Γ if it satisfies the following conditions:

(i) f is a C∞-function on Hn ;

(ii) (f |2kγ)(Z) = χ(γ)f(Z) for any γ ∈ Γ ;

We call a C∞-modular form f a holomorphic modular form if
(i) f is holomorphic on Hn;
(ii) for any γ ∈ Spn(Z), f |2kγ has the following Fourier expansion

f |2kγ(Z) =
∑

A∈Ln≥0

cf |2kγ(A)e(tr(AZ/N)).

In particular we call f(Z) a cusp form if
(iii) cf |2kγ(A) = 0 unless A is positive-definite.

We note that we have the following Fourier expansion

f(Z) =
∑

A∈Ln≥0

c(A)e(tr(AZ))

if f is a modular form for Γ0(N).
For an integer or half-integer k, we denote by Mk(Γ, χ) (resp. M∞

k (Γ, χ)) the space of holomorphic
(resp. C∞-) modular forms of weight k and character χ for Γ. We denote by Sk(Γ, χ) the subspace
of Mk(Γ, χ) consisting of cusp forms. If χ is the trivial character, we simply write Mk(Γ, χ) as
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Mk(Γ ), and the others. Let χ be a Dirichlet character mod N . Then the map Γ0(N) 3 γ =(
A B
C D

)
7→ χ(detD) is a character of Γ0(N), which we denote by the same symbol χ. In

this case we understand that Mk(Γ0(N)) is Mk(Γ0(N), ψ) with ψ the trivial character mod N.
Let f ∈ Mk(Γ0(N), ψ) with ψ a Dirichlet character mod N. Let dv denote the invariant volume
element on Hn defined by dv = det(Im(Z))−n−1 ∧1≤j≤l≤n (dxjl ∧ dyjl). Here for Z ∈ Hn we write
Z = (xjl) + i(yjl) with real matrices (xjl) and (yjl). For two C∞-modular forms f and g of weight
k for Γ (n) we define the Petersson scalar product 〈f, g〉 by

〈f, g〉 = [Γ (n) : Γ{±1}]−1

∫

ΦΓ

f(Z)g(Z) det(Im(Z))kdv,

provided the integral converges. Here ΦΓ is a fundamental domain for Hn modulo Γ.
Now we review a general Hecke theory for modular forms. A more precise Hecke theory will be

explained in Sections 2,3 and 4. For a while put Gn = GSp+
n (Q) or GSp+n (Q), and Γn = Spn(Z)

or Γ
(n)
0 (4) according as Gn = GSp+

n (Q) or GSp+n (Q). Let K be a commutative ring with unity.
Let ∆ be a sub-semigroup of Gn and Γ a congruence subgroup of Γn. We denote by RK(Γ,∆)
the module of all the K-finite formal sum of the double coset ΓγΓ with γ ∈ ∆. We define the
following multiplication law: for two double cosets ΓγΓ and Γγ′Γ write

ΓγΓ =
∪

i

Γγi

and
Γγ′Γ =

∪

j

Γγ′
j ,

and we define ΓγΓΓγ′Γ as

ΓγΓΓγ′Γ =
∑

γ′′
c(γ′′; γ, γ′)Γγ′′Γ,

where c(γ′′; γ, γ′) = #{(i, j) | Γγ′′ = Γγiγ
′
j}. Under this multiplication, RK(Γ,∆) becomes an

associative algebra over K, which we call the Hecke algebra over K associated with the Hecke pair
(Γ,∆). Now we consider the action of RK(Γ,∆) on Mk(Γ, χ). First let k be an integer. Let Γ be
a congruence subgroup of Spn(Z) and ∆ a sub-semigroup of Sp+

n (Q). We assume that χ can be
extended to ∆, which we denote by the same symbol χ. Furthermore assume that if αγα−1 ∈ Γ
for γ ∈ Γ, α ∈ ∆, then χ(αγα−1) = χ(γ). Let T = ΓγΓ be an element of RK(Γ,∆). Write T as
T = ∪γΓγ and for f ∈ Mk(Γ, χ) define the Hecke operator |kT associated to T as

f |kT = det(γ)k/2−(n+1)/2
∑

γ

χ(γ)f |kγ.

This expression does not depend on the choice of γ, and f |kT belongs to Mk(Γ, χ). We call this
action the Hecke operator as usual (cf. [1].) Next let k be a half-integer. Then, for a congruence

subgroup of Γ
(n)
0 (4) and a sub-semigroup ∆ of GSp+n (Q), we can define the action of RK(Γ,∆) on

Mk(Γ, ψ) in a similar way. If f is an eigenfunction of a Hecke operator T ∈ RK(Γ,∆) we denote
by λf (T ) its eigenvalue. We call f ∈ Mk(Γ, χ) a Hecke eigenform for RK(Γ,∆) if it is a common
eigenfunction of all Hecke operators in RK(Γ,∆).
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2 Elliptic modular forms

Throughout this section and the next, we simply write Γ
(1)
0 (N) as Γ0(N). Let f ∈ Mk(Γ0(N), φ).

Then we have the following Fourier expansion of f :

f(z) =

∞∑

m=0

a(m)e(mz).

Then for a Dirichlet character χ we define the Dirichlet series

L(s, f, χ) =

∞∑

m=1

a(m)χ(m)m−s.

We briefly review the properties of L(s, f, χ) following [24]. The Dirichlet series L(s, f, χ) can be
continued to a meromorphic function on the whole s-plane. Furthermore L(s, f, χ) is entire if f is
a cusp form. Let

∆0(N) = {
(
a b
c d

)
∈M2(Z) | c ≡ 0 mod N, (a,N) = 1, ad− bc > 0}.

Put R0(N) = RZ(Γ0(N),∆0(N)). For integers l,m such that l|m and (l, N) = 1 define an element
T (l,m) of R0(N) by

T (l,m) = Γ0(N)

(
l 0
0 m

)
Γ0(N).

In particular put T (p) = T (1, p) for a prime number p. Then R0(N) is the polynomial ring over Z
generated by T (p), T (p, p) with all prime numbers p prime to N , and T (q) with prime numbers q
dividing N. We simply call f a Hecke eigenform if it is a Hecke eigenform for R0(N). Now assume
that f is a normalized Hecke eigenform, that is, f is a Hecke eigenform with the first Fourier
coefficient 1. Put λ(m) = λf (m). Then we have

a(m) = λ(m).

We also have
λ(mn) = λ(m)λ(n)

if (m,n) = 1, and
λ(p2) = λ(p)2 − ψ(p)pk−1

for any prime number p. Thus we have

L(s, f, χ) =
∏

p

(1− λ(p)p−sχ(p) + pk−1−2sψ(p)χ(p)2)−1.

We call L(s, f, χ) Hecke’s L-function of f twisted by χ. We write λ(p) as

λ(p) = pk/2−1/2(αp + βp) and αpβp = ψ(p)

with αp, βp complex numbers. Then L(s, f, χ) can also be expressed as

L(s, f, χ) =
∏

p

{(1− αppk/2−1/2−sχ(p))(1− βppk/2−1/2−sχ(p))}−1.
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If χ is the principal character, we simply write L(s, f, χ) as L(s, f). In Section 3, we will express
L(s, f) for a Hecke eigenform f in Mk(SL2(Z)) in another way.

Now for f(z) =
∑∞

m=0 a(m)e(mz) ∈ Mk(Γ0(N), φ) and g(z) =
∑∞

m=0 b(m)e(mz) ∈ Ml(Γ0(N), ψ)
we then define the Rankin-Selberg convolution product as

D(s, f, g) =

∞∑

m=1

a(m)b(m)m−s.

We consider an integral expression of D(s, f, g) in case f or g is a cusp form. Let λ be a non-
negative integer and χ a Dirichlet character mod N such that χ(−1) = (−1)λ. We define the
Eisenstein series Eλ,N (z, s;χ) by

Eλ,N (z, s;χ) = ys
∑

γ∈Γ∞\Γ0(N)

χ(γ)j(γ, z)−λ|j(γ, z)|−2s.

Proposition 2.1. Let λ,N and χ be as above.
(1) Put

E(s) = Γ(s+ λ)Eλ,N (z, s, χ),

where Γ(s) is Gamma function. Then as a function of s, E(s) can be continued to a meromorphic
function on the whole s-plane. Furthermore E(s) is entire if λ 6= 0 or χ is non-trivial. If λ = 0
and χ is trivial, E(s) has a simple pole at s = 1 with the residue

3

Nπ

∏

p|N
(1 + p−1)−1.

(2) If λ ≥ 3, or λ = 2 and χ 6= 1. Then Eλ,N (z, 0, χ) belongs to Mλ(Γ0(N), χ), and in particular if
χ is a primitive character, we have the following Fourier expansion

Eλ,N (z, 0, χ) = 1 +
2

L(1− λ, χ)

∞∑

n=1

(
∑

d|n
χ(d)dλ−1)e(nz),

where L(s, χ) is the Dirichlet L-function associated with χ. Furthermore, if χ is trivial, then we
have

E2,N (z, 0, χ) =
c

4πy
+

∞∑

n=0

cne(nz)

with rational numbers c and cn.

Now by using so called the Rankin-Selberg method we have the following:

Theorem 2.2. Let f(z) =
∑∞

m=0 a(m)e(mz) ∈ Sk(Γ0(N), φ) and g(z) =
∑∞

m=0 b(m)e(mz) ∈
Ml(Γ0(N), ψ). Assume that k ≥ l. Then we have

(4π)−sΓ(s)D(s, f, g) =

∫

ΦΓ0(N)

f(z)g(z)Ek−l,N (z, s̄+ 1− k, φψ)yk−2dxdy

Proof. Put

I =

∫

ΦΓ0(N)

f(z)g(z)Ek−l,N (z, s̄+ 1− k, φψ)yk−2dxdy.
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Then we have

I =

∫

ΦΓ0(N)

f(z)g(z)
∑

γ∈Γ∞\Γ0(N)

Im(z)s+1φ(γ)ψ(γ)j(γ, z)
l−k|j(γ, z)|−2s−2+2ky−2dxdy.

For any γ ∈ Γ0(N) we have

f(z)g(z)Im(z)s+1φ(γ)ψ(γ)j(γ, z)
l−k|j(γ, z)|−2s−2+2k = f(γ(z))g(γ(z))Im(γ(z))s+1.

Thus we have

I =

∫

∪γ∈Γ∞\Γ0(N)γ(ΦΓ0(N))
f(z)g(z)Im(z)s+1y−2dxdy

=

∫

R
f(z)g(z)Im(z)s+1y−2dxdy,

where R = {z ∈ H | |Re(z)| ≤ 1/2}. Thus we have

I =

∫ ∞

0

∫ 1/2

−1/2

∞∑

m,n=0

a(m)b(n)exp(2πi(m− n)x− 2π(m+ n)y)ys+1y−2dxdy

=

∫ ∞

0

∞∑

m,n=0

a(m)b(n)

∫ 1/2

−1/2
exp(2πi(m− n)x− 2π(m+ n)y)ys+1y−2dxdy

=

∫ ∞

0

∞∑

m=1

a(m)b(m)exp(−4πmy)ys+1y−2dy

=

∞∑

m=1

a(m)b(m)(4πm)−sΓ(s).

This proves the assertion.

By (1) of Propositions 2.1 and Theorem 2.2 we have

Proposition 2.3. Let f and g be as in Theorem 2.2. Then D(s, f, g) can be continued to a
meromorphic function on the whole s-plane. Furthermore we have

Ress=kD(s, f, f) =
(4π)k

Γ(k)
〈f, f〉 3

π
.

Let f(z) =
∑∞

m=1 a(m)e(mz) be a normalized Hecke eigenform in Sk(Γ0(N), φ) and αp and βp
the complex numbers defined as above. We then define the adjoint L-function L(s, f, χ,Ad) of f
twisted by χ as

L(s, f, χ,Ad) =
∏

p

{(1− α2
pp

−sχ(p))(1− β2
pp

−sχ(p))(1− p−sαpβpχ(p))}−1.

If χ is the principal character, we simply write L(s, f, χ,Ad) as L(s, f,Ad). In Section 4, we
will express L(s, f,Ad) for a Hecke eigenform f in Mk(SL2(Z)) in another way. Put fρ(z) =∑∞

m=1 a(m)e(mz). Then we note that we can write D(s, f, fρ) as

D(s, f, fρ) =
∏

p

(1− α2
pβ

2
pp

2k−2−2s)
∏

p

{(1− α2
pp
k−1−s)(1− β2

pp
k−1−s)(1− pk−1−sαpβp)2}−1.
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We note that αpβp = φ(p). Thus by comparing the Euler products of L(s, f,Ad) and D(s + k −
1, f, fρ) we have

(∗) L(s, φ)L(s, f,Ad) = L(2s, φ2)D(s+ k − 1, f, fρ).

In particular, if f ∈ Sk(Γ0(N)), we have f(z) = fρ(z), and αpβp = 0 or 1 according as p divides
N or not. Thus we have

ζN (s)L(s, f,Ad) = ζN (2s)D(s+ k − 1, f, f),

where ζN (s) = ζ(s)
∏
p|N (1− p−s) with ζ(s) Riemann’s zeta function. Thus by Proposition 2.3 we

have

Theorem 2.4. Under the above notation and the assumption, L(s, f,Ad) can be continued to
a meromorphic function on the whole s-plane. In particular, if f ∈ Sk(Γ0(N)), then we have

L(1, f,Ad)

πk+1〈f, f〉 =
22k−1

Γ(k)

∏

p|N
(1 + p−1).

Remark. (1) Similarly for any character χ, L(s, f, χ,Ad) can be continued to a meromorphic
function on the whole s-plane. Furthermore, if f ∈ Sk(Γ0(N)), then L(s, f, χ,Ad) is entire for any
character χ. As for this, see [31].
(2) By Theorem 2.4, the period 〈f, f〉 of a normalized Hecke eigenform f ∈ Sk(Γ0(N)) can be
expressed as the adjoint L-function of f evaluated at s = 1 and some elementary quantities. The
same formula holds for a normalized Hecke eigenform in Sk(Γ0(N), φ) with non-trivial character
φ.

In the rest of this section, we consider the special values of several L-functions of a modular
form. For a Hecke eigenform f in Sk(Γ0(N), φ), we denote by Q(f) the field generated over Q by
all the eigenvalues of the Hecke operators, and call it the Hecke field of f. First, by using (2) of
Proposition 2.1 and Theorem 2.2, we have

Proposition 2.5 ([32]) Let f ∈ Sk(Γ0(N), φ) and g ∈ Ml(Γ0(N), ψ) be normalized Hecke eigen-

forms. Assume that k > l, and let m be an integer such that 1
2(k+ l−2) < m < k. Then

D(m, f, g)

πk〈f, f〉
belongs to Q(f)Q(g).

Put ΓC(s) =
2Γ(s)
(2π)s

. Then by applying Proposition 2.5, we get the following (cf. [32],[33].)

Theorem 2.6. (1) Let ψ be a Dirichlet character mod N. Let f be a normalized Hecke eigen-
form in Sk(Γ0(N), ψ). Then there exist complex numbers u±(f) uniquely determined up to Q(f)×

multiple such that
ΓC(m)L(m, f, χ)

τ(χ)uj(f)
∈ Q(f)(χ) for any integer 0 < m ≤ k − 1 and a Dirichlet

character χ such that j = (−1)mχ(−1), where τ(χ) is the Gauss sum.

Finally we consider the algebraicity of the adjoint L-function. Proposition 2.5 holds for two
modular forms of different weights. Thus we cannot derive the above type of result for the adjoint
L-function from Proposition 2.5. However, by using a variant of the Rankin-Selberg method we
can get the following.
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Theorem 2.7. ([35],[40]) Let ψ be a Dirichlet character mod N. Let f be a Hecke eigenform in
Sk(Γ0(N), ψ). Let χ be a Dirichlet character. Let m be a positive integer not greater than k − 1
and χ(−1) = (−1)m−1. Put

L(m, f, χ,Ad) =
ΓC(m)ΓC(m+ k − 1)L(m, f, χ,Ad)

〈f, f〉 .

Then L(m, f, χ,Ad) belongs to Q(f)(χ), and in particular it is algebraic.

3 Half-integral weight modular forms

Let N be a positive integer. Let h(z) =
∑

m ch(m)e(mz) ∈ Sk+1/2(Γ0(4N), χ) and g(z) =∑
m cg(m)e(mz) ∈ Sl+1/2(Γ0(4N), ψ). We then define

D(s, h, g) =

∞∑

m=1

ch(m)cg(m)m−s.

Then similarly to the integral weight case, we have the following.

Proposition 3.1. Assume that k ≥ l. Then we have

Γ(s)(4π)−sD(s, h, g) =

∫

ΦΓ0(4N)

h(z)g(z)Ek−l,4N (z, s̄+ 1/2− k, ω)yk−3/2dxdy,

where ω(d) = ( (−1)k−l

d )χ(d)ψ(d). In particular, we have

Γ(s)(4π)−sD(s, h, h) =

∫

ΦΓ0(4N)

|h(z)|2E0,4N (z, s̄+ 1/2− k, ω)yk−3/2dxdy.

In particular, the period 〈h, h〉 can be expressed in terms of the residue of the convolution
product

D(s, h, h) =

∞∑

m=1

|ch(m)|2
ms

.

However there is no formula like Theorem 2.4. Instead we express the ratio of the period of h to
that of its Shimura correspondence S(h) in terms of L(k/2, S(h)).

Let N be an odd positive integer. We define the Kohnen plus subspace M+
k+1/2(Γ0(4N)) of

Mk+1/2(Γ0(4N)) by

M+
k+1/2(Γ0(4N))

= {f(z) =

∞∑

m=0

cf (m)e(mz) | cf (m) = 0 unless m ≡ (−1)k mod 4 or m ≡ 0 mod 4}.

We also put S+
k+1/2(Γ0(4N)) = Sk+1/2(Γ0(4N))∩M+

k+1/2(Γ0(4N)). We note that M+
k+1/2(Γ0(4N))

can also be defined as the eigenspace of a certain linear operator acting on Mk+1/2(Γ0(4N)), and

the canonical projection pr from Mk+1/2(Γ0(4N)) to M+
k+1/2(Γ0(4N)) is given by

pr(g) = (−1)[(k+1)/2] 1

3
√

2
(
∑

ν mod 4

g|2k+1ξα
∗
ν) +

1

3
g,
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where

ξ = (

(
4 1
0 4

)
, exp(πi/4)), α∗

ν = (αν ,
θ(αν(z))

θ(z)
)

with αν =

(
1 0

4Nν 1

)
(cf. [21].) Now to explain the Shimura correspondence, let θ(z) =

∑∞
m=−∞ e(−m2z) be the theta series defined in Section 1, and put θt(z) = θ(tz) for each pos-

itive integer t. We note that θt(z) belongs to M1/2(Γ0(4t), (
Dt
∗ )). where Dt is the discriminant

of Q(
√
t) and (Dt

∗ ) denotes the Kronecker symbol. We denote by ∆̃0(4N) the subalgebra of

RZ(Γ0(4N),GL+2 (Q)) generated by all the Γ0(4N)(

(
1 0
0 p2

)
, p1/2)Γ0(4N)′ s with p prime num-

bers not dividing N . Then ∆̃0(4N) acts on M+
k+1/2(Γ0(4N)) as in Kohnen [21]. We simply call an

element h ∈ M+
k+1/2(Γ0(4N)) a Hecke eigenform if h is a Hecke eigenform for ∆̃0(4N). Then we

have the following (cf. Kohnen [21], Shimura [30].)

Theorem 3.2. (1) Let N be an odd positive integer. Let k be a positive integer and D a
fundamental discriminant such that (−1)kD > 0. For h(z) =

∑∞
m=1 c(m)e(mz) ∈ S+

k+1/2(Γ0(4N)),

we define Sk,4N,D(h)(z) by

Sk,4N,D(h)(z) =

∞∑

m=1

∑

d|m
(d,N)=1

(
D

d
)dk−1c(|D|(m/d)2)e(mz).

Then Sk,4N,D(h)(z) belongs to S2k(Γ0(N)). The map Sk,4N,D is an isomorphism from Sk+1/2(Γ0(4N))
to S2k(Γ0(N)). In particular if N = 1, then the map

∞∑

m=0

c(m)e(mz) 7→ c(0)L(1− k, (Dd ))

2
+

∞∑

m=1

∑

d|m
(
D

d
)dk−1c(|D|(m/d)2)e(mz)

induces an isomorphism from M+
k+1/2(Γ0(4)) to M2k(SL2(Z)) whose restriction to S+

k+1/2(Γ0(4))
is equal to Sk,4,D. This map will be denoted by the same symbol Sk,4,D.
(2) Let D be as above. Then, for any Hecke eigenform h ∈ S+

k+1/2(Γ0(4)), Sk,4,D(h) is a Hecke

eigenform in S2k(SL2(Z)), and we have

D(s, h, θ|D|)L(s− k + 1, (
D

∗ )) = c(|D|)L(s,Sk,4,D(h)).

We call Sk,4N,D the Shimura correspondence associated to D. For a Hecke eigenform h in
S+
k+1/2(Γ0(4)), let S(h) be the normalized Hecke eigenform in S2k(SL2(Z)) such that Q(Sk,4,D(h)) =

Q(S(h)). This S(h) is uniquely determined by h and does not depend on the choice of D. We also
call S(h) the normalized Hecke eigenform corresponding to h under the Shimura correspondence.
As for the recent development related to Theorem 3.2, see Ueda [36]. Now as for the period of a
half-integral weight cusp form, we have the following (cf. Shimura [33].)

Theorem 3.3. Let h be a Hecke eigenform in S+
k+1/2(Γ0(4)). Assume that all the Fourier

coefficients of h belong to a field K. Then we have

πi〈h, h〉
u−(S(h))

∈ K.
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Roughly speaking, the period 〈h, h〉 is nothing but u−(S(h)). Now our main result of this section

is to give the ratio
〈h, h〉

〈S(h), S(h)〉 in terms of L(k/2, S(h), χ) with some quadratic character χ. This

type of result was first given by Waldspurger in automorphic representation theoretic view point.
Here we give a refinement of it in a special case where h is in the Kohnen plus subspace due to
Kohnen and Zagier. As for the recent progress of this theme, see Sakata [28].

Theorem 3.4. (Kohnen-Zagier [23]) Let h be a Hecke eigenform in S+
k+1/2(Γ0(4)). Then for

any fundamental discriminant D such that (−1)n/2D > 0 we have

|ch(|D|)|2
〈h, h〉 =

Γ(k)

πk
|D|k−1/2L(k, S(h), (D∗ ))

〈S(h), S(h)〉 .

To prove the above theorem, we consider the following Eisenstein series: Let D be a fundamental
discriminant such that (−1)kD > 0. We then put

Gk,D(z, s) = Ek,|D|(z, s, (
D

∗ )),

G̃k,D(z, s) = Gk,D(4z, s)− 2−k−2s(
D

2
)Gk,D(2z, s).

Furthermore put

Gk,D(z) =
L(1− k, (D∗ ))

2
Gk,D(z, 0),

and

G̃k,D(z) =
L(1− k, (D∗ ))

2
G̃k,D(z, 0).

We note that Gk,D(z, s) and G̃k,D(z, s) belong to M∞
k (Γ0(|D|), (D∗ )) and M∞

k (Γ0(4|D|), (D∗ )), re-

spectively, and, in particular if k ≥ 3, then Gk,D(z) and G̃k,D(z) belong to Mk(Γ0(|D|), (D∗ )) and
Mk(Γ0(4|D|), (D∗ )), respectively. We define FD(z, s) and GD(z, s) as

FD(z, s) = Tr
|D|
1 (Gk,D(z)Gk,D(z, s)),

and

GD(z, s) =
3

2
(1− (

D

2
)2−k−2s)−1pr(Tr

4|D|
4 (G̃k,D(z, s)θ(|D|z))).

Here for positive integers N,M such that N |M we denote by TrMN the trace map from M∞
l (Γ0(M))

to M∞
l (Γ0(N)) given by

TrMN (f) =
∑

γ∈Γ0(M)\Γ0(N)

f(γ(z))

for f ∈ M∞
l (Γ0(M)). Furthermore put

FD(z) =
L(1− k, (D∗ ))

2
FD(z, 0),

and

GD(z) =
L(1− k, (D∗ ))

2
GD(z, 0).
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We note that FD(z) and GD(z) belong to M2k(SL2(Z)), and M+
k+1/2(Γ0(4)), respectively, if k ≥ 3.

Proposition 3.5. Let D be a fundamental discriminant such that (−1)kD > 0. Let f be a
normalized Hecke eigenform in S2k(SL2(Z)). Then we have

〈f,FD〉 =
Γ(2k − 1)L(1− k, (D∗ ))

2(4π)2k−1

L(2k − 1, f)L(k, f, (D∗ ))

L(k, (D∗ ))
.

Proof. Put I(s) = 〈f,FD(∗, s̄)〉. Then we have

I(s) =

∫

ΦSL2(Z)

∑

γ∈Γ0(|D|)\SL2(Z)

f(γ(z))Gk,D(γ(z))Gk,D(γ(z), s̄)y2k−2dxdy

=

∫

ΦΓ0(|D|)
f(z)Gk,D(z)Gk,D(z, s̄)y2k−2dxdy.

Thus by Theorem 2.2, for s ∈ C with sufficiently large real part, we have

I(s) =
Γ(2k − 1 + s)

(4π)2k−1+s
L(2k − 1 + s, f,Gk,D)

and therefore by (2) of Proposition 2.1 we have

I(s) =
Γ(2k − 1 + s)

(4π)2k−1+s

L(2k − 1 + s, f)L(k + s, f, (D∗ ))

L(k + 2s, (D∗ ))
.

The both hand-sides of the above are holomorphic at s = 0. thus the assertion holds.

Proposition 3.6. Let D and f be as in Proposition 3.5, and g(z) =
∑∞

m=1 cg(m)e(mz) be a
Hecke eigenform in S+

k+1/2(Γ0(4)) such that Sk,4,D(g) = cg(|D|)f. Then we have

〈g,GD〉 =
Γ(k − 1/2)L(1− k, (D∗ ))

4(4π)k−1/2L(k, (D∗ ))|D|k−1/2
L(2k − 1, f)cg(|D|).

Proof. The assertion can be proved in a way similar to Proposition 3.5 by using Propositions
3.1 and 3.2.

Proof of Theorem 3.4. Let {gν} be an orthogonal basis of S+
k+1/2(Γ0(4)) consisting of Hecke

eigenforms. Furthermore, we define the Eisenstein series Ek+1/2(z) and G+
k+1/2(z) as

Ek+1/2(z) =
∑

γ∈Γ∞\Γ0(4)

(
θ(γ(z))

θ(z)
)−2k−1,

and

G+
k+1/2(z) = ζ(1− 2k)(Ek+1/2(z) + 2−2k−1(1 + (−1)ki)z−k−1/2Ek+1/2(

−1

4z
).

Then Ek+1/2(z) and G+
k+1/2(z) belong to Mk+1/2(Γ0(4)) and M+

k+1/2(Γ0(4)), respectively. Then GD
can be written as

GD(z) = λG+
k+1/2(z) +

∑

ν

λνgν(z)
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with λ, λν ∈ C. Then we have

λν =
〈GD, gν〉
〈gν , gν〉

.

Let {fν} be the basis of S2k(SL2(Z)) consisting of normalized Hecke eigenforms such that S(gν) =
fν .

We note that

Sk,4,D(G+
k+1/2) = L(1− k, (D∗ ))G2k,

Sk,4,D(gν) = cgν (|D|)fν ,
and

Sk,4,D(GD) = FD.
Thus we have

FD(z) = λG2k(z) +
∑

ν

λνcgν (|D|)fν(z),

and therefore we have

〈fν ,FD〉 = λνcgν (|D|)〈fν , fν〉 = cgν (|D|)〈fν , fν〉
〈GD, gν〉
〈gν , gν〉

.

Thus the assertion follows from Propositions 3.5 and 3.6 by remarking L(2k−1, f)L(1−k, (D∗ )) 6= 0.

4 Ikeda’s conjecture on the period of the Ikeda lift

The Rankin-Selberg method plays an important role also in investigating the period relation of
Siegel modular forms. Here we apply it to Ikeda’s conjecture. We restrict ourselves to the full
modular case, and we define standard L-function. Let Ln = RQ(Γ (n), GSp+

n (Q)), and for each
prime number p let Lnp = RQ(Γ (n), GSp+

n (Q) ∩ GL2n(Z[p−1])). Then Lnp is a subalgebra of Ln,
and Ln is generated by all the Lnp’s. Now let

T (p) = Γ (n)(1n⊥p1n)Γ (n),

and
(p±) = Γ (n)(p±12n)Γ

(n).

Furthermore, for i = 1, ..., n− 1 put

Ti(p
2) = Γ (n)(1n−i⊥p1i⊥p21n−i⊥p1i)Γ (n).

Then Lnp is generated over Q by (p±), T (p) and Ti(p
2) (i = 1, ..., n − 1). We now review the

Satake p-parameters of Lnp. Let Pn = Q[X±
0 , X

±
1 , ..., X

±
n ] be the ring of Laurent polynomials in

X0, X1, ..., Xn over Q. Let Wn be the group of Q-automorphisms of Pn generated by all permu-
tations in variables X1, ..., Xn and by the automorphisms τ1, ..., τn defined by

τi(X0) = X0Xi, τi(Xi) = X−1
i , τi(Xj) = Xj (j 6= i).

Furthermore a group W̃n isomorphic to Wn acts on the set Tn = (C×)n+1 in a way similar to the
above. Then there exists a Q-algebra isomorphism Ωnp, called the Satake isomorphism, from Lnp
to the Wn-invariant subring PWn

n of Pn. Then for a non-zero C-algebra homomorphism λ from
Lnp to C, there exists an element (α0(p, λ), α1(p, λ), ..., αn(p, λ)) of Tn such that

λ(Ω−1
np (F (X0, X1, ..., Xn))) = F (α0(p, λ), α1(p, λ), ..., αn(p, λ))
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for F ∈ PWn
n . The equivalence class of (α0(p, λ), α1(p, λ), ..., αn(p, λ)) under the action of W̃n is

uniquely determined by λ. Now assume that f is a Hecke eigenform in Mk(Γ
(n)). Then for each

prime number p, the map λf,p : Lnp 3 T 7→ λf (T ) defines a non-zero C-homomorphism from Lnp
to C. We denote by (α0(p), α1(p), ...., αn(p)) the Satake p-parameters of Lnp determined by λf,p.
Let χ be a Dirichlet character. We then define the spinor L-function L(s, f, χ,Sp) of f twisted by
χ as

L(s, f, χ, Sp) =
∏

p

{(1− α0(p)p
−sχ(p))

n∏

r=1

∏

1≤i1<...<ir≤n
(1− αi1(p)...αir(p)p−sχ(p))}−1.

We also define the standard L-function L(s, f, χ,St) of f twisted by χ as

L(s, f, χ,St) =
∏

p

n∏

i=1

{(1− p−sχ(p))(1− αi(p)p−sχ(p))(1− αi(p)−1p−sχ(p))}−1.

Let f be a Hecke eigenform in Sk(SL2(Z)), and αp and βp be the complex numbers in Section 2.
Then we have βp = α−1

p . We note that we can take α0(p) = pk/2−1/2αp and α1(p) = α−2
p as the

Satake p-parameters determined by f. Thus we have

L(s, f, χ,Sp) = L(s, f, χ),

and
L(s, f, χ, St) = L(s, f, χ,Ad).

For an integer D ∈ Z such that D ≡ 0 or 1 mod 4, put dD be the discriminant of Q(
√
D), and put

fD =
√

D
dD
. Let n be a positive even integer. For an element T ∈ Ln>0, put dT = d(−1)n/2 det(2T ), fT =

f(−1)n/2 det(2T ), and χT = ( dT
∗ ). Now we define the local Siegel series bp(T, s) by

bp(T, s) =
∑

R∈Symn(Z[1/p])/Symn(Z)

e(tr(TR))p−ordp(µp(R))s,

where µp(R) = [RZnp + Znp : Znp ]. We remark that there exists a unique polynomial Fp(T,X) in X
such that

bp(T, s) = Fp(T, p
−s)

(1− p−s)
∏n/2
i=1(1− p2i−2s)

1− χT (p)pn/2−s

(cf. Kitaoka [19]). Now let k be a positive even integer. Let

f(z) =

∞∑

m=1

a(m)e(mz)

be a normalized Hecke eigenform in S2k−n(Γ (1)). Furthermore let

f̃(z) =
∑

e

c(e)e(ez)

be a cuspidal Hecke eigenform in the Kohnen plus subspace S+
k−n/2+1/2(Γ0(4)) such that S(f̃) = f.

We define a Fourier series In(f)(Z) in Z ∈ Hn by

In(f)(Z) =
∑

T∈Ln>0

aIn(f)(T )e(tr(TZ)),

100



H. Katsurada

where
aIn(f)(T ) = c(|dT |)

∏

p

(pk−n/2−1/2αp)
ordp(fT )

∏

p

Fp(T, p
−(n+1)/2α−1

p ).

Then Ikeda [9] showed the following:

Theorem 4.1. In(f)(Z) is a Hecke eigenform in Sk(Γ
(n)) whose standard L-function is

ζ(s)
n∏

i=1

L(s+ k − i, f).

We call In(f) the Ikeda lift of f. We note that In(f) is uniquely determined by f̃ . We also note
that I2(f) is the Saito-Kurokawa lift of f.

To formulate Ikeda’s conjecture, put

ΓR(s) = π−s/2Γ(s/2).

Furthermore put
ξ(s) = ΓR(s)ζ(s)

and
ξ̃(s) = ΓC(s)ζ(s).

Put
Λ(s, f, χ) = ΓC(s)L(s, f, χ)τ(χ)−1.

Furthermore put
Λ̃(s, f, Ad) = ΓC(s)ΓC(s+ 2k − n− 1)L(s, f, Ad).

Now we have the following diagram of liftings:

S+
k−n/2+1/2(Γ0(4)) ↔ S2k−n(Γ (1)) → Sk(Γ

(n))

f̃ ↔ f 7→ In(f)

Then Ikeda [10] proposed the following conjecture:

Conjecture A. We have

〈In(f), In(f)〉
〈f̃ , f̃〉

= 2α(n, k)Λ(k, f)ξ̃(n)

n/2−1∏

i=1

Λ̃(2i+ 1, f, Ad) ξ̃(2i),

where α(n, k) is a certain integer depending only on n and k.

Remark. When n = 2, Conjecture A holds true. Namely, Kohnen and Skoruppa [22] showed
that

〈I2(f), I2(f)〉
〈f̃ , f̃〉

= 2k−2Λ(k, f)ξ̃(2).

(See also Oda [25].)

Now we have
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Theorem 4.2 (Katsurada-Kawamura [18]) Conjecture A holds true for any even positive integer
n.

By this result combined with Theorem 3.4, we get the following result.

Theorem 4.3. For any fundamental discriminant D such that (−1)n/2D > 0 and L(k −
n/2, f, (D∗ )) 6= 0 we have

〈In(f), In(f)〉
〈f, f〉n/2 =

an,k|c(|D|)|2Λ(k, f)

|D|k−n/2Λ(k − n/2, f, (D∗ ))
ξ̃(n)

n/2−1∏

i=1

Λ̃(2i+ 1, f, Ad)

〈f, f〉 ξ̃(2i)

with some algebraic number an,k depending only on n, k.

By Theorems 2.6 and 2.7, we see that
Λ(k, f)

Λ(k − n/2, f, (D∗ ))
and

Λ̃(2i+ 1, f, Ad)

〈f, f〉 for i = 1, ..., n/2−

1 are algebraic numbers and belong to the Hecke field Q(f). Thus we get the following corollary.

Corollary. In addition to the above assumption, assume that all the Fourier coefficients of f̃

are algebraic. Then
〈In(f), In(f)〉
〈f, f〉n/2 is algebraic.

This has been already proved by Furusawa [6] in case n = 2, and by Choie and Kohnen [4] in
general case. Thus our result can be regarded as a refinement of theirs. We also remark that
we can apply Theorem 4.3 to solve a problem concerning the congruence between Ikeda lifts and
non-Ikeda lifts. This was announced in [17], and the details will be discussed in [15] (see also [14].)

5 Rankin-Selberg Dirichlet series associated with the Fourier-
Jacobi expansion of the Ikeda lift

In this section and the next, we give an outline of the proof of Theorem 4.2. First we give an explicit
formula for a certain Rankin-convolution product associated with the Fourier-Jacobi expansion of
the Ikeda lift, and express its residue in terms of its period. First we review Jacobi forms of integral
index. Let H1,n(R) be the real Heisenberg group of characteristic (1, n), that is, the set

H1,n(R) = R2n ×R = {[X, κ] |X ∈ R2n, κ ∈ R}

with the following group-structure: for [Xi, κi] ∈ H1,n(R) (i = 1, 2),

[X1, κ1] ∗ [X2, κ2] = [X1 +X2, κ1 + κ2 +X1Jn
tX2].

Since the group GSp+
n (R) acts on H1,n(R) by

[X, κ] · γ = [ν(γ)−1Xγ, ν(γ)−1κ] ([X, κ] ∈ H1,n(R), γ ∈ GSp+
n (R)),

we can define the semi-direct product GSp+
n (R)J = GSp+

n (R) n H1,n(R), that is, the set

GSp+
n (R) n H1,n(R) = GSp+

n (R)×H1,n(R)

with the following group-structure: for gi = (γi, [Xi, κi]) ∈ GSp+
n (R) n H1,n(R) (i = 1, 2),

g1g2 = (γ1γ2, ([X1, κ1] · γ2) ∗ [X2, κ2])
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= (γ1γ2, [ν(γ2)
−1X1γ2 +X2, ν(γ2)

−1κ1 + κ2 + ν(γ2)
−1X1γ2Jn

tX2]).

For simplicity, we denote any element of GSp+
n (R)J by [γ, X, κ] = (γ, [X, κ]) with γ ∈ GSp+

n (R),
X ∈ R2n and κ ∈ R.

Remark. For any g = [γ, X, κ] ∈ GSp+
n (R)J , we write γ =

(
A B
C D

)
and X = (λ, µ), in which

A, B, C, D are n× n matrices and λ, µ are n-vectors. Then we define g′ by

g′ =




ν 0 0 0
0 A 0 B
0 0 1 0
0 C 0 D







1 λ κ µ
0 1n

tµ 0n
0 0 1 0
0 0n − tλ 1n


 ,

where ν = ν(γ). Then we easily see that g′ ∈ GSp+
n+1(R) and the correspondence g 7→ g′ defines

an injective group-homomorphism.
We also define a subgroup Γ (n),J of GSp+

n (R)J by Γ (n),J = Γ (n) n H1,n(Z), where H1,n(Z) =
H1,n(R) ∩ (Z2n × Z). Let k and m be non-negative integers. For any [γ, X, κ] ∈ GSp+

n (R)J , we
decompose γ and X into n× n blocks

(
A B
C D

)
and n-vectors (λ, µ), respectively. For any function

φ(τ, z) on Hn ×Cn, we define

(φ|k,m[γ, X, κ])(τ, z)

= emν(κ+ τ [ tλ] + 2λ tz + λ tµ− (Cτ +D)−1C [ t(z + λτ + µ)])

×det(Cτ +D)−kφ(γ〈τ〉, ν(z + λτ + µ)(Cτ +D)−1),

where we write ν = ν(γ). Then for any gi = [γi, Xi, κi] ∈ GSp+
n (R)J (i = 1, 2), we have

(φ|k,m g1)|k,mν g2 = φ|k,m (g1g2),

where we write ν = ν(γ1). Moreover, we denote the actions of γ ∈ GSp+
n (R) and X ∈ Z2n by

φ|k,m γ = φ|k,m [γ, 0, 0],

and
φ|mX = φ|k,m [12n, X, 0],

respectively. Then for any γ, γ′ ∈ GSp+
n (R) and X, X ′ ∈ Z2n, we have





(φ|k,m γ)|k,mν γ′ = φ|k,m (γγ′),

(φ|mX)|mX ′ = φ|m (X +X ′),

(φ|k,m γ)|mν (ν−1Xγ) = (φ|mX)|k,m γ,

where we write ν = ν(γ). Let k and m be positive integers. A holomorphic function φ on Hn×Cn

is called a (holomorphic) Jacobi form of degree n, weight k and index m if it satisfies the following
two conditions:

(i) φ|k,mγ = φ for any γ ∈ Γ (n),J ,
(ii) φ has a Fourier expansion of the form

φ(τ, z) =
∑

T∈Ln, r∈Zn

cφ(T, r)e(tr(Tτ) + r tz)

with cφ(T, r) = 0 unless 4mT − trr ≥ 0. If φ satisfies the stronger condition cφ(T, r) = 0 unless
4mT − trr > 0, it is called a Jacobi cusp form. We denote by Jk,m(Γ (n),J) and J cusp

k,m (Γ (n),J) the
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C-vector spaces of the (holomorphic) Jacobi forms and Jacobi cusp forms of degree n, weight k
and index m, respectively. If φ, ψ ∈ Jk,m(Γ (n),J) and φψ ∈ J cusp

2k, 2m(Γ (n),J), then we can define the
Petersson inner product of φ and ψ by

〈φ, ψ〉 =

∫

Φ
Γ (n),J

φ(τ, z)ψ(τ, z) det(v)k−n−2 exp(−4πmv−1[ty]) dudvdxdy,

where ΦΓ (n),J is a fundamental domain for Hn × Cn modulo Γ (n),J , and τ = u + iv ∈ Hn, z =
x+ iy ∈ Cn. As is well-known, the Petersson inner product defines a Hermitian inner product on
J cusp
k,m (Γ (n),J). We also have a Hecke theory for Jacobi forms, but we omit the details of it.
Now we consider a certain Rankin-Selberg Dirichlet series associated with the Fourier-Jacobi

expansion of a Siegel cusp form. Let F ∈ Sk(Γ
(n)). Then we have the following Fourier expansion:

F (Z) =
∑

B∈Ln>0

A(B)e(tr(BZ)) (Z ∈ Hn).

Writing Z =

(
τ ′ z
tz τ

)
with τ ∈ Hn−1, z ∈ Cn−1 and τ ′ ∈ H1, we have the Fourier-Jacobi

expansion of F of type (1, n− 1) as follows:

F

((
τ ′ z
tz τ

))
=

∞∑

N=1

φN (τ, z)e(Nτ ′).

Here φN (τ, z) is the N -th Fourier-Jacobi coefficient of F and defined as follows:

φN (τ, z) =
∑

T∈Ln−1, r∈Zn−1,
4NT− trr>0

A

((
N r/2
tr/2 T

))
e(tr(Tτ) + rtz).

Then it is easily shown that φN ∈ Jcusp
k,N (Γ (n−1),J) for each N ∈ Z>0.

Now we define a Dirichlet series D1(s, F ) as

D1(s;F ) = ζ(2s− 2k + 2n)
∞∑

N=1

〈φN , φN 〉N−s,

where 〈φN , φN 〉 is the Petersson product defined on the space Jcusp
k,N (Γ (n−1),J). Then, as for the

analytic properties of D1(s;F ) the reader is referred to [38], where they are proved by using the
Rankin-Selberg method:

Proposition 5.1. Let Γn,k(s) = πk−n(2π)−2sΓ(s)Γ(s− k + n), Then the function

D1(s;F ) = Γn,k(s)D1(s;F )

has meromorphic continuation to the whole s-plane, and has simple poles at s = k and s = k − n
with the residue 1

2〈F, F 〉. Furthermore, it satisfies the following functional equation:

D1(s;F ) = D1(2k − n− s;F ).

Now we give an explicit formula for D1(s, In(f)):
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Theorem. 5.2. ([16], Main Theorem) Let n and k be positive even integers s.t. k > n + 1.
Let f be a normalized Hecke eigenform in S2k−n(Γ (1)), and φ1 = φIn(f),1 the first Fourier-Jacobi
coefficient of In(f). Then we have

D1(s; In(f)) = 〈φ1, φ1〉 ζ(s− k + 1)ζ(s− k + n)L(s, f).

By taking the residues of the both sides of Theorem 5.2, we have

Corollary. Under the same assumption as above, we have

〈In(f), In(f)〉
〈φ1, φ1〉

= 2−k+n−1Λ(k, f)ξ̃(n). (5.1)

Remark. In [16], we incorrectly quoted Yamazaki’s result [38]. Namely, “〈F,G〉” on the page

2026, line 14 of [16] should read “1
2〈F,G〉” and therefore “22k−n+1” on the page 2027, line 7 of [16]

should read “22k−n.”

We give an outline of the proof of Theorem 5.2. Let

In(f)

((
τ ′ z
tz τ

))
=

∞∑

N=1

φN (τ, z)e(Nτ ′).

First we use the following fact due to Hayashida [7]:

Proposition 5.3. ([16], Theorem 4) For each N and m, there is a homomorphism

Df (N) : Jcusp
k,m (Γ (n−1),J) −→ Jcusp

k,mN (Γ (n−1),J)

such that Df (N)(φm) = φmN .

We note that Df (N) coincides with the usual shift operator VN in Eichler-Zagier [5] and with
Dn−1(N) in Yamazaki [37] in case n = 2. However it does not so in general, and depends on f.
Next we use the fact concerning the adjoint operator of Df (N). To explain it more precisely, for
a positive integer N put

Ψp(N ; αp) =
αδ+1
p − α−(δ+1)

p

αp − α−1
p

+ p−(n−1)/2 ·
αδp − α−δ

p

αp − α−1
p

where δ = ordp(N), and αp is the complex number defined in Section 2. Then we have the
following:

Proposition 5.4. ([16], Lemma 2) Let D∗
f (N) : Jcusp

k,mN (Γ (n−1),J) −→ Jcusp
k,N (Γ (n−1),J) be the

adjoint operator of Df (N), that is

〈Df (N)(φ), ψ〉 = 〈φ, D∗
f (N)(ψ)〉

for any φ ∈ Jcusp
k,m (Γ (n−1),J) and ψ ∈ Jcusp

k,mN (Γ (n−1),J). Then

D∗
f (N)Df (N)(φ1) =

∑

d|N
dk−1(Nd−1)k−(n+1)/2

∏

p|Nd−1

Ψp(Nd
−1;αp)φ1.
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Proof of Theorem 5.2. By using the above two propositions we have

∞∑

N=1

〈φN , φN 〉N−s =

∞∑

N=1

〈Df (N)(φ1), Df (N)(φ1)〉N−s

=

∞∑

N=1

〈φ1, D
∗
f (N)Df (N)(φ1)〉N−s

=
∞∑

N=1

〈φ1, φ1〉N−s∑

d|N
dk−1(Nd−1)k−(n+1)/2

∏

p|Nd−1

Ψp(Nd
−1;αp)

= 〈φ1, φ1〉
ζ(s− k + 1)ζ(s− k + n)L(s, f)

ζ(2s− 2k + 2n)
.

Thus the assertion holds.

6 Rankin-Selberg Dirichlet series associated with the Ibukiyama
correspondence of the Fourier-Jacobi coefficient of the Ikeda
lift

To prove Conjecture A, we rewrite it in terms of the residue of the Rankin-Selberg convolution
product of a certain half-integral weight modular form. Let l be a positive integer. Let F (Z) ∈
Sl−1/2(Γ

(m)
0 (4)). Then F (Z) has the following Fourier expansion:

F (Z) =
∑

A∈Lm>0

aF (A)e(tr(AZ)).

We define the Rankin-Selberg convolution product R(s, F ) of F as

R(s, F ) =
∑

A∈Lm>0/SLm(Z)

|aF (A)|2
e(A)(detA)s

,

where e(A) = #{X ∈ SLm(Z) | A[X] = A}. Let

L′
m>0 = {A ∈ Lm>0 | A ≡ − trr mod 4Lm for some r ∈ Zm}.

We note the r in the above definition is uniquely determined modulo 2Zm by A, which will be
denoted by rA. Now we define the generalized Kohnen plus subspace of weight l−1/2 with respective

to Γ
(m)
0 (4) as

S+
l−1/2(Γ

(m)
0 (4)) = {F (Z) =

∑

A∈Lm>0

c(A)e(tr(AZ)) ∈ Sl−1/2(Γ
(m)
0 (4))|

c(A) = 0 unless A ∈ L′
m>0}.
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Then there exists a correspondence between the space of Jacobi-forms of index 1 and the generalized
Kohnen plus space due to Ibukiyama. To explain this, let φ(Z, z) ∈ J cusp

l, 1 (Γ (m),J). Then we have
the following Fourier-Jacobi expansion:

φ(Z, z) =
∑

T∈Lm, r∈Zm,
4T− trr>0

c(T, r)e(tr(TZ) + rtz).

We call two elements (T, r) and (T ′, r′) of Lm × Zm are SLm(Z)-equivalent with each other and
wright (T, r) ∼ (T ′, r′) if there exists an element g ∈ SLm(Z) such that T ′−tr′r′/4 = (T−trr/4)[g].
We then define a Dirichlet series R(s, φ) as

R(s, φ) =
∑

(T,r)

c(T, r)

(det(T − trr/4))se(T − trr/4)
,

where (T, r) runs over a complete set of representatives of SLm(Z)-equivalence classes of Lm×Zm

such that T − trr/4 ∈ Lm>0. Now φ(Z, z) can also be expressed as follows:

φ(Z, z) =
∑

r∈Zm/2Zm

hr(Z)θr(Z, z),

where hr(Z) is a holomorphic function on Hm, and

θr(Z, z) =
∑

λ∈M1,m(Z)

e(tr(Z[t(λ+ 2−1r)]) + 2(λ+ 2−1r)tz).

We note that hr(Z) have the following Fourier expansion:

hr(Z) =
∑

T

c(T, r)e(tr((T − trr/4)Z)),

where T runs over all elements of Lm such that T − trr/4 is positive definite. Put h(Z) =
(hr(Z))r∈Zm/2Zm . Then h is a vector valued modular form of weight l− 1/2 for Γ (m). Namely, for

each γ ∈ Γ (m), we have
h(γ(Z)) = J(γ, Z)h(γ(Z)),

where J(γ, Z) is an m × m matrix with entries in holomorphic functions on Hm such that
tJ(γ, Z)J(γ, Z) = |j(γ, Z)|2l−11m. In particular, we have

∑

r∈Zm/2Zm

hr(γ(Z))hr(γ(Z)) = |j(γ, Z)|2l−1
∑

r∈Zm/2Zm

hr(Z)hr(Z).

We then put

σm(φ)(Z) =
∑

r∈Zm/2Zm

hr(4Z).

Then Ibukiyama [8] showed the following:

Proposition 6.1. Let l be an even positive integer. Then σm gives a C-linear isomorphism

σm : J cusp
l, 1 (Γ (m),J) ∼= S+

l−1/2(Γ
(m)
0 (4)).
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We call σm the Ibukiyama correspondence. We note that we have

σm(φ) =
∑

A∈Symm(Z)>0

c((A+ trArA)/4, rA)e(tr(AZ)),

where r = rA denote an element of Zm such that A+ trArA ∈ 4Lm. This rA is uniquely determined
up to modulo 2Zm, and c((A+ trArA)/4, rA) does not depend on the choice of the representative
of rA mod 2Zm. Furthermore, we have

R(s, σm(φ)) =
∑

A∈L′m>0/SLm(Z)

|c((A+ trr)/4, r)|2
e(A) detAs

,

and therefore we have
R(s, φ) = 22smR(s, σm(φ)).

By using the Rankin-Selberg method, we can prove the following analytic properties of R(s, φ):

Proposition 6.2. Let l be a positive integer. Let φ(Z, z) ∈ J cusp
l, 1 (Γ (m),J). Put

R(s, φ) = γm(s)ξ(2s+m+ 2− 2l)

[m/2]∏

i=1

ξ(4s+ 2m+ 4− 4l − 2i)R(s, φ),

where

γm(s) = 21−2sm
m∏

i=1

ΓR(2s− i+ 1).

Then R(s, φ) has a meromorphic continuation to the whole s-plane, and has the following functional
equation:

R(2l − 3/2−m/2− s, φ) = R(s, φ).

Furthermore it has a simple pole at s = l − 1/2 with the residue

2m+1

[m/2]∏

i=1

ξ(2i+ 1)〈φ, φ〉.

Now let l be a positive even integer. For F ∈ S+
l−1/2(Γ

(m)
0 (4)) put

R(s, F ) =
m∏

i=1

ΓR(2s− i+ 1)

×ξ(2s+m− 2l + 2)

[m/2]∏

i=1

ξ(4s+ 2m− 4l + 4− 2i)R(s, F ).

We note that
R(s, σm(φ)) = 2−1R(s, φ)

for φ ∈ J cusp
l, 1 (Γ (m),J). Thus we have

Corollary. In addition to the notation and the assumption as Proposition 6.2, assume that l
is even. R(s, σm(φ)) has a meromorphic continuation to the whole s-plane, and has the following
functional equation:

R(2l − 3/2−m/2− s, σm(φ)) = R(s, σm(φ)).
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Furthermore it has a simple pole at s = l − 1/2 with the residue

2m
[m/2]∏

i=1

ξ(2i+ 1)〈φ, φ〉.

Now we recall the following diagram of liftings:

S+
k−(n−1)/2(Γ

(1)
0 (4)) 3 f̃ −−−−→ f ∈ S2k−n(Γ (1))

y
In(f) ∈ Sk(Γ

(n))
y

S+
k−1/2(Γ

(n−1)
0 (4)) 3 σn−1(φ1) ←−−−− φ1 ∈ J cusp

k, 1 (Γ (n−1),J)

Under the above notation, we propose a conjecture:

Conjecture B.

Ress=k−1/2R(s, σn−1(φ1)) = 2β(n, k)〈f̃ , f̃〉
n/2−1∏

i=1

ξ̃(2i)ξ(2i+ 1)Λ̃(2i+ 1, f, Ad),

where β(n, k) is a certain integer depending only on n and k.

Then, by Corollary to theorem 5.2, we can rewrite Conjecture A as follows:

Theorem 6.3. Under the above notation and the assumption Conjecture A is equivalent to
Conjecture B.

To prove Conjecture B, we give an explicit formula for R(s, σn−1(φ1)) for the first Fourier-Jacobi
coefficient of In(f). To do this, we reduce the problem to local computations. Let

L′
m,p = {A ∈ Lm,p | A ≡ − trr mod 4Lm,p for some r ∈ Zmp }.

Furthermore we put Symm(Zp)e = 2Lm,p. We note that we have L′
m,p = Symm(Zp)e = Lm,p =

Symm(Zp) if p 6= 2. Let m be a positive even integer. Let T ∈ L′
m−1,p. Then there exists an

element rT ∈ Zm−1
p such that T (1) =

(
1 rT /2

trT /2 (T + trT rT )/4

)
belongs to Lm,p. Thus we can

define dT and fT as dT (1) and fT (1) , respectively. These do not depend on the choice of rT . We define

a polynomial F
(1)
p (T,X) and a Laurent polynomial F̃

(1)
p (T,X) by

F (1)
p (T,X) = Fp(

(
1 rT /2

trT /2 (T + trT rT )/4

)
, X),

and
F̃ (1)
p (T,X) = X−νp(fT )F (1)

p (T, p−(n+1)/2X).

where r = rT is an element of Zn−1
p such that T + trr ∈ 4Ln−1. Let B be a half-integral matrix

over Zp of degree n. Now let m and l be positive integers such that m ≥ l. Then for non-degenerate
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symmetric matrices A and B of degree m and l respectively with entries in Zp we define the local
density αp(A,B) and the primitive local density βp(A,B) representing B by A as

αp(A,B) = 2−δm,l lim
e→∞

pe(−ml+l(l+1)/2)#Ae(A,B),

and
βp(A,B) = 2−δml lim

e→∞
pe(−ml+l(l+1)/2)#Be(A,B),

where
Ae(A,B) = {X ∈Mml(Zp)/p

eMml(Zp) | A[X]−B ∈ peSyml(Zp)e},
and

Be(A,B) = {X ∈ Ae(A,B) | rankZp/pZp
X = l}.

In particular we write αp(A) = αp(A,A). Furthermore put

M(A) =
∑

A′∈G(A)

1

e(A′)

for a positive definite symmetric matrix A of degree n−1 with entries in Z, where G(A) denotes the
set of SLn−1(Z)-equivalence classes belonging to the genus of A. Then by Siegel’s main theorem
on the quadratic forms, we have

M(A) = en−1κn−1 detAn/2
∏

p

αp(A)−1

where en−1 = 1 or 2 according as n = 2 or not, and

κn−1 = 22−nπ−n(n−1)/4
n−1∏

i=1

Γ(i/2)

(cf. [20], Theorem 6.8.1.) Let l = ±1. Then put

Fp = {d0 ∈ Zp | νp(d0) ≤ 1}

if p is an odd prime, and

F2 = {d0 ∈ Z2 | d0 ≡ 1 mod 4 or d0/4 ≡ −1 mod 4 or ν2(d0) = 3}.

For d0 ∈ Fp and a GLn−1(Z)p-invariant function ωp on L×
n−1,p put

Hn−1,p(d0;ωp, X, Y, t) =
∑

A∈L′n−1,p(d0)/GLn−1(Zp)

ωp(A)tνp(detA) F̃
(1)
p (A,X)F̃

(1)
p (A, Y )

αp(A)
,

where
L′
n−1,p(d0) = {A ∈ L′

n−1,p | d(−1)n/2 detA = d0}.

Let ιp be the constant function of L×
n−1,p taking the value 1, and εp the function of L×

n−1,p assigning

the Hasse invariant of A for A ∈ L×
n−1,p. Let F denote the set of fundamental discriminants, and for

l = ±1, put F (l) = {d0 ∈ F | ld0 > 0}. It is easily shown that the Fourier coefficient cσn−1(φ1)(T )
of σn−1(φ1) is uniquely determined by the genus to which T belongs. Thus, by using the same
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method as in Theorem 2.2 of [13], similarly to [11], Theorem 3.3, (1), and [12], Theorem 3.2, we
have

Theorem 6.4. Under the same notation and the assumption as Conjecture A, we have

R(s, σn−1(φ1)) =
en−1

2
κn−12

−(k−n/2−1/2)(n−2)

×
∑

d0∈F((−1)n/2)

|cf̃ (|d0|)|2|d0|n/2−k+1/2

×(
∏

p

Hn−1,p(d0; ιp, αp, αp, p
−s+k−1/2) +

∏

p

Hn−1,p(d0; εp, αp, αp, p
−s+k−1/2)).

It is rather elaborate to compute Hn−1,p(d0;ωp, αp, αp, p
−s+k−1/2) for ωp = ιp, εp. But anyway

we get the following explicit formula for them. For details, see [18].

Theorem 6.5. Let d0 ∈ Fp and put ξ0 = (d0p ).
(1). We have

Hn−1,p(d0; ιp, X, Y, t)

= (2−(n−1)(n−2)/2tn−2)δ2,pφ(n−2)/2(p
−2)−1(p−1t)ν(d0)(1− p−nt2)

n/2−1∏

i=1

(1− p−2n+2it4)

× (1 + p−2t2)(1 + p−3ξ20t
2)− p−5/2t2ξ0(X +X−1 + Y + Y −1)

(1− p−2XY t2)(1− p−2XY −1t2)(1− p−2X−1Y t2)(1− p−2X−1Y −1t2)

× 1
∏n/2−1
i=1 (1− p−2i−1XY t2)(1− p−2i−1XY −1t2)(1− p−2i−1X−1Y t2)(1− p−2i−1X−1Y −1t2)

.

(2). We have
Hn−1,p(d0; εp, X, Y, t) = ((−1)n(n−2)/82−(n−1)(n−2)/2tn−2)δ2,p

×((−1)n/2, (−1)n/2d0)pφ(n−2)/2(p
−2)−1(1− p−nt2)

n/2−1∏

i=1

(1− p−2n+2it4)(tp−n/2)ν(d0)

× (1 + p−nt2)(1 + p−n−1ξ20t
2)− p−1/2−nt2ξ0(X +X−1 + Y + Y −1)

{(1− p−nXY t2)(1− p−nXY −1t2)(1− p−nX−1Y t2)(1− p−nX−1Y −1t2)

× 1
∏n/2−1
i=1 (1− p−2iXY t2)(1− p−2iXY −1t2)(1− p−2iX−1Y t2)(1− p−2iX−1Y −1t2)

,

where (a, b)p is the Hilbert symbol of a, b ∈ Qp.

The following result can be easily proved.

Proposition 6.6. Let f be a normalized Hecke eigenform in S2k−n(Γ (1)). Then we have

R(s, f̃) = L(2s− 2k + n+ 1, f,Ad)
∑

d0∈F((−1)n/2)

|cf̃ (|d0|)|2|d0|−s

×
∏

p

((1 + p−2s+2k−n−1)(1 + p−2s+2k−n−2(
d0

p
)2)− 2p−2s+2k−n−3/2(

d0

p
)a(p)).
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Now by Theorems 6.4 and 6.5, and Proposition 6.6, we get the following result.

Theorem 6.7. For a normalized Hecke eigenform f ∈ S2k−n(Γ (1)), let f̃ ∈ S+
k−n/2+1/2(Γ0(4))

and φ1 = φIn(f),1 ∈ J cusp
k, 1 (Γ (n−1),J) be as above. Put λn = en−1

2

∏n/2−1
i=1 ξ̃(2i). Then, we have

R(s, σn−1(φ1)) = λn2
(−s−1/2)(n−2)ζ(2s+ n− 2k + 1)−1

n−2
2∏

i=1

ζ(4s+ 2n− 4k + 2− 2j)−1

×{R(s− n/2 + 1, f̃)ζ(2s− 2k + 3)

n−2
2∏

i=1

L(2s− 2k + 2i+ 2, f,Ad)ζ(2s− 2k + 2i+ 2)

+(−1)n(n−2)/8R(s, f̃)ζ(2s− 2k + n+ 1)

n−2
2∏

i=1

L(2s− 2k + 2i+ 1, f,Ad)ζ(2s− 2k + 2i+ 1)}.

Now by taking the residues of the both sides of Theorem 6.7, we have

Theorem 6.8. Conjecture B holds true for any even positive integer n.
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