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Interfacial analysis to a chemotaxis model equation 
with growth in three dimension 

Tohru Tsujikawa 

Abstract. 

We consider the limiting system to a chemotaxis model equation 
with growth term by using singular limit analysis, which describes ag­
gregation of biological individuals. The conditions to the linearized 
stability of symmetric localized stationary solutions of this system in 
R 3 is shown. 

§1. Introduction 

We consider the following model equations which describes the move­
ment of the biological individuals by the diffusion and chemotaxis effects 
in [4, 5]; 

{ 
au 
87 = du!:l.u- V'(uV'x(v)) + f(u) 

av 
87 = dv!:l.v + h(u, v) 

T > 0, X ERN, (1.1) 

where u( T, x) and v( T, x) are respectively the population density and the 
concentration of chemotactic substance at time T and position x E R N. 

du and dv are diffusion rates of u and v.V'x(v) is the velocity of the direct 
movement of u due to chemotaxis, which generally satisfies x( v) > 0 
and x'(v) ~ 0 for v > 0. Here we specify the growth term f(u) as 
f(u) = (g(u) - a)u where g(u) is the growth rate with cooperation 
and competition effects and a is the degradation rate due to exterior 
forces such as predation or intoxication. Though the functional form of 
f(u) is basically classified into several cases depending on g(u) and a, we 
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consider the cubic-like form, which has three roots 0, :g and u of f(u) = 0. 
The term h(u, v) in (1.1) is simply specified as h(u, v) = (3u- "(V with 
the production rate (3 > 0 and the degradation rate 'Y > 0. For (1.1), we 
show the existence of the nonnegative global solution in 2-dimensional 
domain and the exponential atractor with finite dimension [8]. 

In [4, 5], we studied (1.1) assuming the situation that the movement 
of individuals is mainly due to chemotaxis and that the chemotactic sub­
stance diffuses so fast compared with the migration of individuals which 
move by diffusion and chemotaxis, so we introduce a small parameter 
c > 0. By using the suitable transformations [1], the equations (1.1) can 
be rewritten as 

· { :~ = c2~u- ck'V(u'Vx(v)) + f(u) 

av 
- = ~v+u -"(V 
8r . 

r>O, xERN, (1.2) 

where k is a positive constant such that x( v) is sutably normalized. 
As was stated above, f(u) satisfies f(O) = f(a) = /(1) = 0 for some 
0 < a < 1, f(u) < 0 for 0 < u < a, f(u) > 0 for a < u < 1 and 
f'(O) < 0, !'(1) < 0. Here, we assume f0

1 f(u)du > 0. The boundary 
and initial conditions are taken to be 

lim (u(r,x),v(r,x)) = (0,0) 
[x[-++oo 

r>O (1.3) 

and 
(u(O,x),v(O,x)) = (uo(x),vo(x)) (1.4) 

In [4, 5], the existence and numerical stability of the radially sym­
metric stationary solutions of (1.2)- (1.4) in RN ( N = 1, 2) are studied 
for small c > 0. Moreover, we have the limiting system of (1.2)- (1.4) as 
c ! 0 and show that by solving it the stability of the stationary solutions 
is suggested for small c > 0. 

In 3-dimensional domain, it is interesting to study the pattern for­
mation of the chemotaxis model from the biological view point. But, 
it seems to be difficult to do the numerical simulation of (1.2) - (1.4). 
From this reason, we first consider the limiting system and by solving 
this problem we suggest the existence of the realistic stationary patterns 
in this paper. 

In Section 2, we introduce the limiting system as c ! 0. In Section 3, 
the existence of radially symmetric stationary solutions of the limiting 
system in R N ( N = 2, 3 ) is shown. In Sections 4 and 5, we consider the 
stability of two different stationary solutions in R 3 , one is .the solution 
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constructed by extending the 2-dimensional radially symmetric solution 
uniformly toward another axis, which we call cylindrical solution, an­
other one is a 3-dimensional radially symmetric solution, and show the 
dependency of the parameter k, the forms of f(u) and x(v) to the sta­
bility. Through this paper, we treat with the specified forms of x( v) 
and f(u), that is, x(v) = sv2 /(s2 + v2 ) and f(u) = u(1- u)(u- 0.1), 
E = 0.05, 'I = 1.0 for the numerical simulations. Finally, the derivation 
of the limiting system is written up in Appendix. 

§2. Limiting System as E 1 0 

In order to study the pattern-dynamics arising in solutions to (1.2)­
(1.4) with small E > 0, we derive the limiting system from (1.2) when 
E 1 0. To do it, we introduce the new time variable t with T = tjE. Then 
(1.2) is rewritten as 

{ 
EUt = E2 .6.u- EkV'(uV'x(v)) + f(u) 

EVt = .6_ V + U - 'fV 

t > 0, x ERN. (2.1) 

Using the well known two-timing methods, one can intuitively under­
stand that the time evolution of the solution of (2.1) consists of two 
stages. In the first stage, the solution is approximately described by the 
following system: 

Ut=-f(u) 
{ 

1 

v, ~ i{l>v + u -1v) 

t > 0, (2.2) 

Since the system for u is bistable from the assumption of f ( u), the 
solution u(t, x) tends, in short time, to 0 in one region, say floc where 
0 ::::; uo(x) < a, while it tends to 1 in the other region, say fllc where a < 
u0 (x). This implies the occurrence of layer regions, say Rc, which is the 
boundary between two regions floc and fllcl that is, RN is decomposed 
into RN = floc u fllc u Rc. In these two subregions, floc and fllc) 
the second variable v approximately satisfies the following stationary 
problems: 

in flic (i = 0, 1), (2.3) 

where go(v) = -'fV and g1(v) = 1- 'fV. 
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In the second stage, the solution is no longer described by (2.2), 
(2.3) so that the layer regions must change. This means that !10"', !11"' 
and R"' vary as time goes on. We now assume the situation in the 
limitE: 1 0 such that there is an (N -I)-dimensional hypersurface r(t), 
which means the interface of u, in RN such that R"'(t) ___, r(t) holds as 
E: 1 0, that is, RN = Oo(t) U !11(t) U r(t) where Oi"' ---> Oi(t) = {x E 
RN,u(t,x) = i} (i = 0, 1). Letting V* be the normal velocity of the 
intrface r(t), we can derive the equation to describe the dynamics of 
r(t) as follows ( see Appendix): 

{ 
V*=c*+kx'(v)~: -c(N-l)~+cG t>O, 

O=~v+gi(v) t>O, 

X E r(t), 

where n means the outerward unit normal vector from !11(t) to Oo(t) on 
r(t), ~ is the mean curvature at the interface. Here, c* is the velocity 
of the traveling front solution given by Lemma in Appendix. Although 
G = 0(1) for small E: in general, we neglect this term in order to study 
the effect of the curvature to the motion of the interface as the first step. 
Therefore, the equation is rewritten as 

{ 
V* = c* + kx'(v) ~: - c(N- 1)~ t > 0, 

O=~v+gi(v) t>O, 

X E r(t), 
(2.4) 

The smoothness of v on the interface r is imposed to satisfy v E C 1, 

that is, 
t > 0. (2.5) 

(2.4), (2.5) is proposed in Appendix, which we call the singular limit 
system or simply the interface equation of (2.1). It clearly shows that the 
dynamics of the interface is determined by three effects; the velocity of 
the !-dimensional traveling front solution, the chemotactic effect due to 
the gradient of x( v) and the geometric effect of the interface. Moreover, 
from (1.3), we assume that 

lim v(t,x) = 0, t > 0. 
lxl--+oo 

(2.6) 

In the previous paper [4], we show the existence of radially symmetric 
stationary solutions (u(r), v(r)) of the interface equation (2.4)-(2.6) in 
RN ( N = 1, 2, 3) with lxl = r where the center and the interface locate 
at the origin and r = TJ, respectively. Moreover, the stability of these 
solutions was discussed for N = 1, 2. 
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Bonami et al. [1] treated with the case where the equation for v 
is stationary and the potentials of two equilibria (0, 0) and (1, 1h) are 
almost all same, that is, c*, effects of chemotaxis and curvature are same 
of order with respect to c. In this situation, the solution of the interface 
equation is good approximation to one of the original reaction-diffusion 
equation. 

§3. Existence of the radially symmetric stationary solutions 
in RN(N = 2,3) 

In this section, we consider the existence of radially symmetric sta­
tionary solutions of the interface equation (2.4)-(2.6). In order to show 
that, we first treat with the following problem: 

(N - 1)c 
0 = c* + kx'(v)vr- , 

r 

N -1 
0 = Vrr + --Vr + 9i(v), 

r 

Vr(O) = 0, lim v(r) = 0 
T-->00 

r='T} 

rEDi, (i=0,1) 

and v E C 1(R+), 

where lxl = r, !11 = (O,'T}) and Do= ('TJ,OO). 

(3.1) 

For N = 2, the solution ('TJ, v(r; 'TJ)) from the secpnd and third equa­
tions of (3.1) is explicitly described by 

r E (O,'f/) 

r E ('TJ,OO) 

with a= v('T}; 'TJ) = 'f/11(.fi'fJ)Ko(,fi'TJ)/ ,f¥, where lv(r) and Kv(r) are 
the modified Bessel function of the v-th order. In order to obtain the 
solution of (3.1), we need to solve the equation 

c* 
(3.2) 

H2('T], k, c) = 0. 

Next, the solutions ('TJ,v(r;'TJ)) except for the first equations of (3.1) for 
N = 3 is described by 

v(r; 'TJ) = { 

1 ( 1 ) TJ sinh ..JYr 
:Y + a - :Y rsinh .../'YTJ 

!Ele-..JY(r-ry) 
r 

r E (O,'TJ) 
(3.3) 

r E ('TJ,OO) 
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with o: = v(17;17) = 17K~(J1"17)I~(J1"17)/J1. Substituting (3.3) into the 
first equation in (3.1), we obtain 

c* 
(3.4) 

By using the solution 17 of HN(17, k, c) = 0 ( N = 2, 3 ), one easily finds 
that the solution of (3.1) is represented by (17,v(r;17)). 

Theorem L [4] Let k* > 0 be a constant to satisfy c*- 2~ x' ( 2~) = 

0. For fixed small c > 0, there exists a constant k( c) ( > k* ) such that for 
k* < k < k(c) there are at least two solutions (r;, v(r; r;)) and (17, v(r; 17)) 
such that r; = 0(1) and 17 = O(c-), for 0 < k < k*, there is at least one 
solution (!J., v(r, !J.)) with~= O(c-) for N = 2, 3, respectively. 

Letting 17 = 17(k) be a solution of (3.2) or (3.4), we define the pair of 
functions (u0 (r), v0 (r)) by 

{ uo(r) = { ~ 

v0 (r) = v(r; 17) 

r E (0,17) 
r E (17, oo), 

r E (0, oo) 

(3.5) 

and call it a radially symmetric stationary solution of the interface equa~ 
tion (2.4)-:(2.6} for N = 2, 3, respectively. 

Next, as x(v) = sv2 f(s 2 + v2 ), we draw numerically the global pic~ 
ture of radially symmetric stationary solutions of (3.1) for N = 3 when 
k is varied in Figure 1 ( it is already shown for N = 1, 2 in [4] ). In this 
case, there are two critical values 0 < s* < s* of a parameter s of x( v) 
such that for (i) s* < s < s*, there are three branches corresponding to 
17, r; and r,, while for (ii) s* < s, there are two ones corresponding to 17 
and r; when k is varied. In Figure 2, the existence region of the solution 
with r; = 0(1) for small c > 0 is shown in the (k, s) ~plane for N = 3. 

On the other hands, by the numerical simulations it does not able to 
suggest which stationary solution in R 3 is realistic till now. Therefore, 
from the theoretical view point, we consider the stability of the radially 
symmetric stationary solutions of the interface equation for N = 2, 3 
in the 3-dimensional domain in the next two sections. Moreover, it is 
shown that the stationary solutions (17, v(r; 17)) are at least unstable with 
respect to the disturbances of radia(directiOn due to the discussion. 
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3-d i m. symmetric stationary so I uti ons 

(s = 0. 3) 

(s = 0. 42) 

k 
Ok* 15 k(E) 30 

Figure 1 

§4. Stability of the cylindrical stationary solutions in R 3 

In this section, according to the method in [7], we consider the 
stability of the cylindrical stationary solution in R 3 , that is, the solution 
is denoted by ( u(x, y, z ), v(x, y, z)) = ( u0 (r ), v0 (r)) where ( u0 (r ), v0 (r)) 
is given by (3.5) and x = rcosB, y = rsinB ( 0 :::; B :::; 27r ), z E R. 
Hereafter, we only treat the solution with rJ = 0(1) for small E > 0. 
To do it, the interface location is represented by r = rJ + (('P, z, t) with 
a disturbance ((ip,z,t) where r = (r,ip,z) is the cylindrical coordinate. 
Then, ni(t) (i = 0, 1) are respectively denoted by 

f21(t) = {(r, ip, z)l 0:::; r < rJ + (('P, z, t), 0:::; 'P < 21r, z E R}, 

Oo(t) = {(r, ip, z)l rJ + (('P, z, t) < r, 0:::; 'P < 27r, z E R}. 

It follows from (2.4) that 

0 = ~ v + H ( rJ + ( ( 'P, z, t) - r) - rv. ( 4.1) 
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3-dim. symmetric stationary solutions 

s 

0.8 

0.6 

EXIST 
0.4 

Figure 2 

0 = -(! + q2 )vq + Hq(t) 

where Hq(t) = J H(ry+((cp,z,t) -r)eiq·rdr with q = lql, which im­

plies vq(t) = Hq(t)/(1 + q2 ). Therefore, v(r, t) is represented by 

v(r, t) = _1_ { Hq(t) e-iq·rdq. 
(2n)3 }Rs I+ q2 

Here, we note the asymptotic expansion of Hq(t) with respect to (as 
follows: 

where 
{21r {"' 

H~O) = Jo Jo heiqhcos(w-cp)dhdcp 

and 

H~l) = "'L eizq. 121r eisTJcos(w-cp)((cp, z, t)dcpdz 

with s = J q'i + q~ and Qx cos cp + qy sin cp = s cos( w - cp) for some angle 

w. Then, v(r, t) is given by the representation as follows: 

v(r, t) 
(0) (1) 

_1_. { Hq + Hq e-iq·rdq + 0((2) 
(2n)3 }Rs 1 + q2 

Vo + v1 (cp, z, t) + v2(cp, z, t) + 0((2 ) for small ( 
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with r = rt + ((rp, z, t) where 

Since the interface stands for r(t) = (rcosrp,rsinrp,z), it holds 

av 
V* = c* + kx'(v) an - 2t:ti: =< rt, n >= (t + 0((2 ). (4.2) 

Since 

av avo a . 2 1 ( (cpcp 1 ' ) 2 
an = ar + ar (vl +v2)+0(( ), 11: = 2 (zz + ry2 -;; + ry2 +O(( ), 

* '( )avo c: it follows from 0 = c + kx vo -a - - that 
r rt 

(t = k { x'(vo) :r (vl + v2) + x"(vo)(vl + v2) ~~} 
(4.3) 

+c: ( (zz + ';; - ~~) + 0((2 ). 

Here, we remark that 

where (t,m(t) = _!:__ { 2
7r r ((rp, z, t)eimz-il!cpdzdrp for two disturbance 

27f lo JR 
modes f. and m. 

Moreover, 

a a 2 
ar v(rp, z, t) = ar (vo + v1 + v2) + 0(( ) for small(. 

From the easy computation, we obtain 



794 T. Tsujikawa 

1 1271' 1 OVI imz-iR<pd d - -e z cp 
27r 0 R Or 

= [ v:1J (II(J171J)Ko(v'f71J)- lo(v'f71J)KI(J171J)) 

+l1 ( v'f717)K1 ( v'f717)] (t,m(t) 

and 

1 1271' 1 OV2 imz-iR<pd d - -e z cp 
27r. 0 R Or 

=~VI+ m 2 [IHI( VI+ m 21J)Kt( VI+ m 21J) 

-It( VI+ m21J)Kt-1 (VI+ m 21J) J (t,m(t). 

Thus, it follows from ( 4.3) that for the balance of the lowest terms of(, 
it holds that 

Therefore, the equation of (t,m is obtained by 

+ k [x' (JrKo(v'f71J)II(J171J)) { v:1J (II(J171J)Ko(v'f71J) 

- lo(v'f71J)KI(J171J)) + ll(v'f71J)KI(J171J) 
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le( V"f + m 2 ry)Ke-1( V"f + m 2ry))} 

- x" (~Ko(V')7ry)I1(V')7ry)) 

x ry2I1(V')7ry)KI(V')7ry) { le( V"f + m 2ry)Ke( V"/ + m 2 ry) 

Definition ( Linearlized stability of the stationary solution ) 

795 

If F2(C, m, k, E) < 0 for all C, m E N except for (C, m) = (1, 0), 
then the stationary solution (ry,v(r;ry)) is stable. If not, the solution is 
unstable. 

For m = 0, that is, this means the stability of the radially symmetric 
stationary solution in R 2 , 

E 2 F2(C,O,k,E) = 2 (1-C) 
'I] 

+ k [x' (~Ko(V')7ry)11(V')7ry)) { v-;"7 (11(V')7ry)Ko(V')7ry) 

- lo(V')7ry)K1(V')7ry)) + I1(V')7ry)KI(V')7ry) 

v0"7 } + - 2-(IH1(V')7ry)Ke(V')7ry)- le(V')7ry)Ke-I(V')7ry)) 

- x" ( ~Ko( V')7ry)l1 ( V')7ry)) ry2l1 ( V')7ry)K1 ( V')7ry)(le( V')7ry)Ke( V')7ry) 

- l1 ( V')7ry)K1 ( V')7ry) )]. 

We already discussed this equation in [4]. 
On the other hand, for m = 0 and C = 0, we have F2(0, 0, k, E) = 

gT/H2 (ry, k, E). Therefore, it follows that the stability with respect to 
disturbances for radial direction depends on the form of H 2(ry, k, E). 

Remark 1 Let (fi, v(r; fi)) be the solutions corresponding to the up­
per branch for s* < s < s* in Figure 1. Since gT/H2(fi,k,E) > 0, the 
stationary solution ( fi, v(r; fi)) is unstable. 
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For m = 0 and e = 1, (1,o(t) satisfies 

! (1,o = kx' ( )yKo( v'177)I1 ( v077)) { v;17 (I2( y'177)K1 ( v077) 

- lo(v077)K1(y'117)) + l1(v077)K1(y'117) }(1,o = 0, 

which means that the solution has phase shift free in the whole plane. 

3-d im. cy I i ndr i ca I stationary solutions 

s F2(1 ,2,k, 0. 05 )=0 
1.0 r-"1"1"7:71r7"----------, 

0.8 

0.6 

0.4 

0.2 

k 
5 10 15 

Figure 3 

Next, we numerically treat with the functional form of F2(£, m, k, c) 
for the solution (7j,v(r;1])). In Figure 3, the curves of F2(£,m,k,c) = 0 
for£= 1, 2 and m = 2 is shown in the (k, s)-plane. For smalls> 0, the 
solution is stable and with any fixed s > 0, the solution is so for large 
k > 0. From these numerical results, we will consider the asymptotic 
behavior of F2(£, m, k, c) as k tends to k*, that is, 1] goes to infinity. Let 

F(f,m,k*,c) = -c ( m 2 + £217~ 1) 

+k* [x' (2~)- 2~x" (~)] fJ;+m~;~ 
k* 11 ( 1 ) [ ..fi- V'Y + m2 3V"f + m2('Y + m2)- (4£2 - 1).,fi'Yl 

+ X 2"( 64"f2V'Y + m27]2 - 32"f2V'Y + m2('Y + m2)172 

1 
with k* = 2y'1c* /x'(- ). 

2"( 
Proposition 1 ( Asymptotic behavior of F2 (£, m, k, c)) For 17 = 1], 

it holds that 

lim {F2(£, m, k, c)~ F(f, m, k*, c)} = O. 
k-+k* 1] 
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Proof. Because of lim r; = oo, we can prove this proposition by. using 
k---+k* 

the asymptotic behavior of the modified Bessel functions Ie(z) and Ke(z) 
as z tends to infinity. 

Remark 2 Let F*(c) = c- k*x"( 2\)/(8'"Y2). Form= 0, ( in the 
case of 2-dimensional domain ), it holds that 

lim { F2(£, 0, k, c)r;2 + (£ + 1)(£- 1)F*(c)} = 0. 
k---+k* 

IfF* (c) > 0, it follows from the proposition that for any integer£ > 1, it 
holds F2(£, 0, k, c)r;2 < 0, that is, the stationary solution becomes stable 
ask tends to k*. 

As k tends to k*, it holds that ifF* (c) > 0, then 

0 > F2(2,0,k,c) > F2(3,0,k,c) > ··· 

> F2(£, 0, k, c) > F2(£ + 1, 0, k, c) > · · · , 

if F*(c) < 0, then 

0 < F2(2, 0, k, c) < F2(3, 0, k, c) < · · · 

< F2(£,0,k,c) < F2(£+ 1,0,k,c) < ···. 

For the numerical simulation, it holds that F*(c) < 0 for 0.98 · · · < s < 
5.45 .... 

§5. Stability of the spherical stationary solutions in R 3 

In this section, we consider the stability of the radially symmetric 
stationary solution of (2.4)-(2.6) for N = 3, which satisfies ry = 0(1) for 
small c > 0. 

To study the stability, we represent deformations of the interface 
r = ry by the polar coordinate (r, (), rp) = (ry + ((t, (), rp), (), rp) with the 
aziinuthalangle (B,rp), whereutakes 1 for (r,B,rp) E (O,ry+((t,B,rp)) x 
(0,1r) x (0,27r), while u takes 0 for (r,B,rp) E (ry+((t,B,rp),oo) >< (0,1r) x 
(0,21r). For r = (rsinBcosrp,rsinBsinrp,rcosB), it follows from (4.2) 
that 

r sin() (t 

Jr2 sin2 () + (~ + (§ sin2 () 

2 • 2 () • 2 {)1" • 3 ()1" 
k '( ) vrr sm - vo sm .,o - v'P sm '>'P 2 0(~'"2) 

= c + x v - cK, + .., . 
r sin ()J r 2 sin2 () + (~ + (§ sin2 () 
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By using the balance of the above equation with respect to lower parts 
of ( and their derivatives, it holds that 

(t = k { x'(vo) ( v~l) + v~2)) + x"(vo)vor ( v(l) + v(2))} 

+2c- (i. + (ee + (cpcp + (e cos()) + 0((2 )o 
rP 2rP 2rP sin2 () 2rP sin() 

(501) 

Defining the completely orthonormal system {lt,m((J, rp)} on the sphere 
by 

Yt,m((), rp) = (£- lml)'(2£ + 1) 
-'---~--'-'-::0....0.....,.,....,----....:.. pm (cos ()) exp (- i mrp) 

(£ + lml)! e 

m 2 EJ. dlml 1 de 2 l 
where Pe (x) = (1 - x ) 2 dxlml Pe(x) and Pe(x) = 2l£! dxl (x - 1) , 
we have 

1 1 2
71" 111" { 2( (ee (cpcp (e cos () } 0 

-4 c 2 + 2 + 2 0 2 + ~() Yt,m((), rp) sm()d()drp 
1f o o 'T/o 'TJ 'TJo sm () 'f/o sm 

c 
=- 'T/2 (£ + 2)(£- 1)(e,m(t), 

4~ 1 211" 111" :r v(2)Yt,m((), rp) sin()d()drp 

= u ~ 1 [~ + .JYTJ (ne-!(.JYry)KH!(.JYry)' 

- (£ + 1)1£+!(-JYry)KH~(.JYry)] (e,m(t) 

1 r27r r 
where (e,m(t) = 41f Jo Jo (((), rp, t)Yt,m ( (), rp) sin ()d()drpo 
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It follows from (5.1) that 

!(c,m = { kx"(vo)vor [vor + 7JIR+!(vfY7J)KR+!(vfY7J) J 

-kx'(vo) [~ [~ + Vr7J (1!(J1777)K~(J1777)- 21~(J1777)K~(J1777))] 

- 2£ ~ 1 [~ + Vr7J (nc-!(vfY77)KR+!(vfY7J) 

- (£+1)IR+!(Vr77)KR+~(J177J))JJ- ; 2 (£+2)(£-l)}(c,m(t) 

= F3(£, k, E)(c,m(t), 
(5.2) 

where Vor = -7]1~ ( J1'77)K~ ( ftrJ). 

By a simple computation, we note that (i) F3 (0, k, c:) = %TIH3 (7]; k, c:), 
that is, the stability of the spherical stationary solution under the radi­
ally symmetric disturbances is determined by the sign of %TIH3 (7]; k, c:); 
(ii) F3 (1, k, c:) = 0, that is, the stationary solution has phase shift free 
in (2.4). 

Next, we numerically treat with the functional form of F3(£, k, c:) 
for the solution (r;,v(r;Ti)). In Figure 4, the curves of F3 (C,k,c:) = 0 for 
C = 2, 3, 4 is shown in the (k, s)-plane. For small s > 0, the solution 
is stable and with any fixed s > 0, the solution is so for large k > 0. 
Figure 5 shows the form of F3 (£, k, c:) for s = 0.6, 1.0 and C = 2, 3, 4. It 
is known that these results are similar to that of the case for N = 2 in 
[4]. 

Proposition 2. ( Asymptotic behavior of F3 ( C, k, E)) It holds that 

lim { F3(£, k, c:)r;2 + (£ + 2)(£- 1)F*(c:)} = 0, 
k--+k* 

where F*(c:) stands in Remark 2. 
Proof. Because of lim 'fi = oo, we can prove this proposition from 

k--+k* 
(5.2) by using the asymptotic behavior of the modified Bessel functions 
IR+!(z) and KR+!(z) as z tends to infinity. 
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This propostion imples that the similar results to the last part in 
Remark 2 holds for F3 (R., k, c) depending on the sign of F*(c). We note 
that F*(c) < 0 at s = 1.0 and F*(c) > 0 at s = 0.6 for x(v) = 
sv2 /(s2 + v2 ). On the other hands, it is suggested that F3(R., k, c) < 0 
for R. > 1 as k tends to k(c) in Figure 5. Since k(c) is the turning point 
of the global branch of the stationary solution, we may assume that rj( c) 
becomes of order c for small cask tends to k(c) from Theorem 1. Then, 
we have 

F3(R., k, c) = _ (R. + 2)(£.- 1)1-l + 0(1) 
rj(c) c 

(5.3) 

for some positive constant f.£. Therefore, as k tends to k(c), it follows 
from (5.3) that 

0 > F3(2, k, c) > F3(3, k, c) > · · · > F3(R., k, c) > F3(R. + 1, k, c) > · · · . 

In this paper, we do not discuss the relation of the solutions between 
the interface equation (2.4) and the original reaction-diffusion equation 
(1.2). That is, the solution of (2.4) becomes the good approximation of 
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the solution of (1.2). Moreover, there is the problem such that the as­
ymptotic behavior of the critical eigenvalues of the linearized eigenvalue 
problem of (1.2) is represented by using F3 (£, k, s) (see [9]). 
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§6. Appendix 

In this section, we obtain the equations (2.4), (2.5) which describes the 
motion of the interface according to [2, 6] by using the matched asymptotic 
expansion. To do so, we set the outer expansion as follows: 

Substituting this expansion into (2.1), we shall have the outer solutions u 0 , 

u 1 , · · · and v0 , v1 , · · · as follows: 
0(1)- term 
Since u 0 satisfies 0 = f ( u 0 ) and the original system is bistable, we may set 

u0 (t,x) ~ { : 

in !!o(t) 
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Here, we assume that flo(t), ni (t) and r(t) satisfy r(t) = RN\ {Oo(t) u ni (t)} 
and 0 0 (t) n OI(t) =¢>where OI(t) is a bounded domain and r(t) is (N- 1)­
dimensional hypersurface. 

On the other hand, v0 satisfies the second equation of (2.4). 
O(c)- term 
Since 0 = f'(u0 )ui and f'(u0 ) < 0 for u0 = 0, 1, we have ui(x) = 0. 

Therefore, VI satisfies Vot =~vi -!VI in RN with VI E CI(RN). 
O(c2)- term 
From 0 = f'(uo)u2, we have u2(x) = 0. Therefore, v2 satisfies vlt 

~v2 -1v2 in RN. 
Because the constructed solution is discontinuous on the interface r, we 

need to consider the another approximation near r. 
To do so, we introduce the new stretched variable € = d(t, x)/c where d(t, x) 

is the signed distance function to r' 

{ 
dist(x, r) 

d(t, x) = 
-dist(x, r) 

in flo(t) 

in ni (t). 

We note that d(t, x) = 0 on r(t) and IV'dl = 1. Then, we set the inner expansion 
as follows: 

{ ~ do + cdi + c2 d2 + · 
U0 +cUI + c2 U2 + · · · 
V0 + cVI + c2 V2 + · · · 

To make the outer and inner expansions consistent, we require the matching 
condition on r(t): 

lim {(U(t,€,x), V(t,€,x))- (u(t,y),v(t,y))} = (0,0), y E OI, x E r(t), 
y-->x 

e--> oo 

lim {(U(t,€,x), V(t,€,x))- (u(t,y),v(t,y))} = (0,0), y E flo, x E r(t). 
y-->x 

e--> -oo 

Substituting these inner expansions into (2.1) and using the above matching 
condition, we shall have the inner solutions U0 , Ul> · · · and VI> V2, · · · as 
follows: 

O(c2)- term 
V0 satisfies 

0 = Voee and lim V0 (t,€,x) = v0 (t,x). 
e-+±oo 

From the condition Vo E CI(RN), we have V0 (t,€,x) = v0 (t,x). 
O(c 1)- term 

VI satisfies 
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From the condition v1 E C 1 (RN), we have V1(t,e,x) = v1 (t,x). 
0(1)- term 
U0 satisfies 

{ 
dotUo{ = Uo{{- kx'(vo)Y'doY'voUo{ + f(Uo), 

lim Uo(O = 1 and lim Uo(e) = 0 e ____,.- oo e --+oo 

where \i'vo is the gradient of Vo on the interface f. 
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Lemma ( Fife and McLeod [3] ) For some constant c*, there is a monotone 
solution W(e) of 

{ 
0 = W{{ + c*W{ + f(W), e E R 

lim W(e) = 1 and lim W(e) = 0. 
e----~--oo e-+oo 

(a.1) 

Therefore, we set U0 =Wand -c* = kx'(v0 )\7d0 \7v0 +dot on r, that is, 

* '( ) avo d 
-C = kx Vo an + Ot On f. 

O(c:)- term 
Let L be the linearized operator of ( a.1) around the monotone solution 

w (e) as follows: 

L = dd;2 + c* ~ + /'(Uo). 

Then, Ul(e) satisfies 

LU1 (dH - ildo)Uo{ + k{x' ( vo) [(\7 d1 Y'vo + 'V do Y'v1 + V2{)Uo{ 

+(ilvo + V2{{ )Uo] + x"(vo) ( ~~ V1Uo{ + ('Vvo) 2Uo)} 

c 
where v2 satisfies 

Let L * be the adjoint operator of L defined by 

L * d2 * d f' (U, ) =de-cae+ o· 

(e < o) 

(e > o). 

Then, ¢ = Uo{ and 7jJ = ec* { ¢ are eigenfunctions of 0 eigenvalues of L and L *, 
respectively. From the solvability condition, G satisfies 
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where< ·, · > £2(R) is the inner product of L2 (R). Let V* be the normal velocity 
of the interface r and r;, be the mean curvature. In our case, we define that r 
is positive if !11 is convex. From !1d0 = (N- 1)r;, and V* = -dt on r, that is, 
(V* + d0d/E = -dlt + O(c). Then, we have 

V* = c* + kx'(v0 ) ~: - c(N- 1)r;, + cG 

where 

G = k{x' ( vo)V' d1 V'vo + V' do V'(x' ( vo)vl) 

+[x'(vo) I: '¢(Uo(Vz(+UoVz(d dE, 

+ V'(x'(vo)Y'vo) I: '¢Uo dE,]/ I:¢'¢ dE,} 

Therefore, we have the interface equation as follows: 

! V* = c* + kx'(v0 ) ~: - c(N- 1)r;, + cG on 

0 = !1vo + g,(v0 ) in !l,(t) (l = 0, 1), t > 0 

vo(t, ·) E C 1 (RN), t > 0, 

where g;(v) = i- 'fV. 
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