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Canonical Forms of Linear Ordinary 

Differential Equations 

Yutaka Se-ashi 

§0. Introduction 

The purpose of this paper is to reformulate the fundamental results 
of E.J. Wilczynski's book [5] by applying E. Cartan's method of moving 
frames. 

Let E be a vector bundle over a 1-dimensional manifold M. By 
taking a local coordinate system t in M and a moving frame { e1 , • • • , er} 
of E, we express each cross section s of E in the form: 

(0.1) 
r 

s = LYaea, 
a=l 

where y1 , ···,Yr are functions on M. Let V be a system of homogeneous 
linear ordinary differential equations on E of order n given in the form: 

(0.2) ( d ) n n r (k) ( d ) n-k 

dt Ya+~]; aa,a (t) dt Y,a = 0, a= 1,···,r. 

Corresponding to (0.2), we definer x r matrices A(ll(t), • • •, A(nl(t) by 

(0.3) 

For another local coordinate system in M and another moving frame, 
we also express V in a similar way as (0.2) and give r x r matrices as 
(0.3). 

In modern terminology, Wilczynski showed the following facts: 
(A) There exists a pair (t, {ea}) satisfying the following condition 

(L.F) 
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(B) If both ( t, {ea}) and ( t', { e~}) satisfy the condition (L.F), then 

there exists T = ( ~ ! ) E SL(2, IR) and C = (ca,a) E GL(r, IR) such 

that 

, at+ b 
t =-­

ct +d' 
r 

e~ = (ct+ dr- 1 L Ca,aea, /3 = 1, ... 'r. 
a=l 

(C) Let (t, {ea}) be a pair satisfying the condition (L.F). For each 
integer k, 2 ~ k ~ n, let 0k be the cross section of the vector bundle 
k 
®T(M)* 0 End(E) which corresponds to the r x r matrix valued k 
covariant tensor field 

~(-l)j (2k - ! - 2)!~n - k + j)! (i) j A(k-il(t)(dtl 
~ Jl(k - J - 1)! dt 
J=O 

under the trivialization with respect to { ea}- Then the definition of 0k 
does not depend on the choice of ( t, {ea}), and hence 0k is an invariant 
of V. Moreover 02 , · · ·, 0n form a fundamental system of invariants of 
V. 

He studied mainly the case r = 1 and gave 

k!(k - 2)! 0 
n!(2k - 3)! k, 

k = 3,···,n, 

as a fundamental system of invariants. (In this case, the invariant 02 

automatically vanishes.) On the other hand, for the case r ~ 2, he did 
not give a fundamental system of invariants. Following him, we will call 
the system (0.2) with the condition (L.F) a Laguerre-Forsyth's canonical 
form of V. 

Let us proceed to the description of the contents of this paper. Let 
{ s1, · · · , Snr} be a fixed family of linearly independent solutions of V. We 
define a map K, of M into the Grassmann manifold Gr(IRnr, r) as follows: 
By using a pair (t, {ea}), we define an nr x r matrix Y1 (x) = (Ya,a(x)), 
XE M, by 

(0.4) 
r 

sa(x) = LYa,a(x)e,ax, a= 1, · · ·, nr, 
(3=1 
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and an nr x nr matrix Y(x), x EM, by 

Y(x) = (Y1(x), · · ·, Yn(x)), 

(0.5) 1 ( d )k-l 
Yk(x) = (k _ l)! dt Y1(x), k = 2,···,n. 

Then we define K( x) to be the point of Gr(IRnr, r) corresponding to the 
r-dimensional subspace of IRnr spanned by the column vectors of Y1 (x). 

The general linear group GL(nr,IR) acts transitively on Gr(IRnr,r). 
Let K be the isotropy subgroup of GL(nr, IR) at an origin of Gr(IRnr, r ). 
Then we regard G L( nr, IR) as a principal K-bundle over Gr(IRnr, r) with 
projection 1r0 • Let P be the principal K-bundle over M defined by 

P = {(x, Z) EM x GL(nr,IR)[K(x) = 1r0 (Z)}, 

and let w be the gl(nr, IR) valued 1-form on P induced by the Maurer­
Cartan form of GL(nr,IR). 

The main result is to show the unique existence of a normal reduc­
tion Q of P. Here the normal reduction Q is defined by the condition 
that the restriction of w to Q is ~ + m valued, where ~ (resp. m) is 
the subalgebra (resp. the subspace) of gl(nr, IR) defined in §2. The re­
striction of w to Q is decomposed into the two components x~ and 
Xm . The 1-form x~ is a flat Cartan connection in Q and the 1-form 
Xm induces differential invariants in Q corresponding to 01 , · · ·, 0n. Us­
ing the absolute parallelism induced by the Cartan connection x~ , we 
give a vector field on Q whose integral curve corresponds to a Laguerre­
Forsyth's canonical form of V. We apply Cartan's reduction method 
developed in [1] to the construction of the normal reduction Q. 

In Appendix, we construct Q as a reduction of the frame bundle 
:F(r- 1 (E)) of r-1 (E), where r-1 (E) is the (n -1)-th jet bundle of 
E. The connection form of the affine connection of Jn- 1 (E) which is 
associated with V takes the place of the 1-form w, in this case. 

Preliminary remarks 

1. Throughout this paper, we always assume the differentiability 
of class C 00 , though the argument goes through in complex analytic 
category with suitable modifications. 

2. As we are mainly concerned with local properties of linear ordi­
nary differential equations, base manifolds will be assumed to be simply 
connected unless otherwise stated. 
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3. We will frequently write any nr x nr matrix A in the form: 

Or A __ ( A_:11 
A= (A1 ···An) 

An1 

where Ai, 1 ~ i ~ n and Aij, 1 ~ i, j ~ n are nr x r matrices and 
r x r matrices respectively. We sometimes simply write A = (Ai) or 
A= (Aij)-

4. As to Lie groups and principal bundles, we use the standard 
notations and terminology as in [2]. Especially let K be a Lie group 
and P a principal K-bundle over a base manifold M. For A E K, RA 
denotes the right translation induced by A. Let £ be the Lie algebra of 
K. For XE£, X* denotes the vertical vector field on P induced by the 
1-parameter group of right translations { Rexp tX}. The vector field X* 
is called the fundamental vector field corresponding to X. 

5. Cartan connections. Let H/ H 0 be a homogeneous space of a Lie 
group Hover its closed subgroup H 0 . Let~ and ~o be the Lie algebras of 
Hand H 0 respectively. Let Q be a principal H 0-bundle over a manifold 
M, where dim M = dim H/Ho, and let w be a~ valued 1-form on Q. 
Then we say that w is a Cartan connection on Q of type H / H 0 if the 
following conditions are satisfied: 
(C.1) w(v) -1- 0 for every non-zero tangent vector v of Q. 
(C.2) RA,w = Ad(A-1 )w, A E H0 . 

(C.3) w(X*) = X for every X E ~o-
Let n be the 2-form on Q defined by 

1 
D=dw+ 2[wAw]. 

The 2-form n is called the curvature form of the Cartan connection w. 

If n = 0, then the Cartan connection w is said to be flat. 

§1. Characteristic maps 

1.1. Characteristic maps 

Let E be a vector bundle over a 1-dimensional manifold M. As 
noted in Preliminary remarks, we assume that M is simply connected. 
Let V be a system of homogeneous linear ordinary differential equations 
on E as considered in Introduction. 

Let Sol(V) denote the space of all solutions of V. As is well known, 
Sol(V) is an nr-dimensional vector space. For a moment, let us fix a 
basis {s1,···,Snr} ofSol(V). 
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Taking a local coordinate system tin Mand a moving frame {e1 , • • •, 

er} of E, we define, for each x EM, the matrices Y1(x), · · ·, Yn(x) and 
Y(x) by (0.4) and (0.5). It is well known that Y(x) is non-singular, and 
in particular the r column vectors of Y1 (x) are linearly independent. 

Taking another coordinate system t' in M and another moving frame 
{ei, · · ·, e~} of E, we define matrices Y{(x), • • •, Y~(x) and Y'(x) in the 
same way. We write ei, · · · , e~ in the form: 

r 

e~x = L Ca,e(x)eax, XE M, 
a=l 

where C(x) = (ca,e(x)) E GL(r, JR). The proof of the next lemma is 
straightforward. 

Lemma 1.1. (1) Y{(x) = Y1(x)tC(x)- 1, x EM. 
(2) For every k, 2 ~ k ~ n, Y£(x) can be written in the form: 

( 
dt )k-1 k-1 

Y£(x) = dt' Yk(x/C(x)-1 + ~"Yj(x)Djk(x), 

where D1k(x), ···,Dk-I k(x) are r x r matrices. 

Let Gr(JR.nr, r) be the Grassmann manifold consisting of all r-dimen­
sional subspaces of JR.nr_ For each x EM, let 11:(x) (E Gr(JR.nr,r)) be 
the subspace of JR.nr spanned by the r column vectors of Y1(x). By (1) 
of Lemma 1.1, the definition of 11:(x) does not depend on the choice of 
(t, {ea}). It is not difficult to see that the assignment x--+ 11:(x) gives an 
immersion of M into Gr(JR.nr, r ). We call the map 11: the characteristic 
map of 'D (corresponding to the basis {sa} of Sol('D)). 

1.2. The induced principal bundles P 

Consider the general linear group GL(nr, JR.) acting on JR.nr on the 
left. The group GL(nr,JR.) acts on the Grassmann manifold Gr(JR.nr,r) 
in a natural way. Let o be the point of Gr(JR.nr, r) corresponding to the 
subspace spanned by the first r vectors of the natural basis of JR.nr. The 
isotropy subgroup K of GL(nr,JR.) at o is given by: 

K = {A E GL(nr,1R.)IA21 = · · · = An1 = 0}. 

We denote by 1r0 the natural projection of GL( nr, JR.) onto Gr(JR.nr, r) 
under the identification Gr(JR.nr, r) ~ GL(nr, JR.)/ K. 
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Using the characteristic map K, we define a submanifold P of the 
direct product M x GL(nr, JR) by 

P = {(x, Z) EM x GL(nr,JR)IK(x) = no(Z)}. 

We denote by 1fM (resp. nc) the projection of P onto M (resp. the 
projection of Ponto GL(nr, JR)). Clearly Pis a principal K-bundle over 
M with the projection 7fM. 

The gl(nr, JR)-valued 1-form w on P. Let w be the pull back of the 
Maurer-Cartan form of GL(nr, JR) by the projection nc. The 1-form w 

possesses the following properties: 
(w.l) w(v) =/- 0 for every non-zero tangent vector v of P. 
(w.2) RMw = Ad(A-1 )w for all A EK. 
(w.3) w(X*) = X for all X E t, where t stands for the Lie algebra 
of K. 

The standard cross sections. We fix a local coordinate system t in 
Mand a moving frame {ea} of E. We define Y(x) E GL(nr, JR), x EM, 
by (0.5). Let <J be the map of Minto M x GL(nr,JR) defined by 

<J(x) = (x, Y(x)), x EM. 

Obviously <J is a cross section of P, that is, <J( x) E P for all x E M. 
The cross section <J will be called the standard cross section of P ( cor­
responding to ( t, {ea})). 

1.3. The bundle homomorphism c:: P......, F(E) 

Let F(E) be the frame bundle of E. Let c: K ......, GL(r, JR) be the 
homomorphism defined by 

c:(A) = tA1°/, A EK. 

Here, we will define a natural bundle homomorphism c: of Ponto F(E) 
corresponding to the group homomorphism c: K---, GL(r, JR). 

For each p E P, we write pin the form: 

p = (x, Z), x EM, Z E GL(nr, JR). 

We further write Zin the form: Z = (Z1 , ···,Zn)-

Lemma 1.2. There exists a unique basis {c:1(P), · · · ,Er(P)} of Ex 
such that 

r 

sa(x) = L Za13E13(p), a= 1, · · ·, nr, 
/3=1 
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where Z1 = (za,a). 

Proof. We take a local coordinate system t in M and a moving 
frame {ea} of E. Let Y(x) be the nr x nr-matrix defined by (0.5). 
Since 1ro(Z1) = 1ro(Yi(x)), we can write Z1 in the form: 

Z1 = Yi (x )C, where C E GL(r, JR). 

Let { E1 (p ), · · · , Er (p)} be the basis of Ex defined by 

r 

E ,a (p) = I>~,aeax, 1 ~ {3 ~ r 
a=l 

where tc-1 = (c~,a)- It is easy to see that {i::a(P)} is the desired basis 
of Ex. The uniqueness is obvious. Q.E.D. 

Let c: P----, :F(E) be the map defined by 

i::(p) = {i::a(p)}. 

It is easily checked that c : P ----, :F(E) is a bundle homomorphism 
corresponding to c: K----, GL(r,lR). 

Remark. Let 1J be the standard cross section of P corresponding 
to (t, {ea}). Then, 

(1.1) c(<J(x)) = {eax} for all x EM. 

1.4. Expressions in local coordinate systems 

We fix a local coordinate system t in M and a moving frame { ea} 
of E. Here, we will give a local expression of the 1-form w by using 
(t, {ea}). We express Das (0.2). 

Proposition 1.3. Let 1J be the standard cross section of P cor­
responding to (t, {ea}). For each x E M, we write the nr x nr matrix 
(<J*w)(d/dt)x in the form: 

(<J*w) (!) x = (Xij(x)), 

where Xij(x) are r x r matrices. Then, 

(1.2) 

(1.3) 

(1.4) 

xk+l k(x)=kI, k=l,···,n-1. 

- - (n - k)! t (k) - ... 
Xn-k+l n(x) - (n - l)! A (t(x)), k - 1, ,n. 

Xij(x) = 0 for the remaining pairs of indices (i,j). 
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Proof. We define Y(x) = (Yk(x)) E GL(nr, JR), x E M, by (0.5). 
Then we have the following equalities: 

dYk 
dt(x) = kYk+1(x), k = 1, · · ·, n - 1, 

dYn() =-~ (n-k)!v () tA(k)( ( )) 
dt X ~ (n-l)!Ln-k+l X t x . 

k=l 

On the other hand, since Y(x)- 1dY/dt(x) = X(x), we have 

dYi n 

d/ (x) = L Y:;(x)Xjk(x), k = 1, · · ·, n. 
J=l 

The assertion follows from these equalities. Q.E.D. 

Remark. It is easy to verify that if a cross section CT of P satisfies 
(1.1), (1.2) and (1.4), then CT is the standard cross section corresponding 
to (t,{ea}). 

1.5. The compatibility relative to the choice of the 
basis of Sol(V) 

Let { s~, · · · , s~r} be a basis of Sol(V) such that 

nr 

s~ = L aaf3Sf3, a= 1, · · ·, nr, 
/3=1 

where A= (aaf3) E GL(nr,JR). With respect to {s~}, we define K,1 , P', 
w' and s' as before. We define a transformation <I> of M x G L(nr, JR) by 

<I>(x, Z) = (x, AZ), x EM and Z E GL(nr, JR). 

The next proposition is obvious. 

Proposition 1.4. (1) K, 1 = AO K,. 

(2) <I> maps P onto P' and induces a bundle isomorphism <l>p of 
P onto P' such that <I> p * w' = w and c:' o <I> p = c:. 

In view of Proposition 1.4, the subsequent argument goes through 
without reference to the choice of { sa}. 
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§2. A reduction theorem for the principal bundle P 

2.1. Notations 

273 

Let sn-l (1R2 ) be the symmetric tensor product of JR2 of degree n-1 
and sn-1(1R2) 181 ]RT be the tensor product of sn-1(1R2) and lRr. Let 
{ v1 , v2 } be the natural basis of JR2 and { u 1 , · · · , Ur} be the natural basis 
of ]RT_ Taking { (n~l )vr-l 181 u1, ... ' c~1 )vr-l 181 Ur, (n~l )vr-2 181V2181 

u1, · · ·, (n~l )vr-2 181V2181 Ur,···, (:=Dv;-l 181 u1, · · ·, c=Dv;-l 181 Ur} 
as a basis of sn-1(1R2) 1811Rr, we identify sn-1(1R2) 1811Rr with ]Rnr_ 

The homomorphism p: SL(2,1R)-, GL(nr,lR). Let p1 be the rep­
resentation of SL(2, JR) on sn-l (JR2) defined by 

and let p2 be the trivial representation of SL(2, JR), i.e., 

P2(A)w = w, A E SL(2, JR), w E lRr. 

Then we define p to be the homomorphism corresponding to the repre­
sentation p1181p2 of SL(2, JR) on sn-l (JR2)1811Rr under the identification of 
sn-l (JR2) 181 ]RT with ]Rnr. Let p* denote the homomorphism of sl(2, JR) 
onto gl(nr,JR) induced by p. Let {s-1,so,s1} be the basis of sl(2,1R) 
defined by 

Then p* maps s_1, s0 and s1 respectively to 

0 
I 0 0 

21 0 

U_l = 
0 

0 (n - 2)I 0 
(n - l)I 0 

(n - l)I 
(n - 3)I 0 

Uo= 

0 -(n - 3)I 
-(n - l)I 
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0 (n - l)J 
0 (n - 2)J 0 

U1= 0 
2J 

0 0 I 
0 

where I stands for the r x r unit matrix. 
The homomorphism,\: GL(r,IR) - GL(nr,IR). Let,\ be the homo­

morphism ofGL(r,IR) onto GL(nr,IR) defined by 

tc-1 
(

tc-1 

,\(C) = 0 O ) CE GL(r, IR). 

tc-1 ' 

The subgroups H and Ho of G L( nr, IR). Let H be the subgroup of 
GL(nr,IR) defined by 

H = p(SL(2,IR)) · ,\(GL(r,IR)), 

and let H 0 be the subgroup of K defined by 

Ho= HnK. 

Let SL(2,IR)0 be the set of all upper triangular matrices of SL(2,IR). 
Then it should be noted that 

Ho= p(SL(2,IR)0 ) • ,\(GL(r,IR)), 

and hence 
H/H0 c:::: SL(2,IR)/SL(2,IR) 0 c:::: P(IR2 ), 

where P(IR2 ) is the real projective line. We denote by !J and !Jo the Lie 
algebras of H and Ho respectively. 

The subspace m of gl(nr,IR). Let m be the subspace of gl(nr,IR) 
consisting of all elements X = (Xij) of gl(nr, IR) satisfying 

Xij = 0 for j i= n, 

Xnn = 0, 

Tr Xn-1 n = 0. 

One should note that mis Ad(Ho) invariant. 
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2.2. The normal reduction of P to Ho 

Let P be the principal K-bundle over M defined as in 1.2. A reduc­
tion Q of P to H0 is said to be normal if the restriction of w to Q takes 
values in ry + m. 

Proposition 2.1. Let Q be a normal reduction of P to H0 , and 
X be the restriction of w to Q. Let x~ and Xm be the ry-component of x 
and the m-component of x respectively. Then, 
(1) x~ is a fiat Cartan connection of type H/Ho in Q. 
(2) Xm is a tensorial form, that is, the following equalities are sat-

isfied: 
RA*Xm = Ad(A-1 )Xm 

Xm (X*) = 0 

for all A E Ha. 

for all X E ryo. 

Proof. Since both ry and mare Ad(H0 ) invariant, we have 

for any A E H 0 . By definition, we have 

x~ (X*) = X and Xm (X*) = 0 for any X E ryo. 

Clearly we have x~ ( v) -=/= 0 for every non-zero tangent vector v of Q. 
Therefore x~ is a Cartan connection of type H j Ho in Q. Since M is 
I-dimensional, x~ is flat. Q.E.D. 

We are now in a position to state the main theorem. 

Theorem 2.2. There exists a unique normal reduction of P to 
Ha. 

This theorem will be proved in the next section. The uniqueness of 
the normal reduction yields the following 

Proposition 2.3. Let Q be the normal reduction of P. Let CY be 
a cross section of P and CY*w be the pull back of w by CY. If CY*w takes 
values in ry + m, then CY(x) E Q for all x E M. In other words, CY is a 
cross section of Q. 

Proof. Let Q' be the reduction of P to Ho which contains the 
subset CY(M) of P. We want to show that the reduction Q' is normal. 
Let x' be the restriction of w to Q'. We first show that x' ( v) E ry + m, 
for any v E T(Q)r7(x), x EM. It is sufficient to consider the following 
two cases: 
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Case l. v is vertical. In this case v can be written in the form 
v = X*, where X E [)0 • Hence we have 

x' ( V) = X E fJo C [J + m. 

Case 2. v = a*(d/dt), where tis a local coordinate system in M. 
We have 

x' ( v) = ( a* w) ( :t) E [J + m. 

We can write any point q of Q' in the form: 

q = a(x)A, x EM, A E Ho. 

From the equality RA*X~ = Ad(A- 1 )X~(x) and the fact that [J +mis 

Ad(Ho) invariant, it follows that x~ takes values in [J +m. Therefore Q' 
is a normal reduction. Q.E.D. 

§3. Proof of Theorem 2.2 

In this section, we will prove Theorem 2.2. 

3.1. Algebraic preliminaries 

For each integer k, -n + l ~ k ~ n - l, let 9k (resp. g(k)) be the 
subspace of gl( nr, JR) consisting of all elements X = (Xij) such that 

Xij = O for j i= i + k 

(resp. Xij = 0 for j < j + k). 

It is easy to see that gl(nr, JR) becomes a graded Lie algebra with the 
direct sum decomposition gl(nr,JR) = ~k9k, that is, [gj,9k] C 9Hk, 
for any -n + l ~ j, k ~ n - l. One should note that, for any k ;:;; 

0, g(k) becomes a graded subalgebra of gl(nr, JR) with the direct sum 

decomposition g(k) = ~j>k 9j· 

For k = -l, 0, 1, let £k be the subspace of sl(2, JR) defined by 
£k = JRsk. It is also easy to see that sl(2, JR) becomes a graded Lie 
algebra with the direct sum decomposition sl (2, JR) = ~k £k, and that 
p*(R,k) C 9k fork= -l, 0, 1. 

The operators fA. For each integer k, -n + 2 ~ k ~ n, we put 
ck,O = 9k-l and ck,l = 9k-l ® £'"--1 · On the analogy of the so-called 
Spencer complex, we define an operator ak ; ck,O------> ck-l,l by 

A simple calculation shows the following 
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Lemma 3.1. (1) Ker EA= 0, 2 ~ k ~ n. 
(2) ck,I = Im 8k+1 + (!J + m)k_1 0 1!~i, for any k, where (!J + 

mh-1 = l:1k-1 n (!J +m). 

The subgroup H(0 ) of K. Let Go and G(0 ) be the subgroups of 
GL(nr, JR) defined respectively by 

Go= {A= (Aij)I Aij = 0 for i =I- j}, 

G(o) ={A= (Aij)I Aij = 0 for i > j}. 

Clearly, G0 C G(0 ) C K. It is easy to see that the Lie algebras of G0 and 
G(0 ) agree with g0 and g(o) respectively. The next lemmas are obvious. 

Lemma 3.2. (1) l:1k is Ad(G0)-invariant for every k. 
(2) g(k) is Ad(G(0l)-invariant for every k ~ 0. 

Lemma 3.3. (1) Every element A of G(o) can be written uni­
quely in the form: 

A= AoexpX1 · · · expXn-l, 

where Ao E G0 and Xk E l:1k· Moreover the assignment A - Ao gives a 
homomorphism of G(0 ) onto G0 . 

(2) Every element A of Ho can be written uniquely in the form: 

A=AoexpX1, Ao EG0 nH, X1 Eg1nfJ. 

Let H(o) be the set of all elements A of G(0 ) of the form: 

Clearly H 0 C H(0 ) C K. By (1) of Lemma 3.3, H(o) is a subgroup 
of G(0) whose Lie algebra fJ(o) coincides with the subspace !Jo + g(ll of 
gl(nr,IR). 

Lemma 3.4. (1) lRU_1 + g(0) is Ad(H(0 ))-invariant. 

(2) mis Ad(H(0l)-invariant. 

Proof. We will prove only (1). The proof of (2) is much easier. Let 
A be any element of H(O). By definition A can be written in the form 

A= AoexpX1 · ··expXn-1, Ao E Go nH, xk E l:1k• 
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Since A E c(o), we have Ad(A)g(o) = g(o). Hence to prove the assertion, 

it suffices to show that Ad(A)U_1 E IRU-1 + g(O). Clearly we have, for 
any k ~ 1, 

and hence 
Ad(A)(U_i) = Ad(A0 )(U_i) (modg(0)). 

Since Ao E H, we have 

Therefore we have the assertion. Q.E.D. 

The subgroups H(l), • • ·, H(n-l) of K. Let H(l), • • •, H(n-l) be the 

subgroups of K defined inductively by 

H(k) = {A E H(k-1)1 Ad(A) preserves JRU_1 + b(k-l) + m}, 

where ry(k-l) stands for the Lie algebra of H(k-l). 

Lemma 3.5. (1) For any integer k ~ 1, H(k) consists of the 
elements A of c<0 ) of the form: 

A= AoexpX1 expXk+l ·· •expXn-1, 

where Ao E G0 nH, X 1 E g1nry andXj E gj forj ~ k+l. In particular 
H(n-l) = Ha. 

(2) For every A E H(k- 1)\H(k), 

Ad(A)(IRU-1 + ry<k-l) + m) n (IRU-1 + ry<k-l) + m) = ry<k-l) + m. 

Proof. (1) We first remark that 

In fact ry(k-l) is Ad(H(k-l))-invariant, and by Lemma 3.4, m is also 
Ad(H(k-l) )-invariant. 

The proof is by induction on k. We first consider the case where 
k = 1. By definition, any element A of H(o) can be written as (3.1). 
Since Ad(Ao)U-1 E b c IRU_1 + ryC0l, we have Ao E H(1). Hence 
A E H(l)' if and only if Aa1 A E H(l). In a similar way as in the proof 
of Lemma 3.4, we can show that 
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Therefore A E H(1) if and only if [X1, U_1] E 90 nb. A simple calculation 
shows that this is equivalent to X 1 E 91 n b-

Assume that the assertion is true for k - l. Then, any element A of 
fl(k-l) can be written in the form: A= AoexpX1 expXk · · ·expXn-1, 
where Ao E Go n H, X 1 E 91 n ry and Xj E 9i for j ;;; k. Hence 
ry(k-l) = bo + 9(k). As above, we can show that Ao exp X1 E H(k). 
Accordingly, without loss of generality, we may assume that A is of the 
form 

A=expXk··•expXn-1, XjE9j j=k,···,n-1. 

Then we have 

Therefore A E H(k) if and only if 

This is equivalent to Xk = 0. (2) follows from the above arguments. 
. Q.E.D. 

3.2. The normal reduction of P to H(o) 

A reduction Q(o) of P to H(o) is said to be normal if the restriction 
of w to Q(o) takes values in JRU_1 + 9(0). 

Proposition 3.6. There exists a unique normal reduction of P to 
H(O). 

Proof. We need the next lemma, which follows immediately from 
the definition of the group fl(o). 

Lemma 3.7. Let A, A' E GL(nr,IR). The following conditions 
are mutually equivalent: 

(i) There exists B E fl(o) such that A' = AB. 
(ii) There exist a E IR\{O}, C E GL(r,IR) and a family of r x r 

matrices Djk, j < k, such that 

k-1 
A~= ak-l Ake+ L AjDjk k = l, · · ·, n. 

j=l 

We first show the existence. We take a local coordinate system t in 
M and a moving frame {ea} of E. Let <Y be the standard cross section 
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of P corresponding to ( t, { ec,}). Let Q(o) be the unique reduction of P 
which contains the submanifold a(M). By Lemmas 1.1 and 3.7, it follows 
that the definition of Q(O) does not depend on the choice of ( t, { ec,}). 

We want to show that Q(O) is a normal reduction of P to H(O). Let 
w(O) be the restriction of w to Q(O). We assume that, for any x E M, wC0) 

takes values in lRU_ 1 + gC0l at a(x). It suffices to consider the following 
two cases: 

Case l. v is vertical. In this case, v can be written in the form 
v = X*, where XE [JC0l. Hence we have 

Case 2. v = a*(d/dt). The assertion is a consequence of Proposi­
tion 1.3. 

For a general point q of Q(o), we can write q in the form 

q = a(x)A, x EM and A E H(o)_ 

Now the assertion follows from Lemma 3.4 and the equality 

We next show the uniqueness. Let Q(O)', be a normal reduction of 
P to H(o). We must show that Q(o)', coincides with Q(o). Let a' be any 
cross section of Q(o)'. We write a' in the form 

a'(x) = (x, Y'(x)), x EM, Y'(x) E GL(nr, JR). 

By assumption, a'* w takes values in JRU -l + g(O). We can take a coordi­
nate system t in M in such a way that JRU _ i-component of the function 
(a'*w)(d/dt) is equal to U_ 1. Then we have, for every x EM, 

Y'(x)-1 dY' (x) 
dt 

= (a'*w) ( ! ) (x) 

X11(x) 
I X22(x) 

2I 

0 (n - 2)I Xn-1 n-1(x) 
(n - l)I 
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where X1k(x), j ;£ k, are r x r matrices. From this we obtain the 
following equalities 

(3.2) Y{+1 (x) = ¼ ~:' k(x) - ¼ LYJ(x)Xjk(x), k = 1, · · ·, n. 
js_k 

We take a moving frame {ea:} of E in such a way that eo:(x) + 
Eo:(o-'(x)), a= 1, .. ·,r, for all x EM, where c: = {c:o:} denotes the 
bundle homomorphism of P to :F(E) defined in the paragraph 1.3. We 
write the standard cross section o- in the form 

a-(x) = (x, Y(x)), x EM, Y(x) E GL(nr, JR). 

Then, for every x EM, we have the following equalities 

(3.3) 

Furthermore we have 

(3.4) Y{(x) = Y1 (x) x EM. 

Combining (3.2), (3.3) and (3.4), we can inductively show that there 
exists a family of r x r matrices D1k(x), j < k, such that 

k-1 

Y{(x) = Yk(x) + L Yj(x)D1k(x), 
j=l 

fork = 1, · · ·, n. From Lemma 3.7, we see that there exists B(x) E H(o) 
such that a-'(x) = o-(x)B(x). This means that o-'(x) E Q(o). Q.E.D. 

3.3. The normal reduction of P to H(k) 

For each integer k ~ 1, we say that a reduction Q(k) of P to H(k) is 
normal if the restriction of w to Q(k) takes values in lRU _1 + ~(k-l) + m. 
Since H(n-l) = H 0 and 1R.U_1 + ~(n- 2) +m = ~ +m, a normal reduction 

of P to H(n-l) is nothing but a normal reduction of P to Ho defined in 
§2. Hence Theorem 2.2 follows from the following 

Proposition 3.8. For every k ~ 1, there exists a unique normal 
reduction of P to H(k). 

Proof. The proof is by induction on k. Let us consider the case 
where k = 1. We first show the existence. Let Q(o) be the normal 
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reduction of P to H<0 ) and w<0 l be the restriction of w. We define 
Q(l) to be the set of all points q of Q(O) such that w~o) takes values in 

JRU_1 + fJ(0l + m. 
Now we want to show that, for every x EM, the fiber Q11) of Q(l) 

over x is non-empty. For this purpose, we fix an arbitrary point q of 

Q1°l and an arbitrary subspace Vq of T( Q(0l)q such that the projection 
7rM• : Vq - T(M)x is an isomorphism. For eachj, -n+l;;;; j;;;; n-l, let 

wJ°) denote the 9rcomponent of w<0 l. Since Q(o) is a normal reduction, 

(w~{)q takes values in JRU_ 1 (= p*(£_ 1)) and gives an isomorphism of 
Vq onto IRU-1. Hence, for every s E fi_1, there exists a unique element 

v(s) of Vq such that (w~{)(v(s)) = s. 
This being prepared, for each j, -n+2;;;; j;;;; n, we define Uj E CJ,l 

( = 9j-1 @ £''._1) by 

(3.5) 

Since Q(O) is a normal reduction, we have 

Uj = 0 for j;;;; -1, 

Taking any X E 91 , we put A= expX and q' = qA. For each j, 
-n + 2 ;;;; j ;;;; n, we also define uj E CJ,l by 

(3.6) 

Since RMw]°) = wJ°) for every j ;;;; -1 and RA*wb0 ) = wb0 ) - [X, w~{], 
we have 

(3.7) 

uj=Uj=O forall J;;;;-1 

u~ = u 0 = p* 

u'_ 1 = u1 + 82X. 

By Lemma 3.1, we can choose X in such a way that 

(3.8) 

Then, by (3.7) and (3.8), we have 

w<0l(RMv(s)) E !RU_1 + fJ(o) + m 
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for alls E £_1. On the other hand, we have 

for any vertical tangent vector v of Q(O) at q'. Therefore we see that 

w~?l takes values in lRU_ 1 + IJ(o) +m and hence q' E Q~1l. 

From (2) of Lemma 3.5 and the definitions of H(l) and Q(l), it is 
clear that Q(l) is a normal reduction of P to H(l). 

Next we show the uniqueness. Let Q(1)' be a normal reduction of P 
to H(l). Let Q(o)' be the reduction of P to H(o) which contains Q(l)'. 

It is not difficult to see that Q(o)' is a normal reduction of P to H(O). 

Hence, Q(l)' C Q(o)' = Q(o). Take any point q' of Q(l)'. From the 

assumption that Q(l)' is normal, we easily see that w~?) takes values in 

lRU_ 1 + IJ(o) + m. Hence we have q' E Q(l). We have thus proved the 
case k = 1. 

Assume that the assertion is true for k-1. Let Q(k-l) be the normal 
reduction of P to H(k-l) and w(k-l) be the restriction of w to Q(k-l). 

In a similar way as in the case k = l, let Q(k) be the set of all points 
q of Q(k-l) such that w~k-l) takes values in JRU_ 1 + IJ(k-l) + m. We 

claim that, for every x E M, the fiber Q~k) of Q(k) at x is non-empty. 

We fix an arbitrary point q of Q~k-l) and an arbitrary subspace Vq of 

T(Q(k-l))q such that 7rM* : Vq ---+ T(M)x is an isomorphism. Taking 
any X E 9k, we define Uj, uJ E ci,l respectively as (3.5) and (3.6). 
Then we have 

(3.9) 

Uj = Uj = 0 

' ua = uo = P*, 

uj = Uj E (IJ + m)j-1 ® 1:".__1 

u~ = Uk + 8k+1X. 

for j ;;:; -1, 

for 1 ;;:; j ;;:; k - l, 

By Lemma 3.1, we can take XE 9k in such a way that 

(3.10) 

Then, from (3.9) and (3.10), we see that qexpX E Q(k), proving the 
assertion. It is clear that Q(k) is a normal reduction of P to H(k). 

The uniqueness can be shown in quite similar manner as in the case 
k = 1. Q.E.D. 
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§4. Canonical forms and differential invariants 

Let Q be the normal reduction of P to H0 . As before, let x be 
the restriction of w to Q and XIJ (resp. Xm ) be the ry-component of X 
(resp. them-component of x). 

4.1. The vector field U":_ 1 and the functions A (I l, · · · , A ( n) 

Since XIJ is a Cartan connection in Q, XIJ gives a linear isomorphism 
of T(Q)q onto ry at each point q of Q. For any X E ry, let X* be the 
vector field on Q defined by 

( 4.1) XIJ (X*) = X. 

For X E ry0 , the above notation X* is compatible with the standard 
notation of the fundamental vector field corresponding to X ( see Pre­
liminary remarks) . 

Lemma 4.1. (1) For any T = ( ~ a~ 1 ) E S£(2,IR)o and any 

CE GL(r, IR), the following equalities are satisfied: 

Rµ(T)*(U"'_ 1 ) = a 2 U"'_ 1 - abU; - b2U{, 

R>-.(c)*(U"'_ 1 ) = U"'_ 1 . 

(2) [U0,U":__ 1] = -2U":__ 1 and [Ui,U":__ 1] = U0. 

Proof. These assertions follow immediately from the facts that 

and 
1 

dx1J + 2 [x1J /\ XIJ l = o, 

where A E Ho. Q.E.D. 

We write the nr x nr matrix Xm (U":_ 1 )q, q E Q, in the form: 

where Xij(q) are r x r matrices. Since Xm (U":_ 1 )q Em, we have 

Xij(q) = 0 for j f n, 

Xnn(q) = 0, 

Tr Xn-l n(q) = 0. 
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For each integer k, 2 ~ k ~ n, let A(k)(q) = (a~kJ(q)), q E Q, be the 

r x r-matrices defined by the equation: 

A (k)(q)=-(n-l)!t () 
( Xn-k+l n q · n - k)! 

Note that TrA<2 l(q) = 0. 

Lemma 4.2. (1) For any T = ( ~ a~ 1 ) E SL(2, IR.) 0 and any 

C E G L ( r, IR.), the fallowing equalities are satisfied: 

A(k)(qp(T)) = ~j! ( k j 1) ( n -; + j) a-2k+j(-b)i A(k-j)(q), 

A(kl(q-\(C)) = c-1 A(q)C. 

(2) u0A<k)=-2kA<k), 

Ui A(k) = -(k - l)(n - k + l)A(k-l). 

Proof. (1) We will show only the first equality. The second equal­
ity is also proved in a similar manner. The proof is based on (2) of 
Proposition 2.1 and on (1) of Lemma 4.1. We have 

(4.2) 

Xm (U:1)qp(T) = a-2Xm (Rp(T)*(U:1)q) 

+ a-1bxm (U;)qp(T) + a-2b2xm (U;)gp(T) 

= a-2 Ad(p(T)-1 )xm (U: 1 )q-

We write p(T) and p(T)- 1 in the form p(T) = (Tij) and p(T)- 1 = (Tfj), 

where Tij, Tfj, l ~ i, j ~ n are r x r matrices. Then it is easy to see 
that 

(4.3) 

T;,i = T{i = 0 for i > j, 

Tij = (~ - !) an+l-i-jbi-iJ 
J - i 

T{j = (;=:) a-n-I+i+j(_b)i-iJ 

for . <. 
i = J, 

for . <. 
i = J, 

for . <. 
i = J. 
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From ( 4.2) and ( 4.3) it follows that 

k-1 

Xn-k+l n(qp(T)) = a- 2 LT~-k+l n-k+jHXn-k+j+l n(q)Tnn 
j=O 

~ (k-1) -2k+· · =~ . a 1 (-b)1Xn-k+j+ln· 
j=O J 

The assertion follows from this equality. 
(2) Substituting expts0 for Tin the first equality of (1), we have 

A(k\q exptU0 ) = exp(-2kt)A(kl(q). 

By differentiating both sides of this equality with respect to the param­
eter t, we obtain the first equality of (2). The second equality is proved 
quite similarly. Q.E.D. 

4.2. Laguerre-Forsyth's canonical forms 

Here, we will show that there exists one to one correspondence 
between the Laguerre-Forsyth's canonical forms of V and the integral 
curves of the vector field u:_ 1 . 

Let 'Y(t) be an integral curve of u:_ 1 . We write 'Y(t) in the form 

'Y(t) = (x(t), Y(t)), x(t) EM, Y(t) E GL(nr,JR). 

Clearly the map t -, x(t) is an immersion and hence the parameter t 
can be regarded as a local coordinate system in M. Let c, be the cross 
section of Q defined by the assignment c, : x(t) -, 'Y(t). Then we have 

(c,*w)(!)x(t) = x(U:1)-r(t) = U_1 + Xm (U:1)-r(t)· 

Hence equations (1.2) and (1.4) are satisfied. From the remark following 
Proposition 1.3, we see that c, is the standard cross section of P with 
respect to (t, {ea}), where { ea} is defined by 

(4.4) ea(x)=ca(c,(x)), xEM, a=l,···,r. 

By Proposition 1.3, V is written in the form 

( d) n n r (k) ( d) n-k 
(4.5) dt Ya+~];aa,ab(t)) dt y,a=O, a= l,• · •,r. 

This is nothing but one of the Laguerre Forsyth's canonical forms of V. 
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Theorem 4.3. For any integral curve -y(t) of U~ 1 , (4.5) gives a 
Laguerre-Forsyth's canonical form of V. Conversely every Laguerre­
Forsyth 's canonical form can be thus obtained. 

Proof. It is sufficient to show the converse. We take any Laguerre­
Forsyth's canonical form of D. Let t be the corresponding coordinate 
system in M and {ea} be the corresponding moving frame of E, and 
let er be the standard cross section of P corresponding to ( t, {ea}). By 
Proposition 1.3, the 1-form er*w takes values in [J+m, and by Proposition 
2.3, er is a cross section of Q. Let -y(t) be the curve in Q satisfying 
-y(t(x)) = er(x). Clearly -y(t) is an integral curve of U~ 1 . It is obvious 
that the Laguerre-Forsyth's canonical form corresponds to this integral 
curve -y(t). Q.E.D. 

4.3. Transformations between canonical forms 

Here, we will interpret the fact (B) in terms of the relation between 
the integral curves of u~ 1 . Let 'Y ( t) and 1' ( t) be integral curves of u~ 1 . 

Regarding t and t' as local coordinate systems in M, we write t' in the 
form: t' = t'(t). 

Theorem 4.4. There exist S = (: ! ) E S£(2, JR) and C = 

(ca13) E GL(r,lR) such that the following equalities are satisfied. 

(4.6) 
'( ) _ at+ b 

t t - d' ct+ 

-y' (t' (t)) = -y(t)p(T(t) )>.( C), 

where T(t) is the element of SL(2, lR)o defined by 

-c) 
ct+ d . 

Proof. For any S = (: !) E S£(2,lR) and any CE GL(r,JR), 

we define a curve 8(s) by the right-hand side of (4.6), i.e., 

at +b 
s=s(t)=ct+d' 

8(s(t)) = -y(t)p(T(t))>.(C). 
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We claim that 8(s) is an integral curve of U":_ 1 . For this purpose, we 
write 1'(t) and 8(s) in the form: 

1'(t) = (x(t), Y(t)), x(t) EM, Y(t) E GL(r,JR), 

8(s) = (z(s), W(s)), z(s) EM, W(s) E GL(r,!R). 

We have z(s(t)) = x(t) and W(s(t)) = Y(t)p(T(t))>.(C). Hence, it 
follows that 

X~ (8* (!)) = [W(s)_ 1 d: (s)h 

= ( !! ) >.(C)- 1p(T(t))-1 [Y(t)- 1 ~~ (t)fo p(T(t))>.(C) 

+ (!!) >.(C)-1 p(T(t))-1 !p(T(t))>.(C), 

where [Y(t)- 1dY/dt(t)lrJ and [W(s)- 1dW/ds(s)]~ denote the~ compo­
nents of Y(t)- 1dY/dt(t) and W(s)- 1dW/ds(s) respectively. Using the 
equality [Y(t)- 1dY/dt(t)h = U_ 1 = p*(s_ 1 ) and the fact that pis a 
homomorphism of SL(2,1R) onto GL(nr,!R), we have 

dY 
p(T(t)-1 )[Y(t)-1 dt(t)fo p(T(t)) = p*(Ad(T(t)-1s_1)), 

d dT 
p(T(t)-1 ) dtp(T(t)) = p*(T(t)- 1 dt(t)). 

A direct calculation shows that 

-1 _ 1 dT l 
Ad(T(t) )s_ 1 + T(t) dt(t) = (ct+ d) 2 8-1. 

From these equalities and dt / ds = ( ct + d) 2 , we conclude that 

Therefore 8 ( s) is an integral curve of U":_ 1 . 

We can choose TE SL(2,1R) and CE GL(r,JR) in such a way that 
')'1 (to) = 8 (to) for some to E R Since both ')'1 ( t') and 8 ( s) are integral 
curves of U":_ 1 , ')'1 ( t') coincides with 8 ( s), i.e., t' = s and ')'1 ( t') = 8 ( s). 

Q.E.D. 
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Corollary 4.5. Under the same notations as in Theorem 4.4, the 
following equalities are satisfied: 

r 

Er3(,'(t')) = (ct+dr- 1 LCar3Ea(,(t)), fJ= I,···,r, 
a=l 

A (k) (,' ( t')) = ~ j ! ( k j 1 ) ( n - : + j ) . 

(ct+ d) 2k-jJc-1 A(k-j)(,(t))C. 

Proof The first assertion follows from the fact that 

E o p(T(t)) =(ct+ d)n-l I and E o >.(C) = C. 

The second assertion follows from (1) of Lemma 4.2. Q.E.D. 

4.4. Differential invariants 0 2 , ···,On 

We say that an r x r matrix valued function n = (Oar3) on Q is said 
to be an invariant of weight kif it satisfies the following two conditions: 

O(qp(T)) = a- 2k0(q) 

(I.I) 
for all T = ( ~ a~ 1 ) E SL(2, JR) 0 and all q E Q. 

(I.2) 
n(q>.(C)) = c-1n(q)C 

for all C E GL(r, JR) and all q E Q. 

We may replace condition (I.I) by the following condition: 

(I.I)' u;n = -2kr2 and U{O = 0. 

Let X-l denote the JRU_ 1 component of x with respect to the d-irect 
sum decomposition fJ = JRU_ 1 + !Jo. The next lemma is obvious. 

Lemma 4.6. (1) X-1(v) = 0 for any vertical tangent vector v of 
Q. 

(2) Rp(T)*X-1 = a2 x-1 for all T = ( ~ a~ 1 ) E SL(2, JR)o, 

R;(c)X-1 = X-1 for all C E GL(r, JR). 
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For any invariant n = (D 0 ,a) of weight k on Q, we define an r x r 
matrix valued covariant tensor field D' = (D~,a) of degree k on Q by 

k times 

D~ = X-1 0 · · · 0 X-1 0f2(q). 

Proposition 4.7. (1) D'(v1, .. ·,vk) = 0 whenever at least one 
of the tangent vectors Vi of Q is vertical. 

(2) Rp(T)*Q' = D' for any TE SL(2, IR)o. 
R>.(c)*Q' = c-1n'C for any CE GL(r, IR). 

(3) There exists a unique cross section 0 of the vector bundle 
k 
0T(M)* 0 End(E) such that, for every q E Q and every /3, 1 ~ /3 ~ r, 

r 

0q(1r*v1, ... 'Jr*Vk)c,a(q) = L n~,a(v1, ... 'Vk)Ea(q), 
a=l 

where v1, · · ·, Vk E T(Q)q and 1r denotes the projection of Q onto M. 

Proof. (1) and (2) follow from the definition of the invariants and 
Lemma 4.6. 

(3) For each x EM, we take any q E Q such that 1r(q) = x. From 
k 

(1), we see that there exists a unique element 0~ of 0T(M); 0 End(Ex) 
such that 

r 

0~(1r*v1, ... 'Jr*vk)c,a(q) = L n~,a(v1, ... 'vk)Ea(q), 
a=l 

for all v1 , • • •, vk E T( Q)q- We put Bx = 0~. To see that the definition of 
Bx does not depend on the choice of q, it suffices to remark the following 
equalities: 

E0 (qp(T)) = a-n+1c0 (q), 1 ~a~ r,for all TE SL(2,IR)o 
r 

E,a(q>..(C)) = L c0 ,ac,a(q), 1 ~ /3 ~ r, for all CE GL(r, IR). 
a=l 

Q.E.D. 

For each integer k, 2 ~ k ~ n, let 0k be the r x r-matrix-valued 
function on Q defined by 

0 (x) = ~(-l)j (2k - j - 2)!(n - k + j)! (U* )j A(k-j)(x) M 
k w j!(k _ j _ l)! -1 , x E . 

1=0 
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Remark. In the case where r = 1, the invariant !12 automatically 
vanishes. 

Theorem 4.8. nk is an invariant of weight k. 

Proof. For the sake of simplicity, we put 

The assertion is an immediate consequence of the following 

Lemma 4.9. (1) U0A(k,j) = -2(k+j)A(k,j)_ 

(2) UiA(k,j) = -(2k+j-l)j A(k,j-l)_(k-l)(n-k+l)A(k-l,j)_ 

(3) A(k,j)(q.X(C)) = c-1 A(k,j)(q)C for all q E Q and C E 
GL(r, JR). 

Proof. By (2) of Lemma 4.1 and by (2) of Lemma 4.2, we have 

u;A(k,j) = Uo(U.":.1)jA(k) 

j 

= ~)U.":.1)j-i[Uo, U.":.1](U.":.1)i-1 A(k) 
i=l 

+ (U.":.1)jUoA(k) 

= -2j(U.":.1 )j A(k) - 2k(U_":_ 1 )1 A(k) 

= -2(k + j)A (k,j), 

proving (1). Similarly we have 

u; ACk,jJ = U{(U.":. 1)j ACkJ 

j 

= L(U.":.1)j-i[U{, U.":.1](U.":.1)i-l A(k) 
i=l 

i=l 
- (k - l)(n - k + l)A(k-l,j)_ 
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From (1), it follows that 

j 

u; A(k,j) = - L 2(k + i - 1)A(k,j-1) 

i=l 

- (k - l)(n - k + l)A(k-l,j) 

= -(2k + j - l)j A(k,j-l) - (k - l)(n - k + l)A(k-l,j), 

proving (2). (3) follows directly from (1) of Lemma 4.1 and (1) of Lemma 
4.2. Q.E.D. 

k 
Let 0k be the cross section of ®T(M)* ® End(E) corresponding to 

flk. Let ')'(t) be an integral curve of U""__ 1 . As in 4.2, we take t as a local 
coordinate system in M and give the moving frame { ea} of E defined 
by ( 4.4). In terms of (t, {ea}), 0k is expressed by the r x r-matrix-valued 
k-covariant tensor field 

~(-l)j (2k - !- 2)!~n - k + j)! (!!:_)j A(k-jl(')'(t))(dtl. 
~ J!(k - J - 1)! dt 
J=O 

Note that A(j)("l(t)), j = 2, • · • ,n, are coefficients of (4.5). 

§5. Normal reductions and isomorphisms 

In this section, we will show the compatibility of the normal reduc­
tions of Theorem 2.2 with isomorphisms of linear ordinary differential 
equations. 

5.1. Isomorphisms of linear ordinary differential equa­
tions 

Let E' be a vector bundle over a I-dimensional manifold M' of the 
same rank as E. As in §1, we consider a system V' of linear ordinary 
differential equations on E'. 

Let ¢ be a bundle isomorphism of E onto E'. For each cross section 
s' of E', we define a cross section ¢* s' of E by 

(cp*s')(x) = ¢;1 (s'(¢'(x)), 

where x E M and ¢' denotes the diffeomorphism of M onto M' induced 
by¢. 

We say that ¢ is an isomorphism of V onto V' if V' corresponds to 
V under ¢. In this case, we have ¢* s' E Sol(V') for any s' E Sol(V'). 
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5.2 Normal reductions and isomorphisms 

We fix a basis { s~, · · ·, s~r} of Sol(D'). For any isomorphism ¢ of 
D onto D', we define an nr x nr-matrix A(¢)= (aaf:J(¢)) as follows: As 
we have remarked above, ¢* s~ E Sol(D) for every a. Hence ¢* s~ can 
be written as a linear combination of s1 , · · · , snr. We define A( <p) by 

r 

¢* s~ = L aaf:J(¢)sf:J, a= 1, • · ·, nr. 
f:J=l 

Using the matrix A(¢),· we define a bundle isomorphism <I> of M x 
GL(nr,JR) onto M' x GL(nr,JR) as follows 

<I>(x,Z) = (cp'(x),A(cp)Z), 

where x EM and Z E GL(nr,lR). 
Associated with D', we define a principal K-bundle P' over M' and 

a gl(nr,lR)-valued 1-form w' on P' as before. Let Q' be the normal 
reduction of P' to H0 , and let x' be the restriction of w' to Q'. 

Theorem 5.1. (1) For every isomorphism ¢ of 'D onto D', <I> 
maps Q onto Q' and induces a bundle isomorphism <I>q of Q onto Q' 
satisfying <l>QX1 = X· 

(2) For every bundle isomorphism l]i of Q onto Q' satisfying l]i*w' 

= w, there exists a unique isomorphism¢ of 'D onto D' such that <I>q = 
l]i. 

Proof. (1): We first show that <I> maps P onto P'. We choose a 
moving frame {ea} of E and a moving frame { e~} of E' in such a way 
that ¢*e~ = ea:, a= 1, · · ·, n, and then define Y1 and Y{ by (0.4). It is 
easy to see that 

Yf(cp'(x)) = A(¢)Yi(x). 

From this we easily see that <I> maps P onto P' and induces a bundle 
isomorphism <l>p of Ponto P'. Moreover we have <I>j, = w. From the 
uniqueness of the normal reduction of P to Ho, we conclude that <l>p 
maps Q onto Q', that is, <I> maps Q onto Q'. Hence <I> induces a bundle 
isomorphism <I>q of Q onto Q'. It is clear that <I>Qx' = X· 

(2): We first remark that there exists a unique bundle isomorphism 
¢ of E onto E' which makes the following diagram commutative: 

Q ___!___, Q' 

e:' ! 

:F(E) ~ :F(E') 
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where <PF is the natural bundle isomorphism of F(E) onto F(E') induced 
by¢. 

It suffices to show that ¢ is an isomorphism of V onto V'. For this 
purpose, we take an integral curve 1'( t) of the vector field u:_ 1 on Q. Let 
'Y'(t) be the curve in Q' defined by 'Y'(t) = w('Y(t)). From the equality 
w*x' = X, we see that 'Y'(t) is an integral curve of u:_'1, where u:_l is 
the vector field on Q' defined in the same way as u:_ 1 . It is obvious that 
the canonical form of V' corresponding to ,'1 ( t) coincides with that of V 
corresponding to 'Y(t). Q.E.D. 

§6. Appendix 

6. 1. Jet bundles 

Let E be a vector bundle over a 1-dimensional manifold M. We 
denote by I'(E) the space of all cross sections of E on M. In this 
section, we will not necessarily assume that M is simply connected, 
unless otherwise stated. For each k ~ 0, let Jk(E) be the k-th jet 
bundle of E, and for any s E I'(E) and any x E M, j!(s) denotes the 
k-th jet of s at x. For each integer k, 0 ;;:; k ;;:; n - l, 1r;-1 denotes the 
natural projection of Jn- 1 (E) onto Jk(E). 

We put Fk(E) = Ker 1r~-l for 0 ;;:; k ;;:; n - l, and p-1 (E) = 
Jn- 1 (E). Then we have a natural filtration 

Moreover there is a natural bundle isomorphism of the quotient bundle 
k 

pk- 1 (E)/Fk(E) onto the vector bundle @T(M)* ® W. This is defined 
as follows: We take a local coordinate system t in M and a moving frame 
{e0 J of E. Fixing a point x of M, to each s E r(E) with j!-1 (s) = 0, 
we assign 

where Ya, l ;;:; a ;;:; r, are functions defined by (0.1). It is easy to see 
that the definition of (6.1) does not depend on the choice of (t, {ea}). 
It is also easy to see that (6.1) is equal to zero for every s E r(E) with 
j!(s) = 0. Thus the assignment of s to the expression (6.1) induces the 

k 
isomorphism pk-1(E)/ Fk(E) ~ @T(M)* @E. 
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6.2. The typical fiber of r-1 (E) 

Let V be an r-dimensional vector space with a fixed bases { v1 , • · • , 

Vr} and W a I-dimensional vector space with a fixed bases { w}. Let P 
be the vecotr space defined by 

n-1 
P = V + W 0 V + · · · + 0 W 0 V ( direct sum) 

Taking {v1 · · · v w rv, V1 · · · w rv, v · · · wn-l rv, v1 · • • wn-l rv, v } as , , r, '<Y , , '<Y r, , '<Y , , '<Y r 

a basis of P, we identify P with IRnr_ We put 

pk = L ibw 0 v. 
j>k 

Then we have a natural filtration: 

0 = pn-1 C pn-2 C ... C pO C p-1 = p 

k 
Note that pk-l / pk is isomorphic to 0W 0 V. 

6.3. The principal H(0 l-bundle R(o) 

Let F(r-1 (E)) be the frame bundle of r-1 (E). For every x EM, 
we regard :F(Jn- 1 (E))x as the set of all linear isomorphisms of Ponto 
r-1 (E)x-

Let R~o) be the set of all elements p of :F(Jn-1(E))x satisfying the 
following two conditions. 

(R.1) p(Pk) = Pk(E) for every O ~ k ~ n - l. 

By the first condition (R.1), every element p of R~o) induces an 
isomorphism pk of pk-ljpk onto pk-l(E)x/Pk(E)x for each k, 0 ~ 

k ~ n - 1. Furthermore the induced isomorphism p 0 can be regarded as 
an isomorphism of V onto Ex. The second condition is 
(R.2) There exists a linear isomorphism A of W onto T(M); which 
makes the following diagram commutative: 

pk-1 /Pk 

l 

P k 
------+ pk-l(E)x/ pk(E)x 

l 

k k 
where Ak : @W--, @T(M); denotes the isomorphism defined by 

Ak(w1 0 · · · 0 wk)= Aw1 0 · · · 0 Awk, w1, ···,wk E W. 
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We put R(o) = UxEM Ri0l. It is not difficult to see that R(o) is a 

principal H(0 Lbundle over M under the identification of F with ]Rnr. 

Let t be a local coordinate system in M and {ea} a moving frame 
of E. For each x E M, let ax be the linear isomorphism of F onto 
r-1 (E)x defined by 

wheres = I: Yaea E f(E). It can be easily verified that ax E Ri0l. Thus 
we have a cross section a of R(0), which will be called the standard cross 
section of R(0 ) corresponding (t, {ea}). 

6.4. The associated connection of Jn- 1(E) 

As before, let V be a system of linear ordinary differential equations 
on E of order n. Let us consider the system of first-order differential 
equations associated with V. This can be regarded as a system of first­
order equations on the (n - 1)-th jet bundle Jn- 1 (E) of E as follows; 

Let a be the standard cross section of R(0 ) corresponding to a pair 
( t, {ea}). For every ( E r (Jn-l ( E)), we define a family of functions 
!ha, l ~ k ~ n, l ~ a ~ r on M by 

n 

a;1((x) = L fka(x)wk-l ® Va, x EM. 
k=l 

Then the system of first-order equations is given by 

dfka < < dt - kfk+i a = 0, l = k = n - l, 

dfna ~ ~ (n - k)! (k) 
dt + L.., L.., (n - 1)! aa{3fkf3 = 0. 

k=l {3=1 

Now we consider the affine connection of Jn- 1 (E) associated with 
this system. Let w be its connection form in F(Jn- 1 (E)) and let wC0 l 
be the restriction of w to R(O). It is easy to see that a similar assertion 
as in Proposition 1.3 holds for the pair (RC0l, tw(0l). Therefore we have 
the following 

Proposition 6.1. tw(o) takes values in lRU_1 + gC0l. 
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6.5. A reduction theorem for R<0 ) 

A reduction R of R(o) to Ho is said to be normal if the restriction 
of tw(o) to R takes values in [J + m. In view of Proposition 6.1, it is 
obvious that the proof of Proposition 3.8 is still valid, if we replace Q(o) 

by R(O). Therefore we obtain the following 

Theorem 6.2. There exists a unique normal reduction of R<0) to 
Ho. 

Remark. Assume that M is simply connected. We fix a basis 
{s1, · · ·, Snr} of Sol(V). Then the system {jn-1(s1), • · • ,jn-l(snr)} giv­
es a trivialization: Jn-l (E) c::: M x lRnr. Hence we can naturally iden­
tify :F(Jn-1(E)) with M x GL(nr,JR). It is obvious that, under this 
identification, the correspondence (x, y) E R(o) ___, (x, ty-I) E P maps 

the normal reduction of R(O) to that of P constructed in §3. 
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