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Cremona Transformations and Degrees of Period Maps 
for K3 Surfaces with Ordinary Double Points 

David R. Morrison! and Masa-Hiko Saito2 

Let X be a K3 surface with n ordinary double points on which an 
ample line bundle .It' has been fixed. If p: S ~ X is the minimal desingulari­
zation, the orthogonal complement in H2(S, Z) of p*!I! and the rational 
curves p-!(P) (for P e Sing X) carries a Hodge structure with h2,o=ho,2=1 
and h!'!=19-n. The period map for these surfaces is the natural map 
from the moduli space to the classifying space for such Hodge structures; 
this generalizes the classical period maps for polarized K3 surfaces [24]. 

In contrast to the classical case, these period maps, while always etale, 
tend to have degree greater than one. In this paper, we study this pheno­
menon for two particular kinds of K3 surfaces with ordinary double points: 
the "K3 surfaces of Cremona type" in which the degree of .It' is 2 and the 
branch locus of the induced map to p2 is irreducible, and the "K3 surfaces 
of Todorov type" whose study was begun in [20]; these latter surfaces arise 
as quotients of certain surfaces of general type constructed by Todorov [26]. 
(We omit one of the families of K3 surfaces of Todorov type here, as to 
consider it would take us too far afield.) 

Our main results are a computation of the degrees of the period maps 
(Corollaries (S.2) and (S.6», a demonstration that for our families, two K3 
surfaces with the same periods are birationally (but not always biregularly) 
isomorphic (Theorem (6.1», and finally a consideration of the geometric con­
sequences of these birational isomorphisms when the degree of .It' is small 
(Theorems (7.1), (7.3), and (8.S». The geometric consequences we find 
involve the behavior of sets of points in p2 or p3 under the Cremona group 
of birational automorphisms of p2 or p3 (hence the name "Cremona type"), 
and we obtain modern proofs of some classical results of Coble [3], [4], [S] 
on this topic. We should mention that Coble's work has recently been 
studied from a different point of view by Cossec and Dolgachev [8], [6], 
whose results we use in our interpretation. 
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The plan of the paper is as follows: we begin with some algebraic 
preliminaries on finite quadratic forms, their orthogonal groups, and the 
"Cremona and Todorov lattices" in the first three sections. Section 4 is 
devoted to the construction of moduli spaces for K3 surfaces of Cremona 
type. (The analogous construction for K3 surfaces of Todorov type was 
given in [20]). In Section 5 we compute the degrees of the period maps; 
we then find a link between some of these period maps and birational 
geometry in pz and p3 in the last three sections. 

We would like to thank Igor Dolgachev and Rick Miranda for helpful 
discussions during the preparation of this paper. 

§ 1. Finite quadratic forms 

Afinite quadratic form is a pair (G, q) (sometimes denoted simply by 
G) consisting of a finite abelian group G together with a map q: G-+Q/2Z 
which satisfies (1) q(nx)=.nZq(x) mod 2Z for all nEZ, x E G, and (2) the 
map b: GXG-+Q/Z defined by b(x, x')=.(q(x+x')-q(x)-q(x'))/2modZ 
is symmetric and Z-bilinear. b is called the associated bilinear form of 
(G, q). 

If (G, q) is a finite quadratic form and H is a subgroup of G, we define 
H1.={x E Glb(x, u)=.OmodZ for all u E H}. G1. is called the radical of 
G, and denoted by Rad(G); the q-radical ofG is the subgroup Radq(G)= 
{x E Rad(G)lq(x)=Omod2Z}. The form (G, q) is nondegenerate if 
Rad (G) =0, and quasi-nondegenerate if Rad q (G) =0. 

Let Gt be a subgroup of G with induced quadratic form qi = q I Gt for 
i=I,2. If Gz=Gt and G=G/J:;Gz, we say that (G, q) is the orthogonal 
direct sum of (G1, ql) and (Gz, qz), and denote this by writing (G, q)= 
(G1, ql)E9(Gz, qz). 

Lemma (1.1). Let (G, q) be a finite quadratic form, and let H be a 
subgroup of G such that qlH is a nondegenerate form. Then (G, q) is the 
orthogonal direct sum of(H, qlH) and (H1., qIH1.). 

Proof First note that H n H 1. = Rad (H), so that H n H 1. =0. To 
show that H + H 1. coincides with G, consider the homomorphism H-+ 
Hom (H, Q/Z) defined by the adjoint map of the bilinear form b. This is 
injective since His nondegenerate; on the other hand, it is a homomorphism 
between two groups of the same order, so it must be an isomorphism. 

Now given any x E G, the map uf--+b(u, x) defines an element of 
Hom (H, Q/Z). There must then be some Y E H such that the map Uf--+ 
b(u, y) defines the same element of Hom (H, Q/Z). But this means that 
x- y E H1.; hence, G=H+H1.. Q.E.D. 
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We introduce some notation for quadratic forms on cyclic groups. If 
a and I are natural numbers with 21 al and (a, I) = 1, we let zf denote the 
form (ZjIZ, q), where q(x)=ajlmod2Z for some generator x of ZjIZ. 
Following Brieskorn [1], when 10 e {I, 3, 5, 7} we let W;,k =Z~k' and when p 
is an odd prime and 10= ± 1 we let W;,k=Z~ for some even integer a with 

(; ) =e (where (-) denotes the Legendre symbol). 

Let (G, q) be a nondegenerate quadratic form. The form (G, q) is 
indecomposable if (G, q) cannot be written as the orthogonal direct sum of 
two nontrivial forms. The cyclic forms W;,k provide examples of indecom­
posable forms. Other examples are given by Uk and Vk (again following 
Brieskorn's notation), which are forms on Zj2k Zx Zj2k Z, where on a 
generating set x, y we have q(x)=q(y)=O mod 2Z and b(x, y)=2- k mod Z 
for Uk, and q(x)=q(y)=21-k mod2Z and b(x, y)=2- k modZfor Vk. 

The following proposition is well-known (cf. [27], [9], [22]). 

Proposition (1.2). (1) Let (G, q) be a nondegenerate quadratic form, 
let G=((fJGp be the decomposition of G into its p-Sylow subgroups, and let 
qp=q lap. Then (G, q)=((fJ(Gp, qq) is an orthogonal direct sum decomposition. 

(2) Every nondegenerate finite quadratic form is isomorphic to an or-
thogonal direct sum of indecomposable forms. 

(3) A nondegenerate finite quadratic form is indecomposable if and only 
ifit is isomorphic to one of the forms Uk, Vk, or W;,k; in particular, these forms 
generate the semigroup qu(Z) of isomorphism classes of nondegenerate finite 
quadratic forms, where orthogonal direct sum is the semigroup operation. 

(4) For an odd prime p, (W;W!l2:::;(W~,k)92. 
(5) The following relations hold among indecomposable forms on 2-

groups. (We identify {I, 3, 5, 7} with (Zj8Z)x.) 

(I) 

( II) 

(III) 

Wtl:::;W~,l and w~,l:::;wh 

ifs2~)=7 

if S2(§) =3 

Remark. There are more relations among indecomposable forms 
than those listed in (4) and (5) above; for a more complete account, see 
[10] or [17]. 

We now use the relations in (5) above to derive a nice description of 
quadratic forms on 2-groups. 
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Proposition (1.3) (cf. [17], [18]). Let (G, q) be a nondegenerate finite 
quadratic form withp-Sylow decomposition (G, q)=Ee(Gp, qp). 

(1) If P is odd, then (G p' q p) has an orthogonal direct sum decomposition 

(Gp, qp)= EB «w~,k)E9a(p,k)Ee(wp,DE9b(P'k») 
k~l 

with b(p, k)::;: 1. 
(2) (G2, q2) has an orthogonal direct sum decomposition 

(G2, q2)= EB (u)?n(k)Ee~m(k)Eew(k)) 

with the following properties: 
(a) m(k) < 1, 
(b) rank (w(k))<2, 

·k~l 

(c) w(k) is a sum offorms of type W;,A;, 
(d) w(l) is a sum offorms of type wb and wh 

Proof We decompose (G, q) as an orthogonal direct sum of inde­
composable forms; (1) is a direct consequence of Proposition (1.2) (4). To 
prove (2), we apply the relations from Proposition (1.2) (5): first, for each 
k, by repeated applications of relation (II) we may reduce to the case in 
which there are at most 2 summands of type Wtk' Next, a repeated ap­
plication of relation (III) will reduce the number of summands of type Vk 

to at most 1. Finally, by applying relation (I) we may ensure that condi­
tion (d) holds. Q.E.D. 

We say that a decomposition satisfying the conditions in Proposition 
(1.3) is in normal form. Such a "normal form" is not in general unique, 
but the first terms in the normal form decomposition are unique in the 
following sense: 

Proposition (1.4). Fix natural numbers nand m, and let 

(G, q)=ut'EetPrmEe(G', q') 

be a nondegenerate finite quadratic form. If H is any subgroup of G such 
that (H, q!H)=~nEetPrm, then G is the orthogonal direct sum of Hand Hl., 
and (Hl., q!Hl.)=(G', q'). 

Proof We use the signature invariants alG, q) of a nondegenerate 
finite quadratic formS introduced by Kawauchi and Kojima [10] (cf. also 
[17]). These invariants, which are defined for r > 1, take values in the 

• In [10] and [17], these invariants are defined for bilinear rather than quadra­
tic forms; we are implicitly using a technique of Wall [27; Theorem 5], which as­
sociates a bilinear form to each quadratic form in such a way as to embed qu(Z) 
in the semigroup of isomorphism classes of nondegenerate finite bilinear forms. 
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semigroup Zs = (Zj8Z) U { oo} (in which addition mod 8 is extended by the 
rules i + 00 = 00 + i = 00 + 00 = 00) and (1 r: qu(Z) ~ Zs is a seroigroup 
homomorphism. The values of these invariants for the indecomposable 
forms are given in Table 1. 

The fundamental theorem about the signature invariants is this: if Gt 

is a 2-group and (Gt , qt) is a nondegenerate finite quadratic form for i = I, 2 
such that GI~G2 (as groups) and (1r(GI, ql)=(1.(G2, q2) for all r>l, then 
(GI, ql)~(G2' q2)' Applied to the present situation, by using the Sylow 
decomposition, we may reduce to the case in which G is a 2-group. It is 
clear from Lemma (1.1) that(G, q)~(H, qlH)ffi(HJ., qIHJ.) and that HJ.~G' 
as groups. Now since (1r(~nffi~m)=n(1r(uI)+m(1r(vI) E {O, 4} always has 
an additive inverse in Zs we see that 

(G, q) 

W~.k 

wtk 
W;.k 

W;.k 

Uk 

Vk 

Vk 

(1r(HJ., qIHJ.) = (1r(G, q)-(1r(H, qlH) 

=(1,(G, q)-(1r(ui!"n ffivi!"m) 

=(1r(G', q'). 

Table I. Signature invariants of indecomposable forms 

p or r (1.(G, q) 

P=F 2 (_I)<r-I)(PHl/S(k2(1_ p)+2k(1-e)) 

Q.E.D. 

r<k {( _1)<<-1l/2(1 +( _1)k+r)+e(1_(_I)Hr)}j2 

r=k+1 00 

r>k+2 0 

all r 0 

r<k 2(1 +( _lYW) 

r>k+1 0 

§ 2. Finite orthogonal groups 

For a finite quadratic form (G, q), we define the orthogonal group of 
(G, q) by O(G, q)={g E Aut(G) I q(g(x))=q(x) for all x E G}. In this sec­
tion we study the structure of O(G, q) (and in particular calculate its order) 
in several special cases. We begin with some examples. 

Examples (2.1). (1) If (G, q)=ffi(Gp, qp) is the decomposition of G 
into its p-Sylow subgroups, then there is a natural isomorphism O(G, q)~ 
n O(Gp, qp). 
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(2) Let a and I be natural numbers with 21 al and (a, l) = 1. Then 

{
{a E (Z/IZY 1 a2 = 1 mod I} 

O(zr)~ 
- {a E (Z/IZY 1 a2 = 1 mod 2/} 

if lis odd 

if I is even. 

In particular, 

O(w' )~ {{I} 
p,k - Z/2Z 

(3) 

O( • '::E' ~ )_{{I} 
W2,lWW2,l = Z/2Z 

ifp=2, k=1 

otherwise. 

if e= -rfi mod 4 

if e=rfi mod 4. 

Proof. Part (1) follows directly from Proposition (1.2) (I). To prove 
(2), let x be a generator of zT such that q(x) = a/I. Any r E O(zT) must be 
of the form r(x)=ax for some a E (Z/IZY. Since q(ax)=aa2/1, such a r 
belongs to O(zr) if and only if aa2/I=a/lmod2Z, i.e., aa2=a mod 2/. If I 
is odd then a is even and this is equivalent to a2= I mod I; if I is even then 
(a, 2/)=1 so that this is equivalent to a 2=1 mod 2/. 

For (3), let x and y be generators of W;,l and W;'l respectively. The 
nonzero elements in the group are then x, y and x+ y and on these ele­
ments the quadratic form takes values q(x)=e/2, q(Y)=rfi/2 and q(x+ y)= 
(e+rfi)/2 mod 2Z. Since q(x+ y)=O mod Z, the only possible nontrivial 
automorphism would be the one interchanging x and y; this is an auto­
morphism exactly when q(x)=q(y) mod 2Z, i.e., when e=rfi mod 4. 

Q.E.D. 

A finite quadratic form (G, q) is special if every x E G with 2x=0 
satisfies q(x)=O mod Z. If (G, q) is a special quadratic form on a 2-
elementary group, we may regard (G, q) as a quadratic form over the field 
with two elements F2 by giving G its natural F2-vector space structure and 
identifying Z/2Z with F2• The orthogonal group of (G, q) is then related 
to the classical orthogonal and symplectic groups over F2 • 

Proposition (2.2). Let (G, q) be a special quadratic form on a 2-
elementary group of rank k. 

(I) If(G, q) is nondegenerate, then k=2s is even and(G, q)~t/f>"EBUfm 
with m< 1. The orthogonal groups in these cases have been studied clas­
sically: O(t/f>") is usually called the even orthogonal group O+(2n,2), and 
O(t/f>"EBvl ) is the odd orthogonal group O-(2n+2, 2). 
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(2) /f(G, q) is degenerate and quasi-nondegenerate, then k=2n+ 1 is 
odd and O(G, q)~Sp(2n, 2), the symplectic group over the field F2 • 

(3) In general let G=G/Radq (G), let r=rank (Radq (G)), and let s= 
k-r. Then G inherits a quasi-nondegenerate special quadratic form q from 
G, and there is an exact sequence 

I--+T(r, s)--+O(G, q)--+O(G, q)--+I 

where T(r, s)={ (~ ~) E GL(r+s, F2)}' I being the sxs identity matrix. 

Proof (1) Let (G, q)~ul:t)nEl;)V~mEBw(I) be a normal form decom­
position. Since (G, q) is special, wei) must be zero; G then has rank 2n+ 
2m. For the identification of the orthogonal groups, see for example [25; 
pp. 380-382]. 

(2) If x E Rad (G) and x:;i=O then q(x) = 1 mod 2Z. Since q restricts 
to a linear function on Rad (G), this implies Rad (G)=Z/2Z; we let Xo be 
the non-trivial element. 

Let G = G/Rad (G) and define a bilinear form h: G X G-+Z/2Z by 
hex, ji)=2b(x, y) mod 2Z for x and y in G mapping to x and ji respectively. 
h is clearly nondegenerate; moreover hex, x)=2b(x, x)=2q(x)=0 mod 2Z 
so that h is an alternating form. In particular, G has even rank 2n so that 
k=2n+ 1. Moreover, there is a natural map f: O(G, q)-+O(G, h)= 
Sp(2n, 2). 

Let x~, ... , x~n be elements of G mapping to a basis i\, ... , x2n of G, 
and let xi=x~+q(xDxo so that q(xi)=O mod 2Z. Then 

(*) 

Now given aEO(G,h), let a(xi)='6sif'X j and define g(a):G-+G by 
g(a)(xo)=xo, g(a)(xi) = '6 SijX j • By (*), since a preserves E, g(a) preserves 
q so that g gives a homomorphism g: O( G, h)-+O( G, q). Since fog is the 
identity, O(G, q) is isomorphic to O(G, h)=Sp(2n, 2). 

(3) Letf: O(G, q)-+O(G,ij) be the natural homomorphism. Choose 
a subgroup H of G such that G~Radq (G)EBH as groups. (This is possible 
since Gis 2-elementary.) Then there is a natural isomorphism p: (H, qIH)::::; 
(G, q); in particular, for any 1: E O(G, q) we have IEBp*1: E O(G, q) and 
f(1EBp*1:) =1: which shows thatfis surjective. 

If a E Kerf then a(y)- y E Radq (G) for any y E H; moreover 
a(Radq (G))=Radq (G). This shows that KerfeT(r, s); conversely, if 
a E T(r, s), x E Radq (G) and y E H then 

q(a(x+ y))=q«a(x)+a(y)- y)+ y)=q(y)=q(x+ y) 
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since x, q(x) and q(y)- y all lie in Radq (G). Thus, T(r, s) is contained in 
O(G, q), and it clearly lies in the kernel off. Q.E.D. 

Proposition (2.3). Let (G, q)=ut'EB~mEB(G', q') be a nondegenerate 
quadratic form, and define K ={x e GI2x=O and q(x) e Z/2Z}. Then K is 
a subgroup of G, and (K, q IK) is a special 2-elementary form. If K n G' has 
order less than or equal to 2, then there is an exact sequence 

l--+O(G', q')--+O(G, q)--+O(K, qIK)--+1. 

Proof. If x,y e Kthen 2b(x,y)=b(2x,y)=OmodZ. Hence, q(x+ y) = q(x) + q(y) +2b(x, y)=OmodZ so that K is indeed a subgroup of G. 
Suppose that K n G' has order at most 2. Any p e O(G, q) must 

preserve K, so there is a natural restriction homomorphism r: O(G, q)~ 
O(K, q IK). Since uEf'nEB~mCK, any p e O(G, q) which acts trivially on K 
must have the form p~ IEBv with v e O(G', q'). Moreover, any such ele­
ment acts trivially on K: the induced action on K n G' is trivial since K n G' 
has order at most 2 (and hence has no non-trivial automorphisms). We 
conclude that the kernel of r is O(G', q'). 

It remains to show that r is surjective. Let q e O(K, q IK) and let H = 
q(uEf'nEB~m). By Proposition (1.4), (G, q)=(H, qIH)EB(H.L, qIH.L) and there 
is an isomorphism t": (G', q')~(H, qIH). Let p=(qluEf'nE9vEf'm)EBt"; identify­

ing G with HEBH.L, we may reglrd p as an element of O(G, q). But then 
plK 0 q-l acts trivially on uEf'nEB~m; it thus induces an automorphism of 
K n G' which must be trivial as well. Hence, p IK 0 q-l = 1 K which implies 
that q is in the image of r. Q.E.D. 

Corollary (2.4). Let (G, q)=u~EB~mEB(G', q') be a nondegenerate 
quadratic form. 

(1) If(G', q') is trivial, or (G', q')~w;,l> then 

(2) If(G', q')~W;,2 or (G', q')~(w;,1)E92, then there is an exact sequence 

(3) If(G', q')~wbEBwi,l' then 

O(G, q)~(Z/2Zr+2m ~ O(uEflnEBvEf'm). 

(4) If(G', ql)~W;'k with k>3, then there is an exact sequence 
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Proof Let K be as in Proposition (2.3); we will show that in each 
case, K n G' has order at most 2, and we will compute O(G', q') and 
O(K, qIK)' The statement is obvious when (G', q') is trivial. 

Suppose first that (G', q')~W;'lc and let x be a generator of G' so that 
q(2 1e - Ix)=2k-2e. If k= 1 then K n G' is trivial and (K, qIK)=uii'nE!3vii'm is 
nondegenerate. By Example (2.1) (2), O(G', q') is trivial, so the stated 
isomorphism follows from Proposition (2.3). 

If k = 2 then K is degenerate and quasi-nondegenerate with Rad (K) = 
K n G' generated by 2x. The exact sequence follows from Example (2.1) (2) 
and Proposition (2.2) (2). 

If k>3 then Radq(K)=K n G' is generated by 21e - Ix, and the induced 
form on K/Radq (K) is isomorphic to uii'nE!3vii'm. The exact sequence fol­
lows from Example (2.1) (2) and Proposition (2.2) (3). 

Suppose now that (G', q')~wbE!3wt,l> and let x and y generate W;,1 
and wL respectively. Then K n G' is generated by x+ y, and q(x+ y) = 
(e+cp)/2. If e=cp mod 4 then K is degenerate and quasi-nondegenerate with 
Rad(K)=KnG'. On the other hand, if e=-cpmod4 then Radq(K)= 
K n G' and the induced form on K/Rad q (K) is isomorphic to uii'nE!3vii'm. 
In both cases, the structure of O(G, q) now follows from Example (2.1) (3) 
and Proposition (2.2). Q.E.D. 

To finish the computation of the order of O(G, q) in the cases covered 
by Corollary (2.4), we recall (from [25; pp. 382, 392], for example) the 
orders of o + (2n, 2), O-(2n+2, 2), and Sp(2n, 2): 

Lemma (2.5). 
n-l 

(1) 1 O(uii'n) 1 =1 o + (2n, 2)1=2·2n(n-I).(2n-l). n (22i_l). 
i=l 

n 
(2) IO(uii'nE!3vl )I=IO-(2n+2,2)1=2.2n(n+I).(2n+l +l)· n (22i_l). 

i=l 

(3) ISp(2n,2)1=2n'. fI (221-1). 
i=1 

Table 2 shows the orders of these groups for low values of n. These 
can be combined with Corollary (2.4) to calculate I O( G, q) I in a number of 
cases; we will carry out the calculations in the cases of interest to us in the 
next section. 
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Table 2. Orders of certain finite orthogonal and symplectic groups 

k 
I 

IO+(2k,2)1 IO-(2k,2)1 ISp(2k,2)1 
~-

1 2 2·3 2·3 

2 23.32 23.3.5 24 .32.5 

3 27 .32.5.7 27 .34 .5 29 .34 .5.7 

4 213.35.52 .7 213.3 4 .5.7.17 216.35.52.7.17 

5 221 .35.52.7. 17· 31 221 .36.52.7.11.17 225 . 36.52 .7. 11 . 17· 31 

§ 3. Cremona lattices and Todorov lattices 

A lattice is a free finitely generated Z-module M together with a 
bilinear form b: MXM--+Z; the lattice is even if b(x, x) E 2Zfor all x E M. 
A lattice M is nondegenerate if Ad b: M --+ Hom (M, Z) is injective, and 
unimodular if Ad b is an isomorphism. If M is a nondegenerate even 
lattice, the discriminant-form of M is the finite quadratic form (GM, qM) 
where GM = Coker (Ad b) and qM is induced by the natural embedding of 
Hom (M, Z) into M0Q. We let O(GM ) denote the orthogonal group of 
(GM, qM)' 

We single out several lattices for special attention. The K3 lattice 
A is an even unimodular lattice of signature (3, 19); it is unique up to 
isomorphism by a theorem of Milnor [15; Section II.5]. The Cremona lat­
tice Mn (for O<n::;;: 10) is the lattice generated by the elements A, e1,' •• , em 
where A'A=2, A·ei=O, ei ·e j=-20ij . 

Let Ek be the lattice generated by the elements e1, ••• , ek where ei • e j 
= - 20ij. The double point lattice La,k is the lattice defined as the satura­
tion Ek0Qnj-l(A) for some embedding j: Ek=----?A, where the index 
[La,k: Ek ] is equal to 2a. The double point lattice La,k exists if and only if 
a<5 and 24 - a(2a-l):::::k:::::a+ 11 and it is uniquely determined by (a, k) 
up to isometries [20, Sections 1 and 2]. The Todorov lattice Ma,k' defined 
for a::;;:4, k>9 and 24 - a(2a-l)::;;:k::;;:a+ 11 but (a, k)::;t:(I, 9), is the lattice 
generated by La,k and the elements A and fl., where A'A=2k-16, A·La,k=O 
and fl.=(A+ L: ei)/2. For details, see [20, Section 6]. (The case (a, k) = 
(5, 16) was also considered in [20], but we stress that in this paper, all 
Todorov lattices have k::;;: 15.) We let (Gm qn) and (Ga,k' qa,k) denote the 
discriminant-forms of Mn and Ma,k respectively, and let O(Gn) and O(Ga,k) 
denote the orthogonal groups of these discriminant-forms. 

Proposition (3.1). The normal form decompositions and the orders of 
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the orthogonal groups of(Gn, qn) and (Ga,k' qa,k) are those shown in Tables 3 
and 4, respectively. 

Table 3. Normal form decomposition of (Gno qn), and the order 
of its orthogonal group 

n 

o 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

wb 

w~,lEewL 

UlEeW~,l 

u,Ee(wb)E!'J2 

U1EeV1EeWtl 

UlEeVI$wbEew~,l 

ur2EevlEew~,1 

ur2EeVlEe(W~,1)E!'J2 

ur4Eewb 

ur4EewbEewb 
ur5Eewi,1 

10+(0,2)1=1 

10+(0,2)1=1 

10+(2,2)1=2 

2 ·ISp(2, 2)1 =22.3 

10 -(4,2)1=23.3.5 

24.10-(4,2)1=27.3.5 

10-(6,2)1=27.34.5 

2·\Sp(6, 2)1=210 .34 .5.7 

10+(8,2)1=213.35.52.7 

28.10+(8,2)1=221.35.52.7 

10+(10,2)\=221 .35.52.7 ·17·31 

Table 4. Normal form decomposition of (Ga;k' qa,k)' and the order 
of its orthogonal group 

a k (Ga,k' qa,k) 10(Ga,k' qa,k)1 

0 9 ur4 10+(8,2)1 =213 .35.52.7 
0 10 uraEBvlEBwtz 2·1 Sp(8, 2) I = 217 .35.52.7. 17 
0 11 ur4EeVIEBWS:~ 10-(10,2)1.2=222.36.52.7 ·11·17 
1 10 urzEBv,EBwb 2'ISp(6, 2)1=210 .34.5.7 

1 11 ur3EevIEBWS:~ 10-(8,2)1.2=214.34.5.7 ·17 

1 12 u~3EeVIEBWt3 29 .10-(8,2)1=222 .34.5.7.17 

2 12 urZEeVlEeWt3 27.10-(6,2)1=214 .34.5 

2 13 ur3Eev1Eew;J 10 -(8,2)1.2=214 .34.5.7.17 

3 14 uraEBwtzEewb 2·ISp(6, 2)1·2=2"·34·5· 7 

4 15 ur3EBwb 10+(6,2)1.2=28.32.5.7 
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Proof. Since Mn is given in diagonal form, it is easy to see that 
(Gno qn) is isomorphic to w~,iB(wi,JEtln. The normal forms shown in Table 
3 now follow directly from the relations in qu(Z) given in Proposition (1.2) 
(5) (cf. the proof of Proposition (1.3»). 

[20; Proposition (6.2)] shows that (Ga,k' qa,k)~zfEB(G~,k' q~,k)' 

with (G~,k' q~,k) a special 2-elementary form of rank 2s, where 

{
(k-2a-1, k-8, 2) 

(2s, I, a)= 
(k-2a-2, 2k-16, k-7) 

if k is odd 

if k is even (k< 16). 

If k* 14, I is a prime power so that zf is indecomposable; if k= 14 then 
zf=zI2~wbEBwh 

Since (G~,k' q~,k) is special and 2-elementary of rank 2s, we have 
(G' ') __ .I+l(.-m)ffi_.I+lm· hOI· ·t . d t· T a,k, qa,k =ur \:Bvr WIt m= or . I remams to e ermme m. 0 

accomplish this, we use Milgram's theorem [15; Appendix 4], which says 
that the first signature invariant U1(Ga,k' qa,k) (which was introduced in the 
proof of Proposition (1.4) coincides mod 8 with the signature of Ma,k. 
The signature of Ma,k is 1-k; on the other hand, U1(Ga,k' qa,k) can be 
computed from Table 1. We have carried out this computation in Table 5; 
the conclusion we draw is that to get U1(Ga,k' qa,k)=1-kmod8, we must 
have m=O for k=9 and k>14, while m=l for lO<k<13. This gives 
the normal forms shown in Table 4. 

The orders of the orthogonal groups are computed as follows: by 
Example (2.1) (1) we only need to compute the orders for the p-Sylow 
subgroups, and these orders when p is odd follow from Example (2.1) (2). 
For the 2-Sylow subgroups, we use the normal form decomposition to­
gether with Corollary (2.4) and Table 2 to obtain the orders given in Tables 
3 and 4. Q.E.D. 

k (Ga,k' qa,k) Ul(Ga,k' qa,k) 

9 ur(·-m)EB~m 4m 

10 u~(8-m)EB~mEBwb 4m+3 

11 ur(8-m)EB~mEBw a:~ 4m+2 

12 u~(8-m)EB~mEBwg,3 4m+l 

13 u~(s-m)EB~mEBw5:~ 4m+0 

14 urt(8-m)EB~mEBwbEBw~,1 4m+5-2 

15 u~(8-m)EB~mEBwb 4m-6 
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A map ifJ: M ~ L between nondegenerate lattices is called a primitive 
embedding if ifJ preserves the bilinear forms, the kernel of ifJ is trivial, and 
the cokernel of ifJ is free. A surjective primitive embedding is called an 
isometry. The group of self-isometries of a nondegenerate lattice L is cal­
led the orthogonal group of L and denoted by O(L). Any r e O(L) induces 
a natural automorphism of(GL> qL), denoted by Gr e O(GL). 

The signature of a non degenerate lattice L is the pair (r +, r J describ­
ing the number of positive and negative eigenvalues of the induced real 
quadratic form on L®R. A (positive) sign structure (cf. [13]) on a non­
degenerate lattice L of signature (r +, r J is a choice of one of the connected 
components of the set of oriented r + -planes in L®R on which the form is 
positive-definite; the sign structure containing the oriented plane 1.1 is de­
noted by [1.1]. 0 -<L) is the subgroup of O(L) of isometries preserving a sign 
structure; it can also. be described as 

O_(L)={r e O(L)ldetr=spinr} 

where spin r denotes the (real) spinor norm. 

Theorem (3.2). Suppose that 2<n< 10. 
(1) Let ifJl> ifJ2: Mn~A be two primitive embed dings of the Cremona 

lattice into the K3 lattice. Then there is some reO _(A) such that r 0 ifJl =ifJ2' 
(2) Let ifJ: Mn~ A be a primitive embedding, and let N n be the ortho­

gonal complement of the image of ifJ. If '0/1> '0/2: Nn~ A are two primitive 
embeddings, then there is some reO _(A) such that r 0 '0/1 ='0/2' 

Proof (1) Since N n has signature (2, 19-n), it is indefinite and has 
rank at least 3. Since n>2, by Proposition (3.1) (Gno qn) contains an 
orthogonal summand of type U1 or VI> and the p-Sylow subgroup of Gn is 
cyclic for p=l=2. The statement now follows from Theorem (A.l) of[20] 
(which is a variant of a theorem of Nikulin [21]). 

(2) We again use Theorem (A.l) of [20]. This time we must check 
that Mn (which has signature (1, n)) is indefinite and of rank at least 3; 
this holds for n>2. By a standard argument [22; Section 1.6], there is an 
isomorphism (GNn, qN .. )~(GMn' -qMn)=(Gn, -qn). Since the isomorphism 
types of U1 and VI do not change when the signs on the quadratic forms are 
reversed, Proposition (3.1) again implies that (GN .. , qN,,) contains an ortho­
gonal summand of type U1 or VI> and that the p~Sylow subgroup of GNn is 
cyclic for p=l=2; the theorem follows. Q.E.D. 

For Todorov lattices, the statement analogous to Theorem (3.2) (1) 
was proved in [20; Theorem 6.3]. 
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Theorem (3.3). Let M a •k be a Todorov lattice, let 9: Ma.c~A be an 
embedding into the K3 lattice, and let Na.k be the orthogonal complement of 
the image of 9. If +1> +2: Na.k-+A are two primitive embed dings, then there 
is some rEO _(A) such that r 0 +1 =+2' 

Proof Ma.k has signature (1, k-l); since k>9, M a•k is therefore 
indefinite and has rank at least 3. Since (GNa .• , qNa .• )=.(Ga•k, -qa.k), Pro­
position (3.1) implies that (GN« .• , qN«.J contains an orthogonal summand of 
type U1 or VI> and that the p-Sylow subgroup of GN« •• is cyclic for p=F2. 
We may then apply Theorem (A.l) of [20] one more time, and the theorem 
follows. Q.E.D. 

§ 4. The moduli of double sexties with n nodes 

A double sex tic with n nodes is a double cover X of p2 branched along 
a sextic curve C in p2 which has exactly n nodes as its singularities. Any 
double sextic X with n nodes is a K3 surface with n ordinary double points 
(lying over the nodes of C). Let fl.: S-+X be the minimal desingulariza­
tion of X, and let A: V-+P2 be the blow up of the n nodes of C. We then 
get a Cartesian diagram 

Let Mn(X) be the sublattice of H2(S, Z) generated by c1(2'), c1(E1), 

.. " c1(En), where 2'=(g 0 A)*(l)p.(1) and {Et } are the exceptional curves of 
fl.. Then Mn(X)®Q coincides with g* H2(V, Q). The intersection numbers 
are given by 2'·2=2, !f·Et=O, Et .Ej = -2otj, so that Mn(X) is isomor­
phic to the Cremona lattice Mn. 

Lemma (4.1). Let X be a double sextic with n nodes, and let S be its 
minimal desingularization. Then the inclusion Mn(X)CH2(S, Z) is a primi­
tive embedding if and only if the branch curve C is irreducible. 

Proof Let e: S-+S be the involution such that Sje= V. We first 
claim that if x E (Mn(X)®Q)nH2(S, Z), then e*(x)=x and 2x E Mn(X). 
For suppose that kx E Mn(X) for some k E Z. Then ke*(x)=e*(kx)=kx 
so that k(e*(x)-x)=O; since H 2(S, Z) is torsion free, we have e*(x)=x. 
Moreover, g*g*(x)=x+e*(x)=2x e Mn(X), proving our claim. 

Let C = L:! C! be the decomposition into irreducible components, and 
let C! be the proper transform of C! on V. Then it is easy to see that 
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@ig*(CL)+ L:ieI Ei + L:'EJ 2E,)=2®d, where d =deg CL, I is the set of 
indices corresponding to the intersection points CL n (L:k*L Ck), and J is 
the set of indices corresponding to the double points of Cz• If C is reduc­
ible, then CZn(L:k*Z Ck)*0; sinceg*(C\)=2Ci for some curve Ci on S, 
we have cl(Ci) ~ M,,(X) but cl(2Ci) e M,,(X), so that the inclusion Mn(X)C 
H 2(S, Z) is not a primitive embedding (its cokernel is not free). 

Suppose now that C is irreducible, and take any x e H2(S, Z) such 
that 2x e Mn(X). It suffices to show that x e Mn(X). By replacing (if 
necessary) x by x+cl(g*(JIt')) for a sufficiently ample line bundle JIt', we 
may assume that x=cl(D') for some effective divisor D'. Since e*(x)=x, 
the involution e* acts on the complete linear system ID'I. Now e* has 
finite order, so its action on ID'I must have fixed points. In other words, 
there is an effective divisor De ID'I such that e(D)=D. 

Let C' be the branch divisor of gin S. Since e(D) =D, D can be writ­
ten as a sum of irreducible divisors as follows: 

Here Fi and Gk denote irreducible divisors such that e(Fi)*Fi and e(Gk)= 
Gk for all i and k. Clearly, clFi+e(Fi )) e Mn(X) and CI(Gk) e M,,(X). It 
is easy to check that !£®6=@s(2C'+ L:i=12Ej) which implies that cl(C') e 
M,,(X). Thus, x=cl(D) e Mn(X). Q.E.D. 

A consequence of Lemma (4.1) is the existence of a primitive embed­
ding of the Cremona lattice M" into the K3 lattice A for O<n< 10, since 
there exist irreducible sextic curves with exactly n nodes in those cases. We 
fix once and for all a primitive embedding of Mn into A, and identify M" 
with its image in A. We let Nn be the orthogonal complement of Mn in 
A, and fix a positive sign structure [vn] on N n. The period space Dn is then 
defined by 

D,,={w e P(Nn®C)lw·w=O, w·w>O, Re(w)/\Im(w) e [un]}. 

(The last condition ensures that Dn is connected.) The integral automor­
phism group of Dn is the group Autz (Dn) = 0-CNn)/(± 1). 

A K3 surface of Cremona type n is a pair (X, 2) consisting of a K3 
surface X with n ordinary double points and a line bundle 2 on X with 
2·2=2 whose associated linear system is free, and maps X to p 2 with 
branch locus an irreducible sextic curve with n nodes. If (X, 2) is a K3 
surface of Cremona type n, and p.: S -+ X is the minimal desingularization, 
a special marking of (X, 2) is an isometry ifJ: H 2(S, Z)-+ A together with 
an isomorphism t': SingX-+{I, ... , n} with the following properties: 

(1) cl(p.* 2) = ifJ- I ().), and CI(p.-l(P)) =ifJ-I(et(p») for each P e Sing X; 
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(2) for any nonzero holomorphic 2-form w on S, Re (~(w»;\ 
1m (~(w» E [),in] (regarding ~(w) as an element of N n0C); 

(3) If x in NS (S) satisfies the conditions that x· x= - 2 and 
X'~-\A)=O, then x is in ~-I(Mn)' (Here, NS(S)=H2(S, Z)nH1,I(S) is 
the Neron-Severi group.) 

(4) There are no elements y in NS (S) with y·y=O and y.~-IO)= 1. 

Lemma (4.2). Every K3 surface of Cremona type n has a special 
marking. 

Proof Choose an isomorphism t: SingX-*{l, "', n} and an iso­
metry r;: Mn(X)-*Mn such that r;-IO)=clp* 2') and r;-I(e'/-(p)=clp-I(P». 
Also choose an isometry ~': H2(S, Z)-*A such that ~'[cl(p*2');\Re(w);\ 
Im(w)]=[A;\),in] for a nonzero holomorphic 2-form w on S. Since the 
branch locus of the map f: X -* p2 is irreducible, Lemma (4.1) guarantees 
that ~' 0 r;-I determines a primitive embedding of Mn into A; by Theorem 
(3.2) (1), there is some r E O-CA) with r o~' 0 r;-I=I Mn • Let ~=r 0 ~'; then 
~-I(A) =clp* 2') and ~-I(e,/-(p) =Clp-I(P» for each P E Sing X. Since 
r preserves the sign structure [A;\),in] on A, [A;\Re(~(w»;\Im(~(w»]= 
~[clp* 2');\Re (w) ;\Im (w)] = [A;\),in] so that Re (~(w» ;\Im (~(w» E [),in] as 
sign structures on N", 

If x in NS (S) satisfies the conditions x·x= -2 and X·~-I(A)=O, then 
±x is the first Chern class of an effective divisor E with 2'·E=O. The 
support of E is contained in p-I(Sing X), so that ±x=c/E) is in the inverse 
image ~-I(Mn)' 

Suppose y in NS (S) satisfies the conditions y. y=O and y. ~-I(A) = 1. 
By Riemann-Roch, ± y is the first Chern class of an effective divisor F 
which moves in a linear system of (projective) dimension at least 1; since 
y. p* 2'>0 and p* 2' is nef, we have y=cl(F). Since irreducible curves of 
negative self-intersection on a K3 surface do not move, there must be some 
irreducible component Fa of some member of the complete linear systme 
IFI with Fa·Fa'20. Now Fa·p*2'=f=.O, for otherwise Fa would have self­
intersection - 2; hence, Fa' p* 2' = 1. The Hodge index theorem now im­
plies that Fa' Fa::;: 0, so that Fa is an effective irreducible curve with Fa' Fa = ° 
and Fa' p* 2'= 1. By Mayer [14], the linear system Ip* 2'1 cannot be free 
(it has the form p* 2' = @s(2Fo+ C) for some rational curve C which serves 
as its base locus), a contradiction. Hence, no such y exists. Q.E.D. 

Note that ifr E O(A) satisfies r(A)=A and r(M,,)=Mn then TlNn pre­
serves the sign structure [),in] if and only if rEO _(A). Thus, if (~, t) is a 
special marking of (X, 2'), it follows directly from the definitions that 
(~', t') is a special marking of the same (X, 2') if and only if (~', t')= 
(r o~, a 0 t) for some (r, a) E t no where 
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and @)n denotes the symmetric group on n letters. 

If(r, a) e Tn then rJNn preserves the sign structure [lin] so that rJNn acts 
on D,,; we define rn=Image (Tn--Autz(Dn». The set of special markings 
of (X, 2) thus determines a point in Dn/rn. 

Define the open set D~ of Dn as follows: 

D~={w e Dnlfor all e; 1) in A, if e·e=-2, e·A=O, and e ~ Mn then 

e·w:;l=O; if1j·1)=O, and 1j·A=I, then 1)·w:;l=O}. 

Note that D~ is stable under the action of r n' and that a special marking 
of (X, 2) determines a point in D~ (the ma,rking sends x, y to e, 1). 

Theorem (4.3). D~ / r n is a coarse moduli space for K3 surfaces of Cre­
mona type n, and for irreducible sex tic curves in p2 with n nodes. 

Proof First note that there is a one-to-one correspondence between 
K3 surfaces of Cremona type n and irreducible sextic curves in p2 with n 
nodes obtained by sending the surface (X, 2) to the branch locus of the 
map defined by the linear system 121 (and inversely sending a sextic curve 
to the double cover of p2 branched on that curve.) 

Suppose that (Xi' 2i) for i= I, 2 are K3 surfaces of Cremona type n 
which are assigned to the same point in D~/rn> and let Pi: Si--Xi be the 
minimal desingularizations. There are then special markings ~i: Ir(Si' Z)-­
A, Vi: Sing X i--{ I, ... , n} and we may assume (by changing one of the 
markings by an element of Tn if necessary) that ~=~;l 0 ~I: H2(S" Z) __ 
H2(SZ' Z) is an isomorphism of Hodge structures; note that ~(c,(pt(21») 
=c,(p;(2z». Let V=V;lo VI: Sing X, __ Sing Xz be the induced isomor­
phism. An easy computation shows that ~(CI(p.ll(P»)=CI(P;l(V(P») so 
that ~ sends the effective curves Pl1(P) to effective curves p;l( v(P». 

We now use the weakly polarized global Torelli theorem [19; p. 329] 
(cf. also [24]): since ~(CI(p.t 2 1»= cI(p; 2 2) and since each irreducible curve 
Pl1(P) which is contracted by PI is mapped to an effective curve by ~, there 
is an isomorphism 1J: X2--XI such that 1J*=~. Since 1J*(21)=22, 1J 
induces an isomorphism between the pairs (Xi' 2;) for i= I, 2; we con­
clude that the natural map from the moduli space of such pairs to D~/rn 
is injective. 

To prove that the map is surjective, take an arbitrary point w e D~. 
We use the surjectivity of the period map for algebraic K3 surfaces in the 
form given in [19; p.325] (and due essentially to Kulikov [11]): there is a 
K3 surface with rational double points X, an ample line bundle 2 on X and 
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an isometry cp: H2(S, Z)--'>-A with cp-\w) E H 2,O(S) and cp-l(A)=CI(P*(2')) 
where p: S --'>- X is the minimal desingularization. By composing cp with 
reflections in some of the classes ei if necessary, we may assume that each 
cp-l(e i ) is the first Chern class of an effective divisor. 

If E is the class of an irreducible curve contracted by p, then cl(E) lies 
in cp-l(Mn) (since we selected a point from D~) so that cl(E) must coincide 
with cp-l(ei ) for some i E {I, ... , n}. Hence, X has exactly n nodes; let 
't: SingX--,>-{l, ... , n} be the isomorphism compatible with cp. 

Suppose that the linear system 12'1 is not free; then Ip* 2'1 is also not 
free. Since p* 2' is nef, by Mayer [14], p* 2' has the form p* 2' = (!) s(2F + C) 
for some elliptic curve F and rational curve C with F- p* 2' = 1 ; this cannot 
happen since we selected a point from D~ . 

Hence, 12'1 is free, (X,2') is a K3 surface of Cremona type n, and 
(cp, 't) is a special marking sending it to the class of the chosen point of D~. 

Q.E.D. 

§ 5. Degrees of period maps 

In the moduli problems for sextic curves with nodes studied in the last 
section, and in the moduli problem for Todorov surfaces studied in [20], 
we have encountered families of polarized K3 surfaces whose moduli spaces 
have a similar type of description. In each case, there is a lattice M primi­
tively embedded in the K3 lattice A with orthogonal complement N such 
that M®Q is generated by classes A and {ei 1 i E I} with A· A>O, A· ei =0, 
and ei ·ej = -2olj• The natural period space for such a moduli problem is 

D={w E P(N®C) I w·w=O, w·w>o, Re (w)/\Im (w) E [Ii]} 

once a sign structure [Ii] has been fixed on N; D classifies polarized Hodge 
structures on N with the given sign structure. The group Autz (D) = 
o _(N)/(± 1) acts on D and the quotient D/Autz (D) parametrizes equiva­
lence classes of Hodge structures on N, where two Hodge structures are 
equivalent if there is an automorphism of N preserving the bilinear form 
and sign structure which induces an isomorphism from one Hodge struc­
ture to the other. 

Associated to M is a group €> which is the set of permutations (j of I 
such that the automorphism A>-+A, ei>-+ea(i) of M®Q induces an automor­
phism of M; this formula defines a natural homomorphismj: €>--,>-O_(M). 
If we define 

and r = Image (t --,>-Autz (D)) then the moduli space of the K3 surfaces 
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considered was described as M =Do Ir, where DO is a certain open subset 
of D. 

Note that in the case of K3 surfaces of Cremona type n, Mn itself is 
generated by A and {et }. Thus, the group @5 is the full symmetric group 
@5n; we denote the corresponding group for K3 surfaces of Todorov type 
(a, k) by @5a,k. Note also that the index set I is {I, ... , n} in the Cremona 
case, and Sing2a ,k in the Todorov case, where 2 a ,k is the fixed K3 surface 
of Todorov type (a, k) chosen in [20; Section 2]. 

Since DIAutz(D) is the natural classifying space for the Hodge struc­
tures being considered, there is a natural "period map" p: M ~ DO I Autz(D), 
which we will now study. In the two cases of primary interest to us, we 
denote the period maps by 

Theorem (5.1). Let p: M~Do/Autz(D) be a period map built/rom 
MeA as above, and let .f be the image 0/ the natural homomorphism i: 
@5-+0(GM)/(±1). Suppose that M satisfies: 

(I) for any two primitive embed dings ifJI' ifJ2: M~A, there is some 
rEO -CA) such that r 0 ifJI =ifJ2' and 

(2) the natural map O(M)~O(GM) is surjective. 
Then degp=1 O(GM)/(± 1)1/1.f1. 

Proof Let N =M.l.. We first claim that 

r={~ E O-CN) I ±G~ E .f}/(±I). 

For if ~ E O_(N) then ±~ E r if and only if there exists some (r, 0") E t 
with rlN=( _I)k~ for some k; in that case, G(rlx) =i(O") in O(GM). If we 
use the standard isomorphism (GM, qM)~(GN' -qN) to identify O(GM) with 
O(GN) then for a given 0" E @5 and f3 E 0 _(N), the sum j(O")EB( -1)kf3 E 

O-CMEBN) comes from some r E O_(A) if and only if Gj(q)=(-I)kGfl. 
Since i(O")=Gj(U), a given ±f3 thus lies in r if and only if ±G~ E Image(i), 
proving the claim. 

Since degp = [Autz (D): Fl, it only remains to show that the natural 
map O-CN)~O(GN)/(± I) is surjective. Let!" E O(GN)~O(GM); there is then 
some ~ E OeM) with Gfl=-r. Now -1M $ O_(M) so that (-I)kf3 E O_(M) 
for some k. Let ifJ: MeA be the inclusion; then ifJ 0 (-I)kf3: M~A gives 
another primitive embedding. There is then some rEO _(A) such that 
r 0 ifJ=ifJ 0 (_I)kf3, in other words, rlM=( -1)kf3. But then G(rIN) =( -1)kf3 
in O(GN ); hence, (rlN) E O_(N) is the required element mapping to ±f3. 

Q.E.D. 



496 D. R. Morrison and M.-H. Saito 

Corollary (5.2). .lf2<n<1O, the degree of the period map Pn: Mn­
D~/Autz(Dn) is given by degpn=IO(Gn)l/n!. 

These degrees are computed explicitly in Table 6. 

Table 6. Degree of Pn 

n I O(Gn) I n! degpn 

2 2 2 1 

3 22 .3 2·3 2 

4 28 .3 ·5 28 .3 5 

5 27 .3.5 23 .3 ·5 24 

6 27 .34.5 24.32 .5 23 .32 

7 210 .34.5.7 24 .32 .5.7 26 .32 

8 218 .35 .52 .7 27 .32 .5.7 26 .38 .5 

9 221 .35 .52 .7 27 .34.5.7 214 .3.5 

10 221 .35 .52 .7.17.31 28 .34.52 .7 218 .3. 17·31 

Proof. By Theorem (3.2) (1), the embedding MncA is unique up to 
action by 0 -CA). Moreover, [22; Theorem 1.14.2] together with our com­
putation of (Gno qn) in Section 3 shows that the map O(Mn)-O(Gn) is sur­
jective, so we may apply Theorem (5.1). Since Gn is a 2-elementary group, 
-1 is the trivial element of O(Gn) and IO(Gn)/(± l)I=IO(Gn)l. Now Gn is 
generated by J.j2, el /2, .. " en/2 mod Mn, so that every nontrivial permuta­
tion q of {el} induces a nontrivial permutation of {ed2 mod Mn}. This 
implies that the map @In-O(Gn) is injective, so that degpn=IO(Gn)l/l@lnl. 

Q.E.D. 

To compute the degree of Pa,k we must study the finite group @la,k' 
Since k< 15, by [20; Proposition 6.1], the Todorov lattice Ma,k is generated 
by the double point lattice La,k and p=CA+ .'E ep )/2. Thus, a permutation 
q of Sing2a ,// induces an automorphism of Ma,k by the rule At-+A, ept-+ 
eq(Pl if and only if q induces an automorphism of the double point code 
~a,k' Hence, @I~,k~Aut(~a,k); by [20; Lemma 1.3] there is an exact 
sequence 

4 In [20], 2 a ,k was introduced as a K3 surface with k ordinary double points 
PI, •. ',Pk whose double point lattice is isomorphic to La,!: and which has a line bun­
dle ~ such that (lr*(~»2=2k-16 and (lr*(~)+ 1:: lr- I (Pi»/2 e H2(S, Z), where lr: S-+ 
1:: a, k is the minimal desingularization. An' example of 1:: a, k is given by a partial 
desingularization of the Kummer surface of a principally polarized abelian surface. 
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where I =k_24 - a(2a _l). We have used this exact sequence to compute 
the orders of the groups 6 a ,k in Table 7. (The computation involves the 
order of GL (a, F2), which can be found for example in [25; p. 81].) 

Table 7. Order of 6 a ,k 

a k I 16a ,kl 

0 9 9 9!=27 • 34 .5.7 

0 10 10 10!=28 ·34 ·52 ·7 

0 11 11 11!=28 ·34 ·52 ·7·11 

1 10 2 8! ·2!=28 • 32 .5.7 

1 11 3 8!. 3!=28 • 33 .5.7 

1 12 4 8!·4!=21°·3 3 ·5·7 

2 12 0 6· (4!Y, O! =210 • 34 

2 13 1 6·(4!y.1!=210·3 4 

3 14 0 168 . (2 1)1. O! = 210 • 3 . 7 

4 15 0 20160· (1 !)'5. O! =26 .32 .5.7 

Corollary (5.3). The degree of the period map Pa,k: Ma,k ~ 
Da,k/Autz(Da,k) is given by 

ilea, k)=(O, 9) or (1,10) 

otherwise. 

These degrees are computed explicitly in Table 8. 

Proof By [20; Theorem (6.3)] the embedding Ma,kCA is unique up 
to action by 0 _(A). Moreover, [22; Theorem 1.14.2] together with our com­
putation of (Ga,k' qa,k) in Section 3 shows that the natural map O(Ma,k)~ 
O(Ga,k) is surjective, so that we may apply Theorem (5.1). 

Let fa,k be the kernel of the homomorphism i: @5a,k~O(Ga,k)/(±I). 
If (f E fa,k then (f acts as (_I)m on Ga,k for some m; thus, there is some 
«(f, r) E ta,k with rJNa,k=( _1)m. By [20; Lemma 7.5], the natural map 
ta,k~O _(Na,k) is injective, and -1 is in the image of that map if and only 
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a k 

° 9 
° 10 

° 11 
1 10 

1 11 

1 12 

2 12 

2 13 

3 14 

4 15 
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Table 8. Degree of Pa,k 

\ O(Ga,k) \ \6a,k\ 

213 .35 .52 .7 27 .34 .5.7 

217 .35 .52 .7. 17 28 .34 .52 .7 

222 .36 .52 .7.11. 17 28 .34 .52 .7 ·11 

210 .34 .5.7 28 .32 .5.7 

214 .34 .5.7.17 28 .33 .5.7 

222 .34 .5.7.17 210 .33 .5.7 

214 .34 .5 210 .34 

214 .34 .5.7.17 210 .34 

211 .34 .5.7 210 .3. 7 

28 .32 .5.7 26 .32 .5.7 

degpa,k 

26 .3.5 

28 .3.17 

213 .32 .17 

22 .32 

25 .3.17 

211 .3.17 

23 .5 

23 .5.7.17 

33 .5 

2 

if (a, k) =(0, 9) or (1, 10). Thus, if (J is nontrivial then m = 1 and (a, k) = 
(0,9) or (1, 10). Moreover, in these cases, there is a unique (Jo E 6 a ,k which 
acts as -Ion Ga,k' Since GO,9 is 2-elementary, -1 acts trivially on it; 
this implies that (Jo is the identity when (a, k) =(0, 9). Since G1,10 is not 
2-elementary, the action of -Ion it is nontrivial, so that (Jo is nontrivial 
when (a, k)=(I, 10). We conclude that :;("a,k is trivial when (a, k) =1= (1, 10) 
and that :;("1,10 has order 2. 

To compute the degree ofPa,k' suppose firstthat (a, k)=I=(O, 9) or (1,10). 
Then J a,k=6a,k/:;("a,k=6a,k' Moreover, since Ga,k is not 2-elementary, 
\ O(Ga,k)/(±1)1=\O(Ga,k)\/2. Thus, by Theorem (5.1), 

de - \ O(Ga,k)/(± 1)\ _ \O(Ga,k)\ 
gPa,k- \J \ - 2\6 \' 

a,k a,k 

If (a, k) =(0, 9) then GO,9 is 2-elementary so that O(GO,9)/(± I) = O(GO,9)' 
In addition, J o,9=60,9/:;("0,9=60,9' so that 

degp09= \ O(GO,9)/(+ 1)\ = \O(GO,9)\. 
, \JO,9\ \60,9\ 

Finally, if(a,k)=(1, 10) then \ O(G1,1O)/(± 1)\ = 1 O(G1,1O)\/2. This time, 
however, \./\10\=\61,101:;("1,10\=\61,10\/2. Thus, 

degp110= [O(G1,1O)f(±1)\ = \ O(G1,1O) \ . 
, \J1,10\ \61,10\ Q.E.D. 
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§ 6. Cremona transformations and the period maps 

Let M .. =D~/r .. and Ma,k=Da,,,ITa,k; these are coarse moduli spaces 
which parametrize the projective equivalence classes of certain plane sextic 
curves with nodes or polarized K3 surfaces with rational double points (the 
polarization comes from the line bundle 2). Since the period maps P .. and 
Pa,k have finite degree greater than one, in contrast to the case of the usual 
global Torelli theorem for polarized K3 surfaces, the period point does not 
determine the projective equivalence class. A natural question arises: What 
is determined by the period maps P .. and Pa,k? The following theorem pro­
vides a partial answer to this question. 

Theorem (6.1). Let (X, 2) and (X', 2') be two polarized K3 surfaces 
coming from Mn (n~2) or Ma,k' and let p: S-+X' and p.': S'-+X' be the 
minimal desingularizations. If(X, 2) and (X', 2') give the same point in 
the period space, then there is an isomorphism tP: S::::;S'. In particular, the 
surfaces X and X' are birationally isomorphic. 

Proof Let M(X) and M(X') denote the natural sublattices of H 2(S,Z) 
and H 2(S', Z) respectively, which are isomorphic to one of the Cremona 
or Todorov lattices. Let N(X) and N(X') dtmotethe orthogonal comple­
ments of M(X) and M(X') in H2(X, Z) and H 2(X', Z), respectively. By 
the definition of the period map, if (X, 2) and (X', 2,) give the same point 
in the period space, there is an isometry T: N(X)-+N(X') which preserves 
the Hodge structure and positive sign structure .. We first claim that the 
isometry T extends to an isometry f: H2(S, Z)-+H2(S', Z) which preserves 
the sign structures. Since H2(S, Z) and H 2(S', Z) are isomorphic to the 
K3 lattice A, this follows from Theorem (3.2) (2) in the Cremona cases, and 
Theorem (3.3) in the Todorov cases. Now the extended isometry f maps 
M(X) to M(X'); since M(X) and M(X') are contained in NS (S) and 
NS (S') respectively, f preserves the Hodge structures. But then by the 
weak global Torelli theorem for K3 surfaces [12], Sand S' are isomorphic. 

The second statement is an obvious consequence of the first. Q.E.D. 

Note that this theorem does not guarantee that the isomorphism tP 
between Sand S' preserves the polarization; typically, tP*(p'*(2'» and 
p*(2) are distinct line bundles on S. 

Let (X, 2) be a polarized K3 surface coming from Mn or M a,/<, and 
let U C pN be the image of X under the morphism defined by the complete 
linear system 121. In the Cremona cases, U =p2 and the map X -+U al­
ways has degree 2. In the Todorov cases, if (a, k)=I=(O, 9) or (1, 10) and X 
is generic, then the map X -+U is an isomorphism; if (a, k)=(O, 9) then 
U =p2 and the map X -+U has degree 2; and if (a, k)=(l, 10) then U =P2 
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is a quadric cone in p3 and the mapX ~U again has degree 2. (See [20; 
Lemma 5.4 and Corollary 7.6]; the fact that the image is a quadric cone 
when (a, k)=(1, 10) is due to Catanese and Debarre [2].) 

If (X, 2) and (X', 2') are two polarized K3 surfaces coming from 
Mn or Ma,k which are sent to the same point in period space, we have seen 
above that X and X' are birational. We now refine our previous question 
and ask: Is the induced birational map U----+ U' given by a Cremona trans­
formation of the ambient projective space PN? 

We address this question in two of our cases in the next two sections. 
We will in fact deal with a restricted version of the question, in which the 
only Cremona transformations considered are the "regular" Cremona trans­
formations. We begin by reviewing the facts about these transformations, 
following Dolgachev [8]. Let CrN denote the group of all Cremona trans­
formations of PN. 

Let us choose projective coordinates Zo, Zh ... , ZN on the source pN 
(resp. Z~, Zi, ... , Zj, on the target PN) and let Po, ... , PN be the coordi-
nate vertices of PN. Consider the Cremona transformation TpO ••• PN defined 
by the following formula: 

for i=O, 1, ... , N. 

A composition of such a transformation TpO ••• PN with a projective automor­
phism of pN is called a standard Cremona transformation of PN. Together 
with the projective automorphism group, the standard Cremona trans­
formations generate a subgroup Cr~g of CrN' called the group of regular 
Cremona transformations (cf. [3], [4], [8]). A regular Cremona transforma-
tion T: pN ___ +pN has a fundamental set which is completely determined by 
a finite set of points PI' P2' ... , Pr (called the fundamental points of T) in the 
sense that all other base conditions follow from assigning certain multi­
plicities at the given set of points. The inverse transformation T- I has the 
same property, and it has the same number of fundamental points ql' q2' 
... , qr as does T. Let 

be the blow ups of the fundamental points of T and T- I respectively. Then 
there exists a pair of birational morphisms VI: V ~ VI and V2: V ~ V2 such 
that as birational mappings, To Al 0 VI = A2 0 V2• 
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In the case that N =2, Max Noether's theorem on the decomposition 
of birational automorphisms of p2 says that Cr2 = Cr~eg, that is, all Cremona 
transformations of p2 are regular. However, if N is greater than 2, it is 
well known that CrN is a very big group which contains Cr;g as a proper 
subgroup. 

§ 7. Cremona equivalence of irreducible sextic curves with nodes 

Let C be an irreducible sextic curve in p2 with n nodes PI' .. " Pn' 
Consider the standard Cremona transformation TpIP.PS: p2 ___ ~p2 whose 
fundamental points are the first three points PI' P2' Pa. The transformation 
TplP•ps is nothing but the usual quadratic transformation and it is easy to 
see that it maps the curve C to another irreducible sextic C' with n nodes.5 

(See Figure 1.) Since an arbitrary Cremona transformation T E Cr2 can 
be expressed as a composite of standard Cremona transformations, T has 
the same property: it maps any sextic curve with nodes at its fundamental 
points to a sextic curve with nodes. We call two irreducible sextics C and 
C' Cremona equivalent if there exists a Cremona transformation T E Cr2 

whose fundamental points are contained among the nodes of C, such that 
T(C)=C'. 

Let M~r denote the set of Cremona equivalence classes of irreducible 
sextics with n nodes for 2<n<IO. Recall that Mn is the moduli space of 
projective equivalence classes of irreducible sextics with n nodes. There is 
a natural map Cr: Mn~M~r which associates the Cremona equivalence 
class of C to the projective equivalence class of C. 

The following theorem provides a positive answer to the question 
asked at the end of Eection 6 in this case. 

Theorem (7.1). Let (X,2') and (X', 2") be two polarized K3 surfaces 
in Mn (n>2). Let p: S~X and p': S'~X' be the minimal desingulariza­
tions and letC and C' be the associated irreducible sextics with n nodes. 
Assume that the Picard numbers of Sand S' are both equal to n+ 1. Then 
(X, 2') and (X', 2") have the same period in D~/Autz(Dn) if and only if C 
and C' are Cremona equivalent. 

LetM~ denote the subset of Mn which consists of polarized K3 surfaces 
whose minimal desingularizations have Picard numbers n+ 1 and let M~Cr 

5 Here we implicitly assume that C is a "general" sextic with n nodes. The 
meaning of "general sextic with n nodes" is as follows: the line PiP J (i =1= j) through 
the nodes Pt and P j of C intersects C transversely at the two residual points in 
en PiP J for all pairs (i, j). If the minimal resolution S of the associated K3 sur-' 
face X in Mn has Picard number n+1, the curve C is general. 
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/ \ 

Figure 1. 

v =B(p,p,p,) 
=B(q,q,q,) 

(l,)' = (E,)' =-1. 

P' 

denote the image of M~ under the map Cr. Then M~ (resp. M~Cr) is an 
open dense subset in Mn (resp. M~r). Similarly, we can define an open 
dense subset D~ * of the period space D~ such that D~ * IT n is isomorphic 
to M~. 

Then from Theorem (7.1), we get: 

Corollary (7.2). The set M~cr is isomorphic to D~*/Autz (Dn) and the 
period map Pn: M~ -+D~*/Autz (Dn) can be naturally identified with the map 
Cr: M~-+M~cr. 

Proof of Theorem (7.1). If (X, ,2') and (X', ,2") have the same period, 
by Theorem (6.1) there exists an isomorphism (jj: S =;S'. Since we assume 
that the Picard numbers of Sand S' are both equal to n+ 1, we have 
NS (S)=M(X) and NS (S')=M(X'); in this case, (jj induces isomorphisms 
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<l>*: M(X').:;M(X) and <l>*: N(X').:;N(X). Let PI' ... ,Pn (resp. ql' .. " qn) 
be the nodes of C(resp. C') and let A: V=B(Pb " ·,Pn)~PZ (resp. A': V'= 
B(qb .. " qn)~PZ) be the blow up of pz at Pu .. " Pn (resp. qu .. " qn). 
We then get . finite maps g: S~Vand g': S'~V' of degree 2; let e: S~S 
and t': S' ~S' be the corresponding involutions. Since g* HZ(V, Q) = 
M(X)®Q, M(X) is the invariant part of the cohomology H2(S, Z) under 
the action of e*; a similar statement hold~ for S'. Thus, <l>* maps the in­
variant part of HZ(S', Z) to the invariant part of HZ(S, Z), so that the 
isomorphism <l> descends to an isomorphism i]j: V.:; V', which maps the 
proper transform of C to the proper transform of C'. Hence C and C' are 
Cremona equivalent. The converse statement in the theorem is obvious. 

Q.E.D. 

Remark (7.3). A K3 surface X of Todorov type (0,9) is the double 
cover of pz branched along two cubics DI and Dz intersecting transversely 
(when X is general in moduli). Under theCremona transformations whose 
fundamental points are contained in DI n Dz, DI and Dz are mapped to 
cubics D~ and D~. Let M~~9 denote the Cremona equivalence classes of 
pairs or cubics. Then as in Theorem (7.1) and Corollary (7.2), the natural 
morphism Cr: M~9~M~~9 can be identified with the period map PO,9: 
M~9~Do,g/Autz(Do,g). Here we denote by M~9 the moduli space of K3 
surfaces of Todorov type (0, 9) whose minimal desingularizations have 
Picard numbers 10. 

We now explore the relationship between the degrees of the period 
maps and "Coble's numbers". Let P! denote the set of projective equiv­
alence classes of unordered n-tuples of points in pz. The Cremona group 
Cr Z acts on P! in a natural manner (cf. [3], [8]). Let PI' .. " Pn denote a 
set of n points in pz. We let Cob (PI' .. ·,Pn) denote the number of 
projective equivalence classes which are Cremona equivalent to the given 
set (PI' .. " Pn) and call this the Coble number of the set of points. 

The following theorem is due to Coble [3], [5]. 

Theorem (7.4). (1) For 5<n< 10, let PI' .. " Pn be the n nodes of a 
general irreducible sex tic curve C with n nodes in P2. Then the Coble 
number Cob = Cob (PI' .. ·,Pn) is given asfollows: 

n 5 6 7 8 9 10 

Cob 1 72 288 8640 28 .960 213 .31.51 

(2) If PI' ... ,Pg are the base points of a pencil of cubics, then the Coble 
number Cob (PI' .. " pg) is equal to 960. 
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Note that for n~8, there exists a sextic curve C with nodes at any 
specified set of n points PI, .. ',Pn; for n=9 and 10 the sets of points we 
are considering are rather special. 

Comparing Table 6 and the Coble numbers, one would expect to find 
some relations between the degrees of the period maps Pn and PO,9 and the 
Coble numbers. In fact, we can reprove this theorem of Coble by using 
our computations of the degrees of these period maps. 

Let '-frn: Mn~P;, denote the natural map which associates to the pro­
jective equivalence class of the nodal sextic C the projective equivalence 
class of its set of nodes. If n is less than or equal to 8, the map '-frn is 
generically surjective, and if n is greater than 8, the image of '-frn is a proper 
subset of p;.. Let p;.,Cr denote the set of Cremona equivalence classes of 
unordered n-tuples of points in p2 and let Wn: p;.~p;.,Cr be the natural 
map. We have the commutative diagram 

Let A: V ~p2 be the blow up of n points PI> .. " Pn which are either 
the n nodes of an irreducible sextic curve C or the 9 base points of a pencil 
of cubic curves I D I. (We refer to the latter situation as the "(0, 9) case".) 
Consider the linear system 1-2Kv I, which contains the proper transform 
of C on V (or the proper transform of DI +D2 for Di E IDI in the (0,9) 
case). One can easily see the following lemmas (cf. [8]): 

Lemma (7.5). Let Aut (V) denote the automorphism group of v. If 
C (or IDJ) is generic, we have the following: 

(1) Ifn=5, Aut (V)=::(Z/2Z)4 and all non-trivial elements in Aut (V) 
act on 1-2Kv I non-trivially. 

(2) Ifn=6, Aut(V)={I}. 
(3) If n = 7, Aut (V) = Z /2Z and it acts non-trivially on 1-2Kv I. 
(4) If n = 8, 9, or 10, all elements of Aut (V) act trivially on 1-2Kv I. 
(5) In the (0, 9) case, all elements of Aut (V) act trivially on 1-2Kv I. 

Proof A proof of this lemma for n<8 can be found in Dolgachev 
[8]; we will treat the (0, 9) case and the cases n = 9 and n = 10. 

In the (0,9) case, the pencil of cubics IDllifts to an elliptic pencil 
I-Kvl on V which has a section. Moreover, Sym2 HO( -Kv)=::HO( -2Kv), 
so it suffices to show that Aut (V) acts trivially on I - Kv I =:: pl. If r E 

Aut (V) acts nontrivially, by composing with a translation along the fibers 
we may assume that r preserves some specified section of the pencil. 
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Suppose that IDI is generic. It must then be a Lefschetz pencil so 
that the elliptic pencil 1-Kv 1 together with a choice of section gives V the 
structure of a (rational) Weierstrass fibration over PI, and this structure 
is preserved by the action of r. A moduli space for such fibrations has 
been constructed by Miranda [16] (using geometric invariant theory) from 
their description in terms of a pair of sections g4 e Sym4 W, g6 e Sym6 W, 
where W =H°(pI, 19p1(1))). To construct the moduli space, one must form 
the quotient of the space U = Sym4 W El3Sym6 W by the group G = SL (W) X 
C*, which acts via the natural actions of SL (W) in the first factor, iuid the 
action A>-+(A\ A6) in the second factor; Miranda shows that the set of stable 
points for this action is nonempty. In particular, the automorphisms of 
the generic rational Weierstrass fibration are given by the elements of G 
which act trivially on U. But from the standard representation theory of 
SL2 it follows that the only elements of G acting trivially on U are those of 
the form (± 1) X (± 1); since these elements act trivially on pi as well, we 
conclude that the generic rational Weierstrass fibration has no automor­
phism acting nontrivially on pl. This means that r must act trivially on 
pi when IDI is generic, proving (5). 

If n=9, 1-2Kvl is an elliptic pencil with one double fiber; by a result 
of Dolgachev [7] (cf. also [23; pp. 22-24]), V is the logarithmic transform 
ofa Weierstrass fibration!: W-,>-pl. Conversely, by [23; Proposition 1.5] 
the logarithmic transform of order 2 along a single smooth fiber of a ge­
neric Weierstrass fibration has a minimal model isomorphic to p2, and so 
must coincide with the blow up of the nodes of some sextic curve in P2. 
Our results in the (0, 9) case now imply that when W is generic, the set of 
singular fibers of! is not invariant under any nontrivial automorphism of 
pl. Since the set of non-multiple singular fibers is preserved under loga­
rithmic transform, V has the same property; this implies that every auto­
morphism of V acts trivially on 1-2Kvl~PI. 

Finally, if n= 10 and V is generic, the linear system J-2Kv l has (pro­
jective) dimension zero, so any element of Aut (V) acts trivially on 1-2Kv l. 

Q.E.D. 

For an automorphism g of V, we define a Cremona transformation 
hg=A 0 gOA-I which makes the following diagram commutative: 

Let C e Mn denote an irreducible sextic curve with n nodes at the given 



506 D. R. Morrison and M.-H. Saito 

points PI' ... ,Pn and let hiC) be the image of C under the Cremona trans­
formation hg • Then we have the following: 

Lemma (7.6). Let n be an integer such that 4<n< 10. 
(1) For any element g in Aut (V), the curve hiC) is an irreducible sextic 

with n nodes at the same set of points PI' ... , Pn. In particular, we have 
Cr(C)=Cr(hg(C)) and Vn(C)=vn(hiC)). 

(2) Assume that all non-trivial elements in Aut (V) act on [ - 2Kv [ 
non trivially and C is general. Then for a non-trivial element g in Aut (V), 
the curve hiC) is not projectively equivalent to the original curve C. 

(3) Conversely, let C' be an irreducible sextic with n nodes at the same 
set of points PI> ... , Pn which is Cremona equivalent to C. Then there exists 
an element gin Aut (V) such that the Cremona transformation hg=A 0 gOA-I 
maps C to C'. 

Proof The assertion (1) follows directly from the definition of the 
Cremona transformation hg • To prove (2), let C be the proper transform 
of C by A. Then we have C E [ - 2Kv [. The assumption means that for 
a non-trivial element g in Aut(V), g(C)=t=-C. This also implies that 
hiC)=t=- c. If we take the set of n points PI' ... , Pn in general position 
(this is possible since;C is general), there are no non-trivial elements in 
Aut (P2) which stabilize the set of n nodes PI' ... , Pn if n>4. Since the 
set of n nodes of hi C) coincides with that of C, (i.e., PI' ... , Pn), this 
implies that hiC) is not projectively equivalent to C. (3) By assump-
tion, there exists a Cremona transformation h: p2 ___ +p2 with base points 
PI> ... , Pn which maps C to C'. Then there exists a birational morphism 
A': V -+p2 which makes the following diagram commutative: 

Since h maps C to C/, h also maps the set of n points PI' ... , Pn to the 
same set. Hence A' is also the blow up of n points PI' ... , Pn. By the 
universality of the blow up, there exists an automorphism g: V -+ V such 
that A' =A 0 g. Thus we have h=A 0 gOA-I as desired. Q.E.D. 

From these lemmas and the commutative diagram above, we have the 
following 

Proposition (7.7). Let Wn: p;-+p;,Cr be the natural map so that the 
degree of Wn is equal to the Coble number. 
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(1) Ifn=5, deg Wn=(degpn)/16. 
(2) Ifn=6, deg Wn=degpn. 
(3) Ifn=7, deg Wn=(degpn)/2. 
(4) Ifn=8, deg Wn=degpn. 
(5) If n = 9 or 10, on the image of tn, deg Wn = degpn-

507 

(6) In the (0, 9) case, on the image of the natural map to,9: MO,9--*P~, 
deg W9=degpo,9. 

Proposition (7.7) and Tables 6 and 8 now reprove Coble's Theorem 
(7.4). 

§ 8. The Cayley Symmetroid 

In this section, we study K3 surfaces of Todorov type (0, 10): these are 
related to quartic K3 surfaces with 10 nodes in P 3• By using the period 
map of these K3 surfaces, we will find an interpretation of Coble's classical 
results [4] on the Cayley symmetroids. Coble's results have recently been 
given another modern interpretation by Cossec and Doigachev [6]; our 
treatment of this topic depends heavily on their work, and will be relatively 
brief. 

Let (X, 2', 2) be a (polarized) K3 surface of Todorov type (0, 10). 
We call (X, 2', 2) simple if the linear system \2' \ is not hyperelliptic, and if 
there are exactly 10 irreducible rational curves Cl>· .. , CIO, on S which are 
orthogonal to fl.* 2'. (The generic K3 surface of Todorov type (0, 10) is 
simple by [20; Corollary 7.6]). For a simple surface, the distinguished 
partial desingularization 2 of X actually coincides with X, so that the pair 
(X, 2') contains all the information we need to discuss the moduli. X is 
embedded by \2'\ as a quartic hypersurface with exactly 10 ordinary double 
points; such a quartic hypersurface is called a Cayley symmetroid. 

The original definition of a Cayley symmetroid was as follows (cf. [4]): 
take a 4 X 4 symmetric matrix A whose entries are linear forms on P 3• The 
quartic hypersurface X defined by the equation det (A) =0 is then a Cayley 
symmetroid. But one easily checks that on the minimal desingularization 
fl.: S --*X, (l/2)(cl (fl.*(2'))+ L: c(Ci )) E HZ(S, Z). Hence, (X, 2', X) is a 
K3 surface of Todorov type (0, 10) as well. 

Lemma (8.1). If X is a Cayley symmetroid whose minimal desingulari­
zation has Picard number 11, then no four of the nodes of X are coplanar. 

Proof Assume that four nodes PI' Pz, P3' P4 of X are coplanar. Pro­
jecting from the point PI to a complementary pz, we get a morphism t: 
Bp,(X)--*pz of degree two, where Bp,(X) denotes the blow up of X at PI. 
The branch divisor of this morphism is a plane sextic curve with 9 nodes. 
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Since the four nodes on X are coplanar, three of the nodes in the branch 
curve must be collinear. If I denotes a line containing three nodes, then I 
meets the branch curve only in those three nodes so that the inverse image 
of I in Bp1(X) has two components I, and Iz. 1,-12 then lifts to a divisor 
class on the minimal desingularization p.: S ~ X whose first Chern class is 
not in the linear span of c,(p.* 2') and the exceptional classes c,(Cj), so that 
S has Picard number greater than 11, contrary to hypothesis. Q.E.D. 

Let X be a Cayley symmetroid with ten nodes P" .. " P,O and let p.: 
S ~X be the minimal desingularization; suppose that the Picard number of 
Sis 11. Let 2'=p.*(9P.(1) and Cj=p.-I(Pi)' Choose four of the points 
p" P2' P3' P4; since these are not coplanar, we can define the standard 
Cremona transformation TP1P2P3P4: p3~p3 with fundamental points P" Pz, 
P3,P4 (as in Section 6). It is easy to see that the image X' CP3 of X under 
TP1P2P3P4 is also a symmetroid and that there is a morphism f1.': S ~ X'. Let 
q" "', q,o denote the nodes of X' and put 2'1=p.'*«(9P3(1)) and C~= 
(p.,)-I(qj)' For a suitable numbering of the q;'s, we then have the following 
relations in the Picard group of S: 

2" = 2'Q93®(9 s( - 2C1 - 2Cz - 2C3 - 2C4) 

(9 s( C~) = 2'®(9 s( - C1 - C2 - C3 - C4 + CJ 

(9sCCD=(9s(CJ 

for 1::;:: i<4 

for 5<i<1O. 

We shall now relate the action of regular Cremona transformations in 
Cr~eg on the Todorov lattice MO,lO to the action of the Weyl group WZ,4,6 

associated to the Dynkin diagram T2,4,6 (cf. [8], [6]). Fix an isomorphism 
a: {I, "', lO}~SingSo,lo, and let e j denote ea(i)' Define the "roots" (3i 
in MO,lO as follows: 

(3o=).-e1-e2-e3-e4 

(3i=e j -ei+ 1 for l:::;;i:::;;9. 

If we define a new bilinear form on MO,lO by (x, y)= -(x· y)/2, then 
«(3j, (3j) = 2; the Dynkin diagram of the (generalized) root system spanned 
by (30' (3" .. " (39 (with respect to the bilinear form (,)) is given by the 
diagram TZ,4,6 in Figure 2. 

fl,o--o--o---<::>---<::>--()--<>--<>--o fl, 

flo 

Figure 2. 
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Define the simple reflection s,' O~j <9 on MO,10 as follows: 

It is easy to check that Sj defines an isometry of MO,10; the Weyi group W2,4,6 
is the group of isometries of M O,10 generated by these simple reflections Sj' 

j=O,·· ·,9. 
The simple reflection s"j = 1, .. ·,9 acts on M O,10 by leaving et fixed 

for i =1= j,j + 1, and interchanging ej and ej +1• The simple reflection So acts 
on M O,10 by the following formula: 

so(l) = 3l-2( e1 + e2 + ea + e4) 

so(et)=l-(e1 +e2+e3+e4)+ei 

so(ei)=et 

for 1<i<4 

for 5<i<1O. 

Let aj=a 0 (j,j + 1) 0 a-I e Aut (Sing .l'O,10), where (j,j + 1) denotes a 
simple transposition. 

Proposition (8.2). Let (X, 2) be a (simple) K3 surface of Todorov type 
(0,10), let p: s~x be the minimal desinguiarization, let 1>: H2(S, Z)~A, 
'I/t: Sing X ~Sing .l' 0,10 be a special marking of X, and suppose that S has 
Picard number 11. 

(1) For 1 <j <9, (s,o 1>, a j 0 'I/t) is a special marking of X. 
(2) Let X' be the image of X under the standard Cremona transforma­

tion Tp ,P.P3P<. Then (so 0 1>, 'I/t) is a special marking of X'. 
(3) If w e W2,4,e there exists a regular Cremona transformation T 

whose fundamental points are contained in Sing X and a permutation q e 6 0,10 

such that (w 0 1>, q 0 'I/t) is a special marking of the image X' of X under T. 
(4) If T is a regular Cremona transformation whose fundamental points 

are contained in Sing X, and X' is the image of X under T then there exist 
we W2,4,e and q e 6 0,10 such that (w 01>, q 0 'I/t) is a special marking of X'. 

Proof (1) follows directly from the definitions of special marking. 
(2) is a consequence of the formulas we have given above for the actions 
of So on M O,10 and of Tp 'P'P3P< on the Picard group of S. (3) follows from 
(1) and (2), by the definition of W2 ,4,e. For (4), it is enough to prove the 
statement when T is a standard Cremona transformation whose funda­
mental points are contained in Sing X. But any such transformation can 
be expressed as the composite of a permutation of Sing X and the trans­
formation Tp ,P.P3P.; the statement now follows from (1) and (2). Q.E.D. 

The reflections s j all lie in 0 -CMO,10), so there is a natural homomor­
phism W2'4,6~O -CMO,10). We letf: W2,4,e-+O(Go,10)/(± 1) be the composite 
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of this homomorphism with the canonical homomorphism O_(Mo,lo)~ 
O(GO,IO)/( + 1). The following lemma is originally due to Coble [4] (a recent 
modern proof has been given by Cossec and Dolgachev [6]): 

Lemma (8.3). W2,4,6 contains three distinguished elements K, B, and G 
(called the Kantor, dilated Bertini, and dilated Geiser involutions) such that 
the smallest normal subgroup W(2) of W2,4,6 containing K, B, and G satisfies 
W2.4,6/W(2)~Sp(8, 2). 

We use Lemma (8.3) to deduce 

Lemma (8.4). The homomorphismf: W2,4,6~O(GO,IO)/± 1 is surjective. 

Proof By using the explicit generators of GO,IO given in [20; Proposi­
tion 6.2], one can check that the homomorphism f is non-trivial but that 
K, B, and G (the involutions from Lemma (8.3)) all lie in Kerf; by Lemma 
(8.3), W(2) is contained in Kerf Since W2,4,6/W(2)~Sp(8, 2) is a simple 
group, we have W(2)=Kerfandf(W2.4,6)~Sp(8, 2). On the other hand, 
by Corollary (2.4), there is an exact sequence 

and it is easy to see that the Z/2Z subgroup (which comes from the W~,2 
summand in the normal form decomposition of GO,IO) is generated by -1. 
Thus, O(Go,10)/(±I)~Sp(8, 2), so thatfmust be surjective. Q.E.D. 

We can now give an answer to the question posed at the end of Sec­
tion 6 in the Todorov case (0, 10). 

Theorem (8.5). Let (XI' 2 1) and (X2' 2 2) be two K3 surfaces of To­
dorov type (0, 10), regarded as Cayley symmetroids in ps. Suppose that the 
minimal desingularizations of XI and X 2 have Picard number 11. Then 
(XI' 2 1) and (X2' 2 2) have the same period in DO,lO/Autz (DO,lO) if and only if 
there exists a regular Cremona transformation T e Cr~g such that T(XI' 2 1) 
=(X2,22). 

Proof Suppose that (XI , 2 1) and (X2' 2 2) have the same period. By 
Theorem (6.1), the minimal desingularizations of XI!and X 2 are isomorphic; 
we use the isomorphism to identify them with a single smooth K3 surface 
S, with p.~: S~X~ the desingularization maps for i=l, 2. 

Let q)i: H 2(S, Z)~A, ti: Sing X ~Sing 2'0,10 be special markings of Xi 
for i = 1,2. By Lemma (8.4), there is some w e W2,4,6 which has the same 
image in O(GO,IO)/(± 1) as does (q)2 o q)11)!Mo.,0' By Proposition (8.2) (3), 
there is a regular Cremona transformation T and a permutation q e 6 0,10 



Period Maps for K3 Surfaces 511 

such that if (Xa, 2a) = T(Xl' 2 1) then (w 0 <PI' 0' 0 '1frt) is a special marking 
of Xa' 

By construction, (<P2 o (w 0 <PI)-I)IMo.'0 maps to (-1)1" in O(GO,IO) for 
some k; let r=(I Mo.,o)EB( -1)k(<p2 0 (w 0 <PI)-I)INo.,0' Then reO -CA), so that 
if we define <Pa =r 0 w 0 <PI and ta =0' 0 tl' then (<Pa, ta) is also a special 
marking of Xa. But since (<Pa 0 <p;1)INo,,0=( -I No"Y, <P2 and <Pa correspond 
to the same point of DO,IO/rO,IO; hence (Xa, 2a)=T(Xt> 2 1) is isomorphic 
to (X2' 22)' 

The converse statement is an obvious consequence of Proposition (8.2) 
(4). Q.E.D. 

Let M~,rlO denote the moduli of regular Cremona equivalence classes of 
Cayley symmetroids Xcpa, and let Cr: MO,lO~M~~l0 be the natural map 
(assigning the Cremona equivalence class to the projective equivalence 
class). From Theorem (8.5) and Table 8 in Section 5, we have the follow­
ing corollaries which explain the relation between Cremona transformations 
and the period map for K3 surfaces of Todorov type (0, 10). 

Corollary (8.6). Let M~lO denote the moduli of the Cayley symmetroids 
whose minimal resolution have Picard number 11, and let 

PO,IO: Mo,lo~Do,lO/Autz(Do,lo) 

be the period map. Then the image of M~lO under PO,IO and under the map 
Cr are isomorphic, and the period map can be identified with the natural map 
Cr. In particular, the degree of Cr is equal to 26 .51. 

Corollary (8.7) (Coble [4]). The number of distinct projective equiv­
alence classes of Cayley symmetroids which are regular-Cremona-equivalent 
to a fixed general Cayley symmetroid is equal to 26 .51. 

The reader will notice that the key step in the proof of Theorem (8.5) 
was Lemma (8.3). This lemma was implicitly used by Coble [4]. Cossec 
and Dolgachev [6] have recently clarified the relationship between the Weyl 
group W2,4,6 and the Reye congruences, and they proved that the automor­
phism group of the generic "nodal" Enriques surface is isomorphic to the 
group W(2) which was described in Lemma (8.3). Note that the covering 
K3 surface of such a "nodal" Enriques surface is the minimal desingulari­
zation S of a Cayley symmetroid X. 

Coble [3] also proves that under regular Cremona transformations of 
pa, a set of eight points which are the base points of a net of quadrics in 
pa are transformed to 36 distinct projective equivalence classes of such sets 
of eight points. This fact is related to the period map PI,IO for K3 surfaces 
of Todorov type (1, 10), which has degree 36. 
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We close this paper by posing a problem. For K3 surfaces of To­
dorov type (a, k), let N =k-7 so that the linear system 12'1 maps Xto PN. 
Does there exist any explanation of the degree of the period map Pa,k in 
terms of regular Cremona transformations of pN; when N is greater than 3? 
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