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Introduction 

Let X be a connected compact Kahler manifold. Let b k be the Betti 
numbers of X. Then we know that I) bk is even if k is odd, and 2) the 
inequalities bk~bk+2 hold for O~k<dim X. Indeed, these are immediate 
consequences of the usual Hodge and the Lefschetz decomposition theo­
rems for the (complex) cohomology group of X respectively, which in turn 
are obtained via Hodge's theory of harmonic integrals (cf. [27] [28]). On 
the other hand, Chern in [8] showed that the Lefschetz decomposition 
theorem is actually a special case of a more general decomposition theo­
rem for harmonic forms which are formulated for a general compact 
Riemannian manifold M with prescribed holonomy group G. Indeed, 
the case where G is the unitary group U(n) corresponds just to the Kahler 
case, where 2n=dimR M; while the case G=Sp(n), 4n=dimR M, corre­
sponds in a certain sense (cf. below) to a compact Kahler symplectic 
manifold, that is, a compact Kahler manifold which admits a non­
degenerate holomorphic 2-form. The main purpose of this paper is then 
to obtain certain analogues in this context of the Hodge and the Lefschetz 
decomposition theorems for a compact Kahler symplectic manifold Yin 
general (cf. Theorems 3.11 and 3.16). At least they give as corollaries the 
following: I) Every odd dimensional Betti number is divisible by four 
and 2) the inequalities bk+3bk_4~3bk_2+bk_6 for Betti numbers hold for 
k«1/2) dim Y. Moreover, with some more efforts we also obtain a more 
specific topological property of Y to the effect that the homogeneous form 
g of degree 2n on H2(y, Q) defined by the cup product, g(x)=x2n[y], is an 
n-ple power of a nondegenerate quadratic form up to constant (Theorem 
4.7), the result which might have been expected by the results of Beauville 
[1]. 

We are also interested in the quaternionic Kahler case, that is, the 
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case G=Sp(n)Sp(l) (cf. Salamon [22]). In this case we obtain an analogue 
of the Lefschetz decomposition theorem in the positive scalar curvature 
case, and as an application, show that for such a manifold the associated 
quadratic form on the middle dimensional cohomology is always definite, 
though the proof in this case depends on the results of [22] while the 
harmonic theory as above serves only as a guide in formulating the 
results. 

Now the outline of each section is as follows. Section 1 is preliminary. 
In Section 2 we consider a compact Lie subgroup G of SOC d) together 
with its action on the complexified exterior algebra 1\ Fe, where F =Rd. 
Namely we study the canonical decomposition of I\Fe as G- and H­
modules, where H is a commutor of G in GLaCR). Our main interest 
here is in the following three cases: 1) G= U(n), d =2n, 2) G=Sp(n), 
d=4n, 3) G=Sp(n)Sp(1), d=4n. Then in Section 3 using the results of 
Section 2 first we formulate two decomposition theorems for a general com­
pact Riemannian manifold with holonomy group (contained in) G, and 
then, corresponding to the above three cases, specialize successively to 
the Kahler, hyperkahler, and quaternionic Kahler cases. In the Kahler 
case they reduce respectively to the Hodge and the Lefschetz decomposi­
tions, and in the hyperkahler and quaternionic Kahler cases we obtain the 
above mentioned results. (Here we note that any hyperkiihler manifold 
has necessarily a structure of a Kahler symplectic manifold, and vice versa 
in our compact case (cf. [1] [6] [14])). In Section 4 we treat compact Kahler 
symplectic manifolds and translate the above results for hyperkahler 
manifolds into those for such manifolds. Also we prove Theorem 4.7 
mentioned above. For the proof we use the unobstructedness theorem 
for the Kuranishi family due to Bogomolov [3], for which we shall give a 
simple alternative proof at the end of this section by using the Calabi 
family; the latter is a holomorphic family of compact Kahler symplectic 
manifolds parametrized by the projective line pi, naturally associated with 
any hyperkahler manifold (cf. [6] [22]). In Section 5 we study some of its 
properties in connection with the results obtained in the previous sections. 

Finally we note that all the above results including the Bogomolov 
unobstructedness theorem should be true for any compact symplectic V­
manifold with Kahler V-metric. Indeed, the arguments should work word 
for word for V-manifolds under a suitable interpretation, though we have 
not checked this in every detail. In view of the existence of natural 
examples (cf. [10]) such a generalization would also be of some interest. 

Notation. a) For a rational number r, [7] denotes the greatest integer 
which does not exceed r. For integers a, b, m, "a=.b(m)" means that m 
divides a-b. Then for any nonnegative integer k we set 
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(0.1) L/(k)={r; O~r:::;;'k, k==.r (2)}. 

For an integer r we set r + = max (r, 0). b) For a complex vector space E, 
peE) will denote the projective space of lines of E. c) For an algebra A 
over a field K and an element a of A the K-linear transformation of A 
defined by the left multiplication by a is called simply the a-multiplication 
operator and will often be denoted by La: A~A. d) Q, R, C: the fields 
of rational, real, and complex numbers, respectively. QX =Q-{O}, RX = 
R-{O}, and C*=C-{O}. 

§ 1. Preliminaries 

Let H be the real quaternion division algebra with standard real basis 
1, i, j, k. Let H X =H -0. We always consider Hn as a right H-module 
with standard quaternion inner product < , >. Denote by P the real 
subspace of pure quaternions. We have H=RtBP, and accordingly 
< , > is decomposed into R- and P-parts 

(1.1) < , > = ( , ) + < , > p, 

where ( , ) is the standard inner product on Hn = R 4n and < , > p is a 
P-valued real alternating form on Hn=R 4n. 

The unitary symplectic group Sp(n) is by definition the group of 
H-linear automorphisms of Hn preserving < ,>. Especially Sp(l) is 
identified with the group of quaternions of norm 1. We set 

Then H X acts transitively on C by inner automorphisms, with stabilizer 
at i e C given by C*={a+bi}~Hx. Therefore we have the natural 
identifications 

(1.2) 

which will be fixed throughout this paper, where pi is the complex pro­
jective line. Note that the naturally induced map 1t': HX~C is given by 

(1.3) 

Now we shall review some of the well-known facts on the (finite 
dimensional) representations of classical groups. We refer to [5] for the 
following terminology. A (complex or real) representation P of a group 
G is said to be isotypical if it is equivalent to a direct sum of one and the 
same irreducible representation, say PI" In this case P is also called PI­
isotypical, or VI-isotypical if VI is the G-module corresponding to PI' Let 
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9l=9la be the set of equivalence classes of irreducible complex representa­
tions of G. Then, if G is a compact Lie group, any G-module admits a 
unique direct sum decomposition 

of V into "p-isotypical components" Vp' The same is also true for real 
representations. In general for any group such a decomposition, if any, 
is called the canonical (G->. decomposition of V. 

Representations of U(n) and Sp(n) (cf. [29; VII]): The set of equi­
valence classes of irreducible complex representations of the unitary group 
U(n) (resp. the unitary symplectic group Sp(n» is in natural bijective cor­
respondence with the set of non-increasing sequences 

of integers (resp. nonnegative integers) f". If PL is an irreducible repre­
sentation corresponding to j, then [is called the signature of PI' - -

(1.4) 

Let D(n) be the subgroup of diagonal elements of U(n) (resp. Sp(n»; 

D(n)={diag(el, .··,en)(resp.diag(el' ···,en ,ef1, ···,e;:I»; 

e, e C, leil=I}. 

Let Xl be the character of PI: Then X'[ID(n) is a Laurent polynomial of 
eu .. " en, i.e., a finite linear combination of the "Laurent monomials" 
eft .. ·e~", ia e Z. On the set of such Laurent monomials one puts the 
lexicographical order with respect to their indices I=(il' .. " in). Then 
the highest nonzero term which appear in the polynomial expression for 
XI is just e{t .. ·e~n. This fact indeed characterizes PI' 
- Representations of Sp(l) and H X (cf. [5; II.5]): - Irreducible complex 

representations of U(1) (resp. Sp(l» are up to equivalences indexed by 
integers (resp. nonnegative integers), say r. In the case of U(1)= 
{e e C; lel=I} these are I-dimensional and given by Pr(e)=er. In the 
case of Sp(1) they are described as follows. Let VI be the underlying 
complex vector space of the right H-module H with respect to the inclu­
sion C={a+bi}~H. VI is then naturally a complex Sp(l)-module, and 
the induced Sp(l)-modules 

are all irreducible, where sr denote the symmetric products. We let 
Vo=C be the trivial Sp(1)-module. Then these Vr give the desired repre-
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sentations pr' They are all self-conjugate in the sense that pr is equivalent 
to its complex conjugate (ir (cf. (1.7) (1.8)). 

Consider C* and HX naturally as real algebraic groups Then any 
rational complex representation of C* = U(I) X z2Rx (resp. H X =Sp(l) 
X z2RX) is equivalent to exactly one of the following representations Pk,,, r, 
k E Z, r >0, k=r (2); 

(1.5) Pk,r(g) = tkpr(e), g=(e, t) E U(1)X z2RX (resp. Sp(l)Xz2RX). 

We shall denote by Vk,r the corresponding HX-module. 

Real representations ofSp(l) and HX: i) When r =2s-l, s > 1, is 
odd, then the underlying real representation p~ of pr is irreducible. The 
corresponding real Sp(1)-module, denoted by V~( = Vr ), has the natural 
structure of a right H-module and the action of Sp(l) is H-linear. Cor­
respondingly we have 

(1.6) 

and 

(1.7) 

ii) Let r=2s, s :2:0, be even. Then the right multiplication by j on 
H = VI induces a C-antilinear involution jr on V" r:2: 1. Further we 
define jo as the complex conjugation of C. Then the set V~ of fixed 
points ofjr is a 2s+ 1 dimensional real vector space preserved by Sp(l). 
The induced real representation p~ of Sp(1) on V~ is irreducible and 

(1.8) 

iii) The above representations p;, r ~O, exhaust all the real irre­
ducible representations of Sp(1) up to equivalence. 

iv) V: is equivalent to the Lie algebra §jJ(l) of Sp(1) with the 
adjoint representation. 

Any real rational irreducible representation P of H X is up to equi­
valence of the form p(g)=tkp;(e) for some k E Z and r 2:0 in the notation 
of (1.5). The corresponding real HX-module will be denoted by V:'r. 
We note in particular that for any irreducible representation of HX its 
restriction to Sp(l) also is irreducible. 

Hodge decomposition associated to a real representation of C* and H X : 

A real (rational) C* (resp. HX) module W is said to be of weight k if 
t E R X acts via the multiplication by tk. In the case of a C*-module, W 
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then has the Hodge structure of weight k, i.e., the canonical decomposi­
tion of its complexification We has the following form; 

We= EB wP,q, 
p+q=k 

where wP,q is the p,..p_q-isotypical component. We set hM=dim wP,q 
and call it the Hodge number of W. We shall say that W is regular if 
hM=O for p<O or q<O. 

Let W be a real HX-module of weight k. Any 1 e C defines an 
embedding of real algebraic groups; 

Via 1*, W has the structure of a real C*-module of weight k, and hence 
we have the associated Hodge decomposition with respect to 1; 

(1.10) We= EB WM(l), 
p+q=k 

The Hodge numbers hM(W(l» are actually independent of 1 so that we 
may denote it by hM(W). 

First we consider the case W= Vf,,.. As the complexification of ~1:>(1) 
the Lie algebra ~r2(C) acts C-lineady on We. Let 

be the standard C-basis of ~r2(C), For any 1 e C let 

H,=ad(h)H, X,=ad(h)X, y,=ad(h)Y 

where h e HX~GL2(C) is any element with l=rr(h) (cf. (1.3» and ad 
denotes the adjoint action. Then (1.10) is just the eigenspace decomposi­
tion of We with respect to the action of H., where WM(l) corresponds to 
the eigenvalue p-q. Further, from the standard facts on the representa­
tions of ~r2(C) (cf. e.g. [5] [28]) we see easily the following: For O<p, 
q~k, dim WM(l) =2 or 1 according as k is odd or even; otherwise, 
WM(l) =0. In fact, the actions of Xl and Yl have the property: 

(1.11) 
Xl: WM(l)=+ WP+l,H(l), O-::;;'p<k, X.(Wk.O(l»=O 

Yl ; WM(l)=+ Wp-l,q+l(l), O<p<k, Y.(WO,k(l» =0. 

Suppose next that W is isotypical so that W =: (V f,r )eho for unique 
k e Z and r, ho-:?'O. Then by (1.7) and (1.8) We is again isotypical as a 
complex HX-module with We=: V~~, where h=ho if k is even and =2ho 
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if k is odd. Then by what we have seen above we get the next lemma 
easily. 

Lemma 1.1. If W is isotypical as above, then in the Hodge decomposi­
tion (1.10) of We, Wp,q(A):;i=O if and only if (k-r)j2S:p, q ~(k+r)j2; 
moreover for any p, q in this range we have hp,q=h independently of (p, q), 
where h is even if k is odd. 

In the general case, we say that an HX-module W is regular if it is 
regular as a real C*-module via some, and hence for any, A E C. For a 
regular HX-module W its canonical decomposition takes the following 
form 

W= EB Wk;r 
rEd(k) 

(cf. (0.1», where Wk;r is the V:'r-isotypical component, and the Hodge 
decomposition (1.10) of We is the direct sum of those of w~;r. We set 

This equals any nonzero Hodge number hp,q(Wk;r) of Wk;r. Then in view 
of Lemma 1.1 together with (1.6) and (1.11) we get the following: 

Lemma 1.2. Suppose that W is regular of weight k as above. 1) If 
k is odd, then any Hodge number hP' q(W) is even and 41 dimB W. 2) For 
any p~q>O with p+q=k we have the inequality hp,q(W»hp+1,q-1(W); 
more precisely we have hp,q(W)-hp+1,q-l(W)=hk;p+q-2(W). 3) An element 
a of wp,q(A) is contained in wk;p-q if and only if X1a=0. 

We also note the obvious relations between hp,q(W) and hk;r(w); 

hp,q(W)= L: hk;r(w) 
r~2p-k 

and 

hk;r(W)=hP+1,q-l(W)_hp,q(W), p=(k+r)j2, q=(k-r)j2. 

Returning again to the irreducible case of W = W.: = V2.,2. we shall 
consider the associated period map P.: C~Ps:=P(W) defined by p.(J.) = 
the line W 2s'0(A) in W. 

Lemma 1.3. P. is isomorphic to the Veronese embedding pl~p2'. 
Further if we identify the tangent space of p. at p.().) canonically with 
Home(H2s'0(A), H2. -l,\).)tB· .. tBHO,2S().», the differential dp. of P. at A 
factors through the subspace Home(H 2s,o().), H 2s-1,1(A» and gives an isomor-
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phism T,l:::;Homc(HZS,OO), H 2s- I'\A», where T,l is the tangent space of C 
alA. 

Proof Take any hE HX with A=rr(h)=hih- I (cf. 1.3». Then we 
haveAh = hi; in other words the line hC is the eigenspace with 
eigenvalue .v=t of the A-action on H = VI. Hence H 2S,OO)=sz·(hC) 
(symmetric product); this implies that Ps is just the Veronese embedding. 
Let C.= Ps(C) and As= Ps(A). Let rr.: W -{O}-+p. be the natural projec­
tion and C.=rr;I(Cs). Let~. be any point of rr;IO.). Now consider any 
element A of ~rzCC) as a vector field on Wwith respect to its action on W. 
Note that A is tangent to C. at any of its point. Then we see readily that 
the image of Y,lIE, by drrs at ~s is nonzero and thus generates the image 
dp.(T,l) over C. The result then follows from (1.11). 

Clebsch-Gordanformula: Recall finally the Clebsch-Gordan formula 
(cf. [5]) which gives the isomorphism of Sp(1)-modules 

(1.12) O::::;:s~min (k, I). 

From this we get the irreducible decomposition of the symmetric product 
SI(Vz) of Vz as an Sp(1)-modules; 

(1.13) SI(VZ) ~ EB V2 •. 
sEJ(l) 

Let <Po be any element of S2(Vz) corresponding to the nonzero 
element of Vo = C in the above isomorphism SZ( Vz) ~ ViB Yo. Then the 
multiplication by <Po gives an embedding of Sp(1)-modules SI-Z(Vz)=---+ 
SI(Vz) so that we have 

(1.14) 

Using (1.12) and (1.13) we can also show the following: 

Lemma 1.4. Let I=- e(2), where e = 0 or 1. Let r be a nonnegative 
integer. Then the canonical decomposition of the Sp(1)-module SI(Vz)0cVr 

is given by 

where the nonnegative integer rr(d)=rr(d, I, r) is given by 

rr(d) = (min ((I +e)j2, [(r+ d+2e)j4D + [-(Id -rl+2e)j4]+ 1)+. 

in particular rr(d)=f:O if and only ifmax(r-2/, IroD~d::::;:r+2/, where ro is 
defined by r+2e=ro(4) and -1 <ro~2. 
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§ 2. Representations on complexified exterior algebra 

For a positive integer dIet VR: =R d be the Euclidian space with the 
standard inner product ( ,). Let V=C d be the complexification of VR 

and 1\ V = EB~~o 1\ k V the exterior algebra of V over C. 
Let G be a compact Lie subgroup of SO(d) acting naturally on VR' 

The action extends to an action on 1\ V as C-algebra automorphisms. 
Let 9t=9ta be the set of equivalence classes of irreducible complex 
representations of G. (We often identify a representation and its equi­
valence class.) Let 

(2.1) 

be the canonical G-decomposition of 1\ k V into p-isotypical components 
V!. For any p E 9t we set Vt=EBk~OV!, Then we have 1\ V =EBPEill vt. 

Let 0 E 9t be the class of the trivial representation. Then 

V;=EB V~SI\V 
k 

is a graded subalgebra of 1\ V and each vt becomes a graded V;-module. 
Let H be a commutor of G in GLaCR). Then H acts naturally on 

1\ V and we have again the canonical decomposition 

(2.2) 9t'=9tH 

of 1\ k V into p-isotypical components V!. Moreover, the decompositions 
(2.1) and (2.2) are compatible with each other. 

The inner product ( , ) and the standard orientation of VR induce 
the Hodge *-operator 

(2.3) 

It is G- and HI-equivariant and induces the isomorphisms 

where HI = H n SOC d). 
We also remark on the real structures of Vp and VI'" 

Lemma 2.1. 1) Vp is defined over R, i.e., Vp = Vp if and only if p is 
self-conjugate. 2) Suppose that pIH! is irreducible. Then Vp is defined over 
R if and only if pIH! is self-conjugate. 

Proof 1) The necessity is obvious. So suppose that p is equivalent 
to its complex conjugate p. Let 9to be the set of equivalence classes of 
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real irreducible representations of G. Let I\VR=EBPoElllo Vpo be the (real) 
canonical decomposition of 1\ VR' Then there exists a unique Po E V'to 

such that Vp ~ Vpo,c' By our assumption either po,c is irreducible. or po,c 
=p/(Bpl for some PI E V't (cf. [5; II. § 6]). In either case we have Vp= 
Vpo,c' The proof of 2) is the same. 

Now the purpose of this section is to study more closely the above 
general construction in the following three special cases: 1) d=2n and 
G= U(n), 2) d=4n and G=Sp(n), and 3) d=4n and G=Sp(n)Sp(I). 

Case 1: d=2n and G= U(n) (cf. Chern [8; § 4]): In this case we 
consider V R = R2n as the underlying real Euclidian space of the complex 
Euclidian space E=C n with the standard Hermitian inner product < , ). 
Then the natural action of G on E induces the embedding G~SO(2n). 
Then as a G-module Vis the direct sum V = EffiE, where E is the complex 
conjugate of E. 

In this case H = C * and the canonical H-decomposition (2.2) is just 
the usual type decomposition 

1\ kV = EB Vp,q, 
p+q=k 

which is also the Hodge decomposition associated to the real C*-module 
I\kVR of weight k. 

Let W E V~l be the fundamental 2-form associated to the Hermitian 
inner product < ,). This is G-invariant, and in fact we have 

(2.4) 

in this case (cf. [2; IV. 2]). As usual let L: 1\ V ---+ 1\ V be the w-multiplica­
tion operator and set A = * -I L*. Then an element v of 1\ V is called 
effective (or primitive) if Av=O. Denote by V: the subspace of effective 
elements of 1\ kV, and set v~,q= V: n vP,q. Further for any integer p,q>O 
with p+q<n we denote by pep, q) the representation of G of signature 
(P, on-(p+q), -lq) (cf. § 1). Let W(p, q) be the corresponding G-module. 
We know that (cf. [29; (5.14)]) 

(2.5) dim W(p, q)=(n~l)(n~l)(n+l_(p+q))/(n+l). 

Then the following is essentially due to Chern [8; § 4]. 

Proposition 2.2. 1) V:*O if and only if p=p(p, q) for some p, q as 
above. 2) v~,q is an irreducible G-module isomorphic to W(p, q) and we 
have Vp=ffirLrn,q, O:::;:r :::;:n-(p+q), for p=p(p, q). 3) The natural 
map Cwr®c v~,q---+UV~,q is isomorphic for any r as in 2). 
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Here are some consequences of the proposition. From 1) and 2) we 
get the decomposition vp,q=EBrL'V~-r,q-r, r'C.(p+q-n)+, of vP,q, or 
summing these up with respect to p, q get the decomposition 

(2.6) /\ kV = EB ( EB L'v~-r,q-r)= EB L'V~-2r. 
p+q=k r<;(k-n)+ r<;(k-n)+ 

The first equality gives the canonical decomposition (2.1) in our special 
case and the third term gives the Lefschetz decomposition of the exterior 
algebra (cf. [28; V.3]). 3) then gives the isomorphism 

(2.7) 

(the strong Lefschetz theorem for exterior algebra). The subsequent 
proof of the proposition thus gives an alternative proof for these facts. 

Proof of Proposition 2.2. Fix an orthonormal basis ZI' ... , Zn of E. 
Let D(n) be the diagonal group of U(n) as in (1.4). Then Zi,/\· . . /\Zi p 
/\Zh/\· . . /\Zj. form a C-basis of 1\ V consisting of eigenvectors of the 
induced D(n)-action with eigenvalues Si,· .. SipS},1 . .. S}.1 in the notation of 
(1.4). From this and the characterization of representations by their 
characters as mentioned in Section 1 one already sees that Vp = ° unless 
p~p(p, q) for some p and q. 

Now fixp, q>O withp+q:S::n. Let 

Then it is immediate to see that z(p, q) e v~,q (cf. [27; I, n04]). Moreover, 
the eigenvalue SI· . ·sps;;!.q+l· . ·S;;1 corresponding to z(p, q) appears as the 
unique largest term in the character polynomial in SI> ... , Sn of D(n) on 
V p , q in the lexicographical order of indices. This implies that there exists 
a unique irreducible G-submodule, say w~,q, of v~,q containing z(p, q) 
and isomorphic to W(p, q). Recall now that w can be written in the form 
w=(r-T/2) ~~=1Zi!\Zi and hence if we set k=p+q, 

wn-k!\Z(p, q)=(r-T/2)n-k( n Zi!\Zi)!\Z(P, q)*O. 
p+l;;;;;ii~n-q 

Since W(p, q) is irreducible and L is G-equivariant, this implies that 
L': w~,q-+L'W~,q is isomorphic for any r :S::n-k. Since p, q were arbi­
trary, we get the inequality 

=dim Vp,q> L: dim W(p-r, q-r). ( n)(n) min (p,q) 
p q r, (p+q-n)+ 

But, using (2.5) we calculate easily that this is actually an equality. Hence 
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Vp,q is the direct sum of Lrw~-r,q-r. Since v~,q is a G-submodule of 
vp,q, if it is not irreducible, it contains LrWrr,q-r for some r>O other 
than w~,q, and hence in particular L'z(p-r, q-r) e v~,q. However this 
is impossible because AL'z(p-r, q-r)*O as a simple computation shows. 
Therefore v~,q are always irreducible and we get the direct sum decom­
position vp,q=EB(p+q_n)+;;;rLrv~-r,q-r and natural map COJr0cv~,q~ 
Lrv~,q is injective. From these all the assertions of the proposition follow. 

Case 2: d=4n and G=Sp(n). In this case we consider VR =R4n as 
the underlying real Euclidian space of the right H-module Hn with the 
standard quaternion inner product. Then the natural action of G on Hn 
induces the natural inclusion G~SO(4n) (cf. (1.1)). 

The centralizer H of G is identified with HX and HI: = H n SOC 4n) 
with Sp(l) with the actions induced by the right H-module structure of 
Hn via the inclusions Sp(l)~Hx~H. Any l e C defines a complex 
structure J. on V R via the right multiplication. Associated to J. we get 
the usual type decomposition 

1\ k V = EB Vp,q(.A.) 
p+q=k 

of 1\ k V into (p, q )-covectors, and this coincides by definition with the 
Hodge decomposition of the HX-module 1\ kV with respect to l (cf. 
(LlO)). It follows that 1\ k V is a regular HX-module of weight k, and the 
canonical HX-decomposition of 1\ k V takes the form 

(2.8) I\ kVR = EB Vk;r, 
rE4(k) 

k=min (k, 4n-k), 

where Vk;r is the V:'r-isotypical component (cf. (0.1)). Here the ine­
quality r <4n-k comes from the *-isomorphism (2.3). 

Now for any l e C let OJ. e V~,R n VI,I(.A.) be defined by 

(2.9) OJ.(X, y)=(x, yl), 

where we have identified VR with its dual via the inner product ( ,). (OJ. 
is just the fundamental 2-form associated to ( , ) and the isometric com­
plex structure J •. ) Then Vt,R is generated by OJ., l e C, as an R-algebra 
(cf. [2; IV. 2]). More precisely we have the following: 

Lemma 2.3. V~=Oifk is odd. Jfk=21 is even, then V~~SL(V2,2) 
as an HX-module if k <2n and in general the canonical HX-decomposition 
of n takes the form V~=EB'E4(f) V~;2', I =min (I, 2n-I), where V~;2'~ 
V:'2,. In particular V~~ Vf,2. 

Proof The first assertion is clear. So let k=2/. Then we have the 
natural surjection SL(V2)~ n. For k<2n, in view of (Ll3) it thus suffices 
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to show that dim V~=dimSI(V2)=(s+1)(s+2)/2. This in fact will be 
shown in a more general setting in the proof of Proposition 2.4, 5) below. 
(So we omit the proof here.) The case k>2n then follows from this and 
the *-isomorphism (2.3). 

We next study the structure of each Vp as a Vo-module. For any 
A E C let L , : /\ v--+ /\ V be the col-multiplication operator and set A, = 
*-lLl *. Then an element a E /\kV is said to be universally effective if 
LI,a=O for any a E C. We denote by V~ the subspace of all the universal­
ly effective k-covectors. Then V~ is G-invariant, each A being G-invariant. 
Moreover, since g(COl)=COg-llg for any A E C and any g E HX, V~ is even 
an HX-module. Therefore if we set v~;r = V~ n v~;r we have the can­
onical decomposition of V~ as a complex HX-module; 

(2.10) V~= EB p;r. 
rEJ(k) 

We also set V:=EBk~O V~. 
Define the set 1Jf of pairs of integers by 

(2.11) 1Jf={(k, r); r E LI(k), k+r::::::2n}. 

For any pair of integers (k, r) E 1Jf we denote by p(k; r) the irreducible 
representation of G of signature (2(k-r)/2, lr, on-(k+r)/2) (cf. § 1). Let 
W(k; r) be the corresponding G-module. We denote by 

(2.12) Sp(n)Sp(1) 

the subgroup of SO(4n) generated by G=Sp(n) and Sp(1). 

Proposition 2.4. 1) For any p E Dr, V:*O if and only if p~p(k; r)for 
some (k, r) E 1Jf. V: is always defined over R. 2) v~;r if and only if(k, r) 
E 1Jf. 3) Jf,further, k::::::n, then v~;r is an irreducible *0 Sp(n)Sp(1)-module 

isomorphic to W(k; r)0cVr. In particular v~;r~ Vp(k;r)' 4) /\ V is gen­
erated by V: as a V(t-module. Further for any I-;:;;'n and any p=p(k; r), 
V~ is generated by v~;r as a V(t-module; V~= V~-k /\ v~;r. 5) For any 
triple (I, k, r) of integers such that (I, r) E 1Jf, k E LI(I), r E LI(k) (cf. (0.1)) 
and k::::::n the natural linear map V~-k0c v~;r ---+ V~-/c /\ v~;r is isomorphic. 

Remark 2.5. It seems that 3) is true for any (k, r) E 1Jf. Then the 
proof below would show that 4) is also true for any I and 5) is true 
without the assumption that k<n (though the assumption on (I, r) is 
necessary). 

The above proposition completely determines the structure of /\ I V 
for I ::::::n as an Sp(n)Sp(l)-module; namely we have 
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1\ ! V = EB EB V~(k;r)' kEd(!) rEd(k) 
l~n+l 

where for I <n 

V~(k;r)== V~-k®Cv~;r==(V~-k®CVr)®cW(k; r) 

as an Sp(n)Sp(I)-module. Further the structure of n-k®c Vr as an 
Sp(1)-module can be determined completely by Lemmas 1.4 and 2.3. 

Before the proof of Proposition 2.4 we make some preliminary con­
siderations. Choose the orientation of the space P of pure quaternions 
by requiring i, j, k to be an oriented basis of P. Let A be any element of 
c. Take A"A2 E C in such a way that p, A" A2} is an oriented orthonormal 
basis of P. We set 

(2.13) 

(Up to multiplicative constants a with iai= 1, qJl depends only on A but 
not on the choice of A" A2.) Then we have 

(2.14) 

in particular qJl, Wl, SOl form a C-basis of n, where SOl=Wlt-J=1W12 is 
the complex conjugate of qJl. 

In what follows we shall consider only the case A=i, and accordingly, 
we omit the index A in the relevant notation, for instance vp,q= VP,q(A) 
and (2.14) will be denoted by qJ E V 2,o, W E V"', SO e VO,2. We set E= VI,o 
and E= Va"~. Let L~ (resp. L",): 1\ V~I\ Vbe the qJ- (resp. SO-) multiplica­
tion operator and set A~=*-'Lq;*. Then A!I' sends vP,q into Vp-2,q. Then 
we have the following: 

Proposition 2.6. 1) We have the direct sum decomposition 

(2.15) vP'o= EB L'v~(-;,~r, 
r~(n-p)+ 

which is orthogonal with respect to the natural Hermitian metric on Vp,o, 
where V!(~):={a e P'o; Apa=O} is the space of qJ-effective holomorphic 
s-forms. 2) The linear map L~-P: Vp,O~V2n-p,O is isomorphicfor any p<n. 

Proof (cf. also [5; p 271 if]). As in Weil [27; I, nO 3.4] one can 
readily show that for any p >0 

where id denotes the identity. As usual, this implies the existence of the 
natural action of the Lie algebra ~r2(C) on the vector space I\E and this 
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leads to the results 1) and 2) (cf. [28; VD. Note that the orthogonality of 
(2.15) follows from the fact that L<p and A<p are adjoint to each other with 
respect to the metric on Vp,o. 

As in [27; p. 28, Cor.] we obtain the following: 

Corollary 2.7. 1) V~{~)*O if and only if O<p<n, and 2) in this 
range a p-form a is CfJ-effective if and only if L~-P+la=O. 

We now fix once and for all a basis 

(2.16) 

of E such that with respect to this basis CfJ and ware written in the form 

We also need the following lemmas. 

Lemma 2.S. Let X = (~ 6) E ~r2(C), Let X*: E~E be the C-linear 

isomorphism with respect to the action of ~rzCC) on V=EEJjE induced by 
the action of ~jJ(1) on VB (cf (1.11)). Then there exists a nonzero constant 
c such that X*(Zi)=CZ; and X*(z~)= -czjfor any i andj. 

Proof Let CfJ*: E~ E * and w*: E,,-+ E * be the C-linear isomorphisms 
induced respectively by CfJ and w, where CfJ (resp. w) is considered as a non­
degenerate alternating (resp. Hermitian) form on E and E* is the dual of 
E. Since both X* and CfJ*W;1 are Sp(n)-isomorphisms and since both E 
and E are Sp(n)-irreducible, by Schur's lemma X* = CCfJ*W;1 for some 
nonzero constant c. The lemma then follows from this and (2.17). 

Lemma 2.9. Let G be a group acting on a complex vector space F. 
Let F be the complex conjugate of F as a G-module. Suppose that there 
exists a G-invariant Hermitian inner product < ' > on F and a decomposition 
F=F1EJj·· ·EJjFk of Finto a direct sum ofG-modules. Then ifdime(F®eF)G 
= k, each Fi is an irreducible G-module, where ( )G denotes the set of G­
invariants. 

Proof <, > induces the natural G-isomorphism of F with the dual 
F* of F. It follows that the condition of the lemma is equivalent to: 
dime EndG F = k, where EndG F is the vector space of G-linear end om or­
phisms of F. Then from 
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k 

L: dimcEndaFi<dimcEndaF 
i=1 

we see that dimcEndaFi= 1; hence Fi is irreducible. 

Lemma 2.10. Let G, H be compact (real) Lie groups. Let U, V and 
W be complex (G X H)-modules. Let f: V®cW~U be a (GXH)-homo­
morphism. Suppose that V is (GXH)-irreducible and W is G-trivial. 
Suppose further that there exists a nonzero irreducible H-submodule V' of 
V such that the induced homomorphism flv'®cw : V'®cW ~ U is injective. 
Then f itself is injective. 

Proof From the (G X H)-irreducibility of V follows the existence of 
an irreducible G-module VI and an irreducible H-module V2 such that 
there exists an isomorphism h: V ~Vl®CV2 of (G X H)-modules. More­
over, we can find a nonzero vector u E VI such that h(V')=Cu®V2. The 
kernel K offis a (GXH)-submodule of V®CW~Vl®C(V2®CW), Hence, 
since VI is H-irreducible and W is G-trivial there exists an H-submodule 
M of V2®CW such that K= V1®CM. Then by our assumption, CU®cM 
=(V1®CM)n(CU®CV2)=0. Hence M=K=O. 

Proof of Proposition 2.4. We use the basis (2.16) of E. Then the 
totality of zrl\z'"l\zKl\z~, where 1= (iI, .. " is), J = Ul> .. " j.,), K = 
(kl> .. " k t), L=(lI, .. " It')' s, s', t, t'>O, are any increasing sequences of 
integers from {l, .. " n}, forms a basis of A V consisting of eigenvectors 
for the action of the diagonal group D(n) of Sp(n) with eigenvalues 
er(/ei/eL' Here the multi-index notation is used. Now set for any 0< p, 
q<n 

(2.18) 

If q<p, the eigenvalue e~· . ·e~eQ+l· . ·ep of ap,q appears as the highest 
term in the character polynomial in el> .. " en of the induced action of 
D(n) on the Sp(n)-module vp,q with respect to the lexicographical order. 
From these we conclude as in the proof of Proposition 2.2 the first asser­
tion of 1). 

The second assertion can be seen as follows. For any p E 91, V! is 
also an Sp(I)-module. Since any complex Sp(1)-module is self-conjugate, 
by Lemma 1.4 V! is defined over R. 

Next we show 2). For any pair (k, r) of nonnegative integers with 
r E L1(k) we setp=(k+r)/2 and q=(k-r)/2. Suppose first that k+r~2n, 
i.e., (k, r) E vr. Then a=ap,q makes sense and we compute readily that 
Ay>a= Aipa= A.,a=O. Since Afi is linear with respect to fi and {SO, ip, w} is 
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a basis of vg, this implies that a E v~,q:= vp,q n V~. Moreover by 
Lemma 2.8 we get that X*(a)=O, by noting that X* operates on /\ Vas 
a derivation. Hence by 3) of Lemma 1.2, a E v:;r, and hence v:;r*o. 
Suppose next that k+r>2n, i.e., p>n. Then by 2) of Proposition 2.6 
L!J': V P -2, q-+ vp , q is surjective. Hence its Hermitian adjoint A\I': v p , q-+ 
vp - 2,q is injective so that the Hodge (p, q)-component of v~;r must 
vanish. In view of Lemma 1.1 this implies that v:;r=o as v:;r is V:'r­
isotypical. 

Prooj oj 3): For simplicity we consider only the case where k is 
even. Write k=2s. Denote by V, V:, v:;r the Hodge (s, s)-components 
of /\ kV, V:, v:;r respectively. First we shall show that v:;r is Sp(n)­
irreducible. From (2.8) we have the direct sum decomposition V: = 
EBrEJ(k) v:;r, where, since k~n, each summand v:;r is nonzero by 2) so 
that the number of summands equals s+ 1. Set 

B= V:0cV: and C= V k0 cVk. 

Then by Lemma 2.9 it suffices to show that dimcBG:S:;s+ 1 for G=Sp(n). 
First we note that BG(;;;CG. Set 

SOI=S001 E V 2,o0Vo,o, S02= 10so E VO,o0V 2,o, wI=w01 E V I,10Vo,o 

91=SZ01 E Vo,20Vo,o, 92=1093 E Vo,00VO,2, w2=10w E VO,o0V I,I. 

We regard C as a subspace of /\E0/\E0/\E0/\E via the natural 
isomorphism C ~ /\ 8 E0 /\ s E0 /\ s E0 /\ s E. Let K be the subspace of C 
generated by those elements which are multiples of any of SOi' 9J' Wk E 

(/\E0/\E0/\E0E)G. By the orthogonality of the Lefschetz decom­
positions (2.6) and (2.12) we see that K is orthogonal to B with respect 
to the natural induced metric on C. Therefore it suffices to show that 
dimcCG/KG;:;;;s+ 1. In fact, we can find s+ 1 elements of CG which gen­
erate CG/KG as follows. Let j14: I\E0/\E-+/\E0/\E0I\E0I\E be 
the inclusion defined by j14(x0y)=x01010y,x E /\E, y E /\E. Similarly, 
we define the inclusions jS2, jls, j24' Then we set 

WI4 =j14(W), WS2 =js2(W), SOlS=jIS(SO), 924=j2lso) 

under the identification 

Then by using the classical invariant theory [29] one sees readily that the 
elements 
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have the required properties. Thus V:;T is Sp(n)-irreducible. 
Since any nonzero Hodge component W!,t of V:;T are Sp(n)-isomor­

phic to one another (cf. (1.11)), this implies in particular that wr,q is 
Sp(n)-irreducible, where p=(k+r)/2 and q=(k-r)/2 as before. Then 
since ap,q e wr,q, by the first part of the proof we see that wr,q::; W(k; r) 
as an Sp(n)-module (cf. the proof of Proposition 2.2). Finally since 
V~;T::; wr,q®cVT as an Sp(n)Sp(1)-module, 3) follows. 

Proof of 4). Let a be any element of A! V. Then by using the 
Lefschetz decomposition (2.6) with respect to Qh for A = i, j, k, we conclude 
easily that there exists a (non-commutative) polynomial <p(X, Y, Z; X', Y', 
Z') with rational coefficients such that if we set ao=<P(L" L j , Lk; A" A j , 

Ak)a, then ao e AkV, A.ao=O for A=i,j, k and a is written in the form 
a=L:L~Lrao for some s, t, u>O, where k=I-2(s+t+u) (cf. [27; p. 26, 
Th. 3], [28; V. Th. 3.12]). Since A. is linear with respect to A and i,j, k 
form a basis of V~,R it follows that ao e V:. This shows the first half of 
4). Further, in this argument if a e V~ for some p, then we have again 
a Q e V! since both L. and A. are Sp(n)-invariant. In particular if p=p(k; r) 
and k~n, this implies that ao e V! n V~= V:;T by 3). This proves the 
second statement. 

Proof of 5). Let p=(k+r)/2 and q=(k-r)/2 as before. Let m= 
n-p. Set u,=Zq+t, u~=z~+" 1 <i~r. Further we set [3= rrl:1Zt/\~. 
For any O<u, v<r with u+v=r we define 

Z .. v= [j/\L.I s(I)u1/\uj, 

where the summation is over all the ordered u-tuples I = (ii, .. " i .. ) with 
l<il <·· .<i .. ~r,I'=UI'· ··,jv), l<jl<···<jv~r with {I, .. . ,r}= 
{ib .. " i .. , jl' ... ,j.}, sCI) is the signature of the permutation (I, I') of 
{I, .. " r}, and U1 =ut1 A··· Au,u' uj,=U~ll\··· Auj.. Let V' be the 
smallest complex Sp(l)-submodule (or equivalently, ~r2(C)-submodule) of 
V~;T containing ZTO= +ap,q e V~;T (cf. (2.18». In view of Lemma 2.8, it 
then readily follows that Z .. ,T_ .. ' O~u<r, form a C-basis of V'. Since 
(I, r) e 7JI' we have 

(2.19) (/-k)/2~n-(q+r). 

Let s=(/-k)/2. For any integers a, b, c>O with a+b+c=s, we set 
{Jabc=rpaipbQf. Let B be the set of all such {Jab.' Then B is a C-basis 
of n-k (cf. the proof below for the case k=O so that V!;T= vg;o=C). 
Therefore A:={{Jabc®Z .. v; {Jabc e B, u+v=r} is a C-basis of vt-k®V'. 
Now by 3) we can apply Lemma 2.10 to the case where G=Sp(n), H= 
Sp(1), V = V:;T, W = vt-k, f is the linear map of the proposition and V' 
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. is as above; thus it suffices to show the injectivity of the natural map 
n-Ic®V'---+1\ !V. Let 

We have only to show that the elements of A are linearly independent; 
indeed, among the elements of A, Qabcl\Zuu is characterized, as one sees 
readily from (2.19), by the property that it contains the term 

with nonzero coefficients in the expansion in Zt, z~, where W j = zp+ j and 
w~=z~+j, ls;.j~m. 

Case 3: d=4n and G=Sp(n)Sp(l) with VB=Hn as in Case 2 (cf. 
(2.12». In this case H = {± I} and the H-structure is uninteresting. The 
structure of vt is as follows. Let Sp(l) act on P by the inner automor­
phism. Then < , )p: HnXHn---+p is Sp(l)-equivariant (cf. (1.1». We 
set 

(2.20) 

where N is the quaternion norm. If we consider < , ) p as a P-valued 
2-form on VB=Hn by identifying VB with its dual via ( , ), then ([J may 
be regarded as a G-invariant 4-form on VB. We call ([J the Kraines form 
(cf. [19]). Then it is well-known and easy to verify that 

(2.21) vt=(VSp(n»SP(l)= EB C([J'. 
O;>i.;:>n 

Let L. be the ([J-multiplication operator on 1\ V.Let A.=*-lL.*. 
Then L. and A. are adjoint to each other with respect to the natural 
Hermitian inner product of 1\ V. We call an element ve 1\ VB ([J-effective 
if A.v=O. Let V:(.) be the subspace of ([J-effective k-forms, which is 
clearly G-invariant. We set V:I:) = V:(.) n VIc;r, where Vk;r is as in (2.8). 

Proposition 2.11. For I <n the linear map L.: I\! V ---+ 1\ ! +4 V is 
injective and for l<n+3 we have the natural direct sum decomposition: 
1\ Z V = EBO';;S';;[1/4] L~ V!(.~. 

This is essentially due to Kraines [19], where she has shown the 
injectivity for I <n-3. 

Proof The second assertion follows from the first as in [19; Th. 
2.6]. So we shall prove the first assertion. First we note that for any 
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integer n~t-:5:2n and i E ,1(2n-t) if we set V~tl2i=EB&EJ(i) V~t;2S then we 
have 

(2.22) 

where V~t;28 are as in Lemma 2.3. In fact this follows from the considera­
tion of the natural surjections Uk: Sk(V2)--+ V~k with the help of (1.14) and 
Lemma 2.3. Note that f/)o in (1.14) is mapped by U2 to f/) up to multipli­
cative constants. 

We show more precisely the injectivity of L~: VI;s--+VI+4a;& for any 
s E ,1(1), where a=n-(l+s)/2. This is equivalent to the injectivity of 
A~= *-IL~*: V 4n-l;s--+V4n-I-4a;8, * being isomorphic. Since L~ and A~ 
are adjoint to each other, the latter is further equivalent to the injectivity 
of L~: V 4n-I-4a;&--+V4n-I;8. Hence it suffices to show that for each p E ~ 

=~Sp(n) the induced linear mapping L~: v!n-I-4a;s--+v!n-I;S is surjective. 
By Proposition 2.4 and (2.3) we may assume that p=p(k; r) for some 
(k, r) E 1ff with k E ,1(1), so that v~;r = v~;r. Moreover, by 4) of Proposi­
tion 2.4, we have a) V~;S~ V~-k /\ v!;r and b) v!n-l;&~ v~n-l-k /\ v!;r. In 
view of (1.12) from a) we get k+r ~s+l, and from b) we see that v!n-l;& 
~v~n-l-klr+8+e/\v!;r, where s=O or 2 is determined by k+l+s+r=: 
s (4). Then we have a-:5:{3 with 

(3=n-(k+l +s+r+s)/4. 

Hence by (2.22) we get v!n-I;8~L~vr+8+e /\ V!;r~ImL~ as desired. 

§ 3. Decomposition theorem for the cohomology group of a Riemannian 
manifold 

Fix a compact connected oriented C= manifold M of dimension d. 
Let T1l be the cotangent bundle of M. Let Go be a closed subgroup of 
GLiR). The examples of Go we have in mind are: Case 1, GLn(C) 
(d=2n); Case 2, GLn(H) (d=4n); and Case 3, GLn(H)·H X (d=4n). 

A Go·structure is by definition a reduction of the structure group of 
T1l in Go. Set VR=Rd. Let A:=EndooVR be the R-algebra of Go-linear 
endomorphisms of V R' Then A naturally operates on T1l by bundle 
endomorphisms. The structures of A in the above three cases are given 
respectively by: Case 1, C; Case 2, H; and Case 3, R. Accordingly, in 
the first two cases we call the corresponding Go·structure almost complex 
structure and almost quaternionic structure, respectively. In the thrid case 
we call the Go·structure a twisted almost quaternionic structure. *) In fact, 

*' In [22] this is rather called the almost quaternionic structure (when n> 1). 
The present usage of "almost quaternionic structure" is in accordance with [25]. 
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in this case the bundle EndRTil of algebras contains a subbundle of 
algebras whose fiber is isomorphic to H (cf. [22]). In these cases if, 
further, the Go-structure admits a torsion-free connection, we shall call it a 
complex structure, quaternionic structure, and twisted quaternionic structure, 
respectively. In fact, in Case 1, then the almost complex structure defined 
by i E C is known to be integrable. Similarly in Case 2 the almost 
complex structures defined by A E C ~ H are all integrable, and hence we 
obtain a family of compact complex manifolds {MJ1EO parametrized by 
C=pl (cf. [15, IX. 3]). We shall call this family the Calabifamilyasso­
ciated to the given quaternionic structure (cf. [6]). 

Now fix a Riemannian metric g on M. Let ( , ) be the standard 
Euclidian inner product of V R' Let K be the linear holonomy group of the 
Riemannian manifold associated to the Riemannian connection r con­
sidered as a subgroup of SO(d) (with respect to some reference point 
Xo E M and an isometry u: (T;., gx.)::::;:(VR , ( , )) (cf. [15]). Then the 
structure group Til is naturally reduced to K; in particular if K is con­
tained in G: = Go n SOC d), M has naturally the associated Go-structure 
with a torsion-free connection (cf. [15]). In the above three cases, 
G= U(n), Sp(n) and Sp(n)Sp(1), respectively. In these cases we call the 
Riemannian manifold (M, g) a Kahler manifold, a hyperkahler manifold 
(cf. [6]) and a quaternionic Kahler manifold, respectively, except that in the 
last case we assume that n> 1 for some reason (cf. [22]). In fact in Case 
1, g becomes a Kahler metric in respect to the underlying complex 
structure, and similarly in Case 2, g becomes a Kahler metric on each 
Ml so that {Ml} is now a family of compact Kahler manifolds. 

The importance of the above three cases comes from Berger's 
holonomy classification theorem [2], which tells us that if the identity 
component Ko of K acts irreducibly on VR , and if (M, g) is not locally 
symmetric, Ko is equivalent to one of the following subgroups of SO(d): 
i) SO(d), ii) U(n) or SU(n) (d=2n), iii) Sp(n) or Sp(n)Sp(l) (d=4n) iv) 
Spin(7), v) G2• 

Now we shall fix a compact Lie subgroup G of SO(d) and assume 
that the holonomy group of (M, g) is contained in G. Let V be the 
complexification of VR with the induced Hermitian inner product. Let 
T*=Til®C be the complexified cotangent bundle of M. Let I\kT* be 
its k-th exterior power, which is considered as a C= complex vector 
bundle with typical fiber 1\ kV and with structure group G. Then for any 
G-invariant subspace F of 1\ k V we have the naturally associated vector 
subbundle of 1\ kT* with typical fiber F and with structure group G, 
which we shall call the subbundle associated to F. In general, we call such 
a subbundle of 1\ kT* admissible. 

Now let 11k be the Laplacian associated to the metric g operating on 
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the space Ak(M) of COO k-forms on M. Let Sjk(M) be the subspace of 
harmonic k-forms with respect to Ilk. For any subbundle Wof /\ kT* a 
section of W will be called a W-form (of degree k). We denote by SjfV(M) 
the space of harmonic W-forms. The following theorem of Chern [8] is 
fundamental for our purposes. 

Theorem (Chern). Let W be any admissible subbundle of /\ kT*. 
Then the Laplacian Llk commutes with the orthogonal projection Pw: /\ k T* 
-+ W (with respect to the natural Hermitian structure of /\ kT*). If /\ kT* 
is a direct sum of admissible subbundles Wi' 1 ~ i ::;;'s, then we have the 
direct sum decomposition Sjk(M) = EBl~i~s SjfV ,(M). 

Let W be any complex (resp. real) Coo subbundle of /\ kT* (resp. 
/\ kTlD. Then we denote by HfV(M, K) the subspace of Hk(M, K) con­
sisting of those classes which are representable by d-closed Coo W-forms, 
where K=C (resp. R). Then the de Rham isomorphism Sjk(M)-+Hk(M, 
C) induces the natural injection jw: SjfV(M)-+HfV(M, C). As an imme­
diate consequence of the above theorem we note the following: 

Lemma 3.1. If W is admissible, then jw is isomorphic so that SjfV(M) 
:=.HfV(M, C) naturally. 

Proof Let a be any d-closed Coo W-form. Let Ha be the harmonic 
part of a. Then by the above theorem Ha is again a W-form. (Since 
Ilk commutes with Pw, the harmonic projection operator H also commutes 
withpw (cf. [27; IV]).) This implies the surjectivity ofjw. 

Now in the two theorems below we shall summarize some of the 
consequences which we shall draw from the above theorem. First, note 
that associated to the canonical G-decomposition /\ kV = EBP Ei1! V! of (2.1) 
we have the natural decomposition of complex vector bundles 

where W! is the subbundle associated to the subspace V!. Then for any 
p E ~ we set H:(M, C)=H~p(M, C). 

Theorem 3.2. In the above notation and assumptions there exists a 
natural direct sum decomposition 

(3.1) H*(M, C) = EB H:(M, C). 
pEiJ! 

Moreover, if 0 E ~ is the class of the trivial representation, then Ht(M, C) 
is a subalgebra defined over R of the cohomology ring H*(M, C) naturally 
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isomorphic to vt, and each H:(M, C) is naturally a graded Ht(M, C)­
module so that (3.1) is a decomposition as an Ht(M, C)-module. 

Let H be the commutor of G in GLiR) and Go the commutor of H 
in GLiR). Then H operates naturally on T1l and this action induces 
the C-linear action on the bundle I\kT*. Then associated to the canoni­
cal H-decomposition I\kV=EB P EiJI' V! of (2.2) we have the canonical 
decomposition 

(3.2) 1\ kT*= EB W! 
,uElR' 

of Coo vector bundles, where W~ is the subbundle associated to the sub­
space V!. Then we set H!(M, C)=H'iv/M, C). 

Theorem 3.3. In the above notation and assumptions H*(M, C) has 
the natural structure of an H-module defined over R such that H:(M, C) 
and H:(M, C) are all H-submodules for any p E ~ and fl E ~/. Further, 
the canonical H-decomposition of H*(M, C) is of the form 

(3.3) H*(M, C)= EB H:(M, C), 
pEiJI' 

where H:(M, C) is the fl-isotypical component. Moreover, (3.3) depends 
only on the underlying Go-structure, but not on the particular choice of the 
metric g. 

Remark 3.4. The decompositions (3.1) and (3.3) are compatible; for 
instance if we set H:jM, C) = H:(M, C) n H:(M, C), then we have 

(3.4) H:(M, C)= EB H:jM, C). 
pEiJI 

The following result due to Lichnerowicz is useful for our argument. 

Lemma 3.5. 1) Let a .be any parallel k-form and (3 a Coo l-form. 
Then !J.(a/\(3) = a/\!J.(3, where !J. is the Laplacian. In particular, a is 
harmonic. 2) Let h be a Coo endomorphism of the bundle 1\ kT*. Suppose 
that h is parallel as an element of the bundle End 1\ k T*. Then for any Coo 
k-form a we have !J.(ha)=Ma. 

For the proof see Lichnerowicz [20] (cf. also [21; (4.3.88)]). We 
write SJ~(M)=SJ~/M). Using the above lemma we show the following: 

Lemma 3.6. 1) A Coo k-form a is in SJ~(M) if and only ifit isparal­
leI. 2) For any p E ~, any a E SJ~(M) and (3 E SJ~(M) we have a/\(3 E 

SJ!+ I(M). 
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Proof 1) If a is parallel, then a is a W~-form and further is 
harmonic by Lemma 3.5. Thus a E SJ~(M). Conversely, suppose that a 
is in SJ~(M). We use the argument of Bochner-Yano for which we refer 
to Goldberg [11; p. 88]. Let 

be the local expression of a with respect to local coordinates U j , ••• , Ua, 

where ai, ••• i, are skew-symmetric in their indices. Let R ijkZ , R ii , D j be 
the local expressions with respect to Ui of the Riemannian curvature tensor, 
the Ricci curvature tensor, and the covariant differentiation associated to 
the Riemannian connection T, respectively. Then the following is true 
(cf. [11; (3.2.9)]); 

(3.5) 

where 

(If k= 1, the second term is assumed to be zero.) However, the argument 
there certainly shows that if, further, a is parallel, then even the integrand 
of (3.5), which reduces to F(a) then, vanishes indentically on M. Since 
every element of each fiber of the bundle W~ is obtained as the restriction 
of some parallel k-forms, this in turn implies that even for any C= W~­
form f3, F(f3) vanishes identically on M. Then we apply this fact to an 
arbitrary harmonic W~-form a and then use (3.5) to conclude that 
Dpi, ... i,=O, i.e., that a is parallel. 

2) By 1) a is parallel. Hence the result follows from Lemma 3.5. 

Corollary 3.7. Let a E SJ~(M) and a corresponding cohomology class. 
Let La (resp. La) be the a- (resp. a-) multiplication operator on SJ*(M) 
(resp. H*(M, R)). Then the de Rham isomorphism SJ*(M)-*H*(M, R) 
induces the isomorphism of Ker La and Ker La, where Ker denotes the 
kernel. 

Let P*(M) be the space of parallel forms. By Lemma 2.6 we obtain 
the canonical isomorpnisms 

d r 
(3.6) Ht(M, C)~SJt(M)=P*(M)~ vt, 

where d is the de Rham-Hodge isomorphism, the middle equality is just 
the content of 1) of Lemma 3.6 and r is obtained by restriction to the 
fiber (A * Txo) over Xo identified with A * V by A *U. Now the proof of 
Theorem 3.2 is immediate. 
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Proof of Theorem 3.2. (3.1) is an immediate consequence of the 
theorem of Chern and Lemma 3.1. The second assertion follows from 
(3.6), since P*(M) is a C-subalgebra of A*(M) and r is an algebra iso­
morphism. Finally, the last assertion follows from Lemmas 3.1 and 3.6, 
2). 

Proof of Theorem 3.3. The definition of H:(M, C) depends only on 
the underlying Go-structure (which determines H as the commutor of Go); 
hence the same is true for (3.3) if such a decomposition exists. For the 
remaining assertions, by identifying SJ:(M): = SJ~ /M) with H:(M, C) 
and SJt(M) with Ht(M, C) by Lemma 3.1, we have only to prove the 
corresponding assertions for the corresponding space of harmonic forms. 
First, we note that each h e H, regarded as a section of the bundle End 
1\ k T of endomorphisms of 1\ k T*, is clearly parallel with respect to r. 
Then by Lemma 3.5 the action of H preserves SJk(M) and is defined over 
R. On the other hand, the action of H clearly preserves each subbundles 
W! and W~ and hence the spaces SJ~(M) and (l!(M) also. Further, as 
an H-module (l~(M) is clearly p-isotypicai. Hence the direct sum 
decomposition (lk(M) = EB .uE!l!' SJ~(M) associated to (3.2) by the theorem of 
Chern is just the canonical decomposition of SJk(M). 

Remark 3.8. Ht(M, C) is defined R over if and only if p is self­
conjugate. Similarly, if plH! is irreducible, H:(M, C) is defined over R if 
and only if pIH! is self-conjugate. These facts follow from the above 
proofs and Lemma 2.1. In these cases we can speak of the real coho­
mology groups Ht(M, R) and H:(M, R). 

Let Vi' i = 1,2, be G-invariant subspaces of 1\ kt V with kl <k2 such 
that the exterior product induces the linear map r: V~®VI-+V2' where 
s= kl - k2. Let Wi be the associated subbundles of 1\ kt V with fiber Vi. 
Then r induces a bundle map W~® Wl -+ W2, and then by Lemma 3.6 it 
further induces linear map r ~: (l~(M)®(l~!(M)-+(l~.(M) of the corre­
sponding spaces of harmonic forms. Let r H: H~(M, C)®H~lM, C)-+ 
H~o(M, C) be the corresponding map of cohomology groups (cf. Lemma 
3.1). 

Lemma 3.9. Jfr is injective, then r H also is injective. Jfr is isomor­
phic, then rH also is isomorphic. 

Proof The first assertion is clear. We have only to show that r ~ is 
surjective assuming that r is isomorphic. Let f3 be any element of (lko(M). 
Fix a basis {aI, ... , a b } of (l~(M). Since the restriction induces the 
isomorphism of (l~(M) with each fiber of W~-+M, the assumption that r 



130 A. Fujiki 

is isomorphic implies that we can write 13= L:f~l aJ\f3i for some Coo W I -

forms 131, .. " f3b' Applying the Laplacian A to this equality and using 
Lemmas 3.5 and 3.6, we obtain O=Af3= L:f~l aiAAf3i' Since Af3i is again 
a Wcform by the theorem of Chern, by the injectivity of r we get that 
Af3j=O for any j. This implies that f3j are harmonic as desired. 

Note that the lemma is still true if we replace vg by any of its sub­
spaces and Hg(M, C) by the subspace correponding to it via (3.6). This 
is clear from the above proof. 

Let HI =Hn SO(d). Then the Hodge *-operator *: /\ aT=::; /\ a-kT 
is both G- and Hcequivariant. Therefore for any p E 1ft it induces suc­
cessively HI-isomorphisms SJ~(M)=::;SJ~-k(M) and 

(3.7) *: H~(M, C) ::::; H~-k(M, C). 

This reduces in principle the study of the structure of Hk(M, C) to the 
case k<dJ2. We note, however, that the definition depends explicitly on 
the choice of the metric. 

It is interesting to ask if the following statement is true in general: 
Any element h of H acts on H*(M, R) as an algebra automorphism. If 
this is the case, then the Poincare duality makes Hk(M, R) and Hd -k(M, R) 
into dual Hcmodules. 

We now specialize the previous considerations to the three cases 
mentioned at the beginning of this section. We start with: 

Kahler case (cf. Chern [8; § 4]): In this case d=2n, G= U(n), H 
=C* and Go=GLn(C). Further (M,g) has naturally the structure ofa 
compact Kahler manifold, which we denote by (X, g). In this case 
Theorems 3.3 and 3.2 reduce to the usual Hodge and the Lefschetz 
decomposition theorems for X, respectively. We shall give these reduc­
tions briefly. 

Let HM(X) be the subspace of Hp+q(X, C) of those classes repre­
sentable by d-closed (p, q)-forms. Then we have the Hodge decomposition 

Hk(X, C) = EB HM(X), 
p+q~k 

which depends only on the underlying complex structures. This is just 
the canonical decomposition (3.3) of the C*-module H*(M, C) defined 
over R. 

Let w be the Kahler class corresponding to g. Then we have 
H;(X, R) = tth",o Rwk by (2.4) and (3.6). Let L be the w-multiplication 
operator as usual on H*(M, R). For k~n we set 

H!(X, R)={a E Hk(X, R); Ln-k+la=O} 
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(the set of w-effective (or primitive) classes) and set H~,q(X)=H:(X, C) n 
HM(X). Then for the representation p= pep, q), p+q <n, we have 
H:(X, C)=(£Jr~oL'H~,q(X) and H*(X, C) is a direct sum of such sub­
modules; in particular H:(X, C)=Ht(X, C)·H~,q(X). This follows from 
Proposition 2.2, Theorem 3.2 and Lemma 3.8. Moreover, adding with 
respect to (p, q) and taking the real part, we get the Lefschetz decomposi­
tion 

Hk(X, R)= (£J L'H!-2r(x, R). 
(k-n)+;;;r 

Moreover by (2.7) and Lemma 3.9, we have the isomorphism 

U-k: Hk(X, R)~H2n-k(X, R) (the strong Lefschetz theorem). 

These depend only on the Kahler class but not on the metric itself. 
Recall also two corollaries of the above decompositions for com­

parison with the hyperkahler case. Let bk be the k-th Betti number of X. 
Then 

(3.8) bk is even if k is odd 

and 

(3.9) 

where bk,e=dimH!(X, R). 

We also quote the following fact (cf. [27; p. 74, Th. 4]): 

Lemma 3.10. H =C* acts as algebra automorphisms on the coho­
mology ring H*(M, R). 

Hyperkiihler case: In this case d=4n, G=Sp(n), H =HX and Go= 
GLn(H). (M, g) is a hyperkahler manifold of dimension 4n and admits 
a family of compact Kahler manifolds, {M1hEC' the Calabi family asso­
ciated to (M, g). In this case our results will be summarized in the two 
theorems (Theorems 3.11 and 3.16) below, which correspond to Theorems 
3.3 and 3.2, respectively. The decomposition (3.2) in this case takes the 
form 

(3.10) /\ kTi= (£J Wk;r 
rEJ(k) 

corresponding to the canonical HX-decomposition (2.8) of /\ k VR • We 
set Hk;r(M, R)=H'fyk;r(M, R). 



132 A. Fujiki 

Theorem 3.11. Let (M, g) be a compact hyperkiihler manifold of 
dimension 4n. Then the real cohomology ring H*(M, R) has the natural 
structure of an HX-algebra, where the elements of HX act as algebra auto­
morphisms. With respect to this action the canonical HX-decomposition of 
Hk(M, R) is given by 

(3.11) Hk(M, R) = EB Hk;T(M, R), 
TeA(k) 

k=min (k, 4n-k), 

where Hk;T(M, R) is the V:'T-isotypical component. Moreover, the above 
structure depends only on the underlying quaternionic structure but not on 
the particular metric g. 

Remark 3.12. It is known that g is necessarily an Einstein metric 
which becomes a Kahler Einstein metric on each M.. Therefore the 
apparent freedom of g asserted in the last part of the theorem would 
actually be very little, unlike the Kahler case. 

By Lemma 1.2 and Theorem 3.11, corresponding to (3.8) in the 
Kahler case we get: 

Corollary 3.13. Every odd dimensional Betti number of M is divisible 
by 4. 

Theorem 3.11 follows immediately from Theorem 3.3 and Remark 
3.8 except possibly the following: 

Lemma 3.14. Any element of H X acts as an algebra automorphism 
of H*(M, R). 

Proof Let h be any element of HX. We may write h=a+bA. for 
unique a, b E R and A. e C. On the other hand, A. defines a natural almost 
complex structure J1 on M and the triple (M, g, J.) with g as above 
becomes a compact Kahler manifold as we have already remarked. Then 
by Lemma 3.10 h acts as an algebra automorphism of H*(M, R). 

For any A. E C let w. be the parallel 2-form on M corresponding to 
the fundamental form w. E V~,B (cf. (2.9» by the isomorphism of (3.6). 
We shall denote again by the same letter W 1 the de Rham class of W1 in 
H2(M, R). Then W1 is just the Kahler form, and hence W1 the Kahler 
class, associated to the Kahler metric defined by g on M1 (cf. [6] [15; IX. 
4]). 

Definition. We call the real 3-dimensional subspace F of H2(M, R) 
generated by W1 for A. E C the hyperkiihler (HK) 3-space associated to 
(M,g). 
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Note that F is an HX-submodule of H2(M, R) isomorphic to Vf2; 
further, Ht(M, R) is an HX-submodule by Theorem 3.3. From Lem~a 
2.3 and the isomorphism (3.6) we get the following: 

Proposition 3.15. H~(M, R)=F, and Ht(M, R) is generated by F as 
an R-algebra. If k=2/, H~(M, R) is isomorphic as an HX-module to S!(F) 
if k<2n and in general H~(M, R)~EB8ed(t) Vf,2., l=min (I,2n-I). 

For any A E C let LA be the wA-multiplication operator on H*(M, R). 
For any k<2n we set 

H!(M, R)={a E Hk(M, R); L~n-k+la=O, A E C}. 

An element of H!(M, R) is said to be universally effective. Since F is 
HX-invariant, H;(M, R) is an HX-submodule of H*(M, R). Hence if we 
set H:;r(M, R)=H~(M, R) nHk;r(M, R), the canonical HX-decomposition 
of H!(M, R) is clearly given by 

(3.11) H!(M, R)= EB H!;r(M, R). 
red(lc) 

For simplicity we set N*=Ht(M, R). 

Theorem 3.16. Let (M, g) be a compact hyperkiihler manifold of 
dimension 4n as above. Then we have the following: 1) As an N*-module 
H*(M, R) is generated by the graded submodule H;(M, R). 2) If I~n, 
we have a natural direct sum decomposition of HX-modules; 

(3.12) Hl(M, R)= EB NHH~(M, R). 
ked(l) 

Moreover in this case, the natural map 

(3.13) 

is an isomorphism of HX-modules. 3) H!;r(M, R)=O unless (k, r)e 'Iff. 
4) All the above structures depend only on the hyperkiihler 3-space F asso­
ciated to (M, g) but not on the particular metric (cf Remark 3.12, however). 

Remark 3.17. 1) (3.12) and (3.13) correspond, respectively, to (a 
weak version of) the Lefschetz decomposition and the strong Lefschetz 
theorems in the Kahler case. (3.12) is expected to be true in general, 
while (3.13) is in general not true for I>n; the problem would then to 
determine the kernel of the map exactly. 2) If I <n, any element of 
Hl(M, R) is written uniquely in the form a= I:8.!.U~O w:w;w~a.tu by 3), 
where a.!U are universally effective; moreover w~w~a8tu is wTc-effective etc. 
as follows from the uniqueness of the expression. 
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Proof of Theorem 3.16. Let ~~(M) be the space of real harmonic 
k-forms a with L~n-k+l a=O for any ;( E C. Then by Corollary 3.7 the 
natural injection j: ~~(M)--+H~(M, R) of HX-modules is isomorphic. 
Further, by considering the isotypical components of both sides, we see 
that j induces an isomorphism ~:;r(M)-=+H:;r(M, R), where ~~;r(M)= 
~~(M) n ~~k;r(M). 3) then follows from Proposition 2.4. 

For 1) we repeat formally the proof of Proposition 2.4, 2) with the 
l-covector a there replaced by a harmonic k-form in ~k(M) and with WA 

considered as the corresponding Kahler class on M A• Then we have 
~Z(M)=Nz-k A~~(M), where N* is identified with ~;(M) via (3.6). In 
view of the above isomorphism ~~(M)~H~(M, R), this gives 1). 

The proof in fact shows more; namely, we have ~;(M) = 
N Z- k A~~,.(M) for any p E 91, where ~~,.(M)=~~(M) n ~~(M). On the 
other hand, by Proposition 2.4, if l<n, then ~~,.(M)=O unless p=p(k; r) 
for some r E LI(k), and in this case V!,R= v~;r. Hence ~!,.(M) coincides 
with~~;r(M). In particular, we have obtained: ~;(k;r)(M)=N!-k ;\~~;r(M), 
or H;(k;r)(M, C)=Nz-kH~;r(M, R). Hence by Theorem 3.2, Remark 3.8 
together with Proposition 2.4 we have the direct sum decomposition 

Ht(M, R)= EB EB H;(k;r,(M, R). 
kEd(Z) rEd(k) 

Hence by (3.11) 

HZ(M, R)= EB N!-k( EB H~;r(M, R))= EB NI-kH!(M, R). 
kEd(!) rE4(k) kE4(l) 

This shows (3.12). Finally by Lemma 3.9 the injectivity of 

NI-k®RH!(M, R)--+Nz-kH!(M, R) 

would follow from the injectivity of V~ -k®R v~;r --+;\ Z V, and hence of 
V~ -k® R V~--+;\ Z V, which is in fact true by Proposition 2.4. 2) is proved. 
Finally 4) is clear from the definitions. 

By the above theorem and (3.11), as an HX-module 

Ht(M, R)~ EB EB NI-k®RHk;r(M, R), l<n. 
kE4(l) rE4(k) 

Therefore if h~;r:=dim H~;r(M, R) are given, the structure of Hk(M, R) 
as a real HX-module, namely the dimension hk;r = dim Hk;r(M, R) of its 
isotypical components are determined by Lemma 1.4: 

(3.14) hk;r(M)= L: L: L: teed, (l-k)/2, r)h~;r. 
kEd(!) rE4(k) d 

(See Lemma 1.4 for the definition of te.) 
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In addition to Corollary 3.13, the theorem imposes some more 
topological restrictions on the underlying C= manifold of a hyperkahler 
manifold. Let bk be the betti number of M and we set bk " = dimRH:(M, R). 
Then from Proposition 3.15 together with (3.12) (3.13) we get the follow­
ing: 

Corollary 3.1S. Suppose that I <no Then we have 

(3.15) bl= L: (l/8)(l-k+2)(l-k+4)bk". 
kEJ(!) 

Taking the first, second and third differences of the sequence {bl} 
with unit difference 2, we successively get the formulas 

bl-bl_Z= L: (1/2)(/ -k+2)bk " 
kEJ(l) 

bl-2bl_Z+bl_4= L: bk" 
kEJ(!) 

bl -3bl_2+3bl_4 -bl_6=bl ,,, 

where bk=O if k<O. In particular, corresponding to (3.9) in the Kahler 
case we get: 

Corollary 3.19. If I ~n, we have the inequality 

Also from (3.15) we get for instance: 

b2s :::::(s+ 1)«b2 -I)s+2)/2:::::(s+ 1)(s+2)/2, 2s<n, 

b2s+ 1:::::s(s+1)bs/2 ifb1=0, 2s+l<n. 

The above results show the rapidly increasing character of the Betti 
numbers of a hyperkahler manifold. 

For any A E C we have the Hodge decomposition 

(3.16) Hk(M, C)= EB HP,q(M). 
p+q~k 

with respect to A associated to the regular HX-module Hk(M, R) (cf. 
(1.10)). The geometric interpretation of this decomposition is as follows. 

Proposition 3.20. Let {M.hEC be the Calabi family associated to 
(M, g). Then Hp,q(M);, coincides with the Hodge (p, q)-component 
Hp,q(M;.) of the Kahler manifold M;,; Hp,q(M);,= HM(M;,). In particular 
(3.16) is just the Hodge decomposition of M;,. 
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Proof This follows immediately from the definition of the HX_ 
module structure of Hk(M, R) and from the definition of the complex 
structure on M, as that induced by the multiplication by ;. on Til-

From Lemma 1.2 we get the following: 

Corollary 3.21. The Hodge number hp,q(M,) is even if p+q is odd. 
For any p';:?q ';:?o we have the inequalities hp,q(M,) ';:?hp +l,Q-i(M,). 

Quaternionic Kahler case: In this case d=4n, G=Sp(n)Sp(l), H= 
RX, and Go=GL4n(R). (M, g) is a quaternionic Kahler manifold. Such 
a manifold has recently been investigated by Salamon [22] extensively. In 
order to give the reader an idea what the manifold is like, and also for 
later reference we shall recall some of its properties from [22] first: 1) 
(M, g) is an Einstein manifold so that in particular its scalar curvature t is 
constant. If t >0, then M is simply connected and every odd dimensional 
Betti number of M vanishes. 2) To (M, g) there is naturally associated a 
compact complex manifold Z with a C~-submersion tr: Z~M with each 
fiber a complex projective line pi (called the twistor space of (M, g». If 
t >0, Z is a (projective) Fano manifold (i.e., clZ) is positive) with holo­
morphic contact structure. Further, the Hodge numbers satisfy 

(3.17) 

the fact which holds for any Fano manifold with holomorphic contact 
structure. 3) When t > 0, certain compact Riemannian symmetric spaces 
constructed by Wolf are the only known examples. 

Now since H=RX, Theorem 3.3 is uninteresting in this case. We 
shall see certain consequences of Theorem 3.2. Denote by the same letter 
ifJ the parallel 4-form corresponding to the Kraines form ifJ E Vt,R (cf. 
(2.20». Let [ifJ] be the de Rham cohomology class of ifJ in H4(M, R). 
We call [ifJ] the Kraines class of (M, g) (cf. [19]). Let L.p be the [ifJ]­
multiplication operator on H*(M, R). Set A<z> = * -lL<z>*, where * is defined 
by the isomorphism H*(M)~H*(M, R). Then a class a of H*(M, R) is 
called ifJ-effective if A<z>a=O. Let H~qJ)(M, R) be the space of ifJ-effective 
classes. Then the following is true: 

Theorem 3.22. Let (M, g) be a quaternionic Kahler manifold of dimen­
sion 4n. Then 1) for any k<n, the linear map LqJ: Hk(M, R)~Hk+4(M, R) 
is injective. In particular we have bk <bk+4 in this range, where bk denotes 
the Betti number. 2) We have the direct sum decomposition Hk(M, R)= 
EBO:O;;S:O;;[k/4]L~H~(4)~S(M, R), k;;;;n+3. 

Proof By (2.21) and (3.6) we have H;(M, R)=EBk'?;oR[ifJY. The 



Compact Kahler Symplectic Manifold 137 

theorem then follows easily from Proposition 2.11, Theorem 3.2 and 
Lemma 3.9. 

Note that 1) of Theorem 3.19 for k<n-3 is already in Kraines [19], 
where the theorem of Chern is already used. Note also that since the 
decomposition (2.8) is Sp(n)Sp(1)-invariant, by Theorem 3.2 the direct 
sum decomposition Hk(M, R)=EBTe4(ih Hk;T(M, R) of Theorem 3.11 still 
holds though there is no natural action of HX in this case. On the other 
hand, 2) of the above theorem has the obvious disadvantage in that the 
definition of H:{IP)(M, R) depends explicitly on the metric and is not expres­
sed purely in cohomological terms. In this respect it is interesting to 
consider the following variation of the definition of IP-effectivity: We set 

The definition clearly depends only on the Kraines class [IP] and not on 
the particular choice of the metric. In any case, we can get the "strong 
Kraines" and "Kraines decomposition" in either definition of IP-effectivity 
when the scalar curvature t is positive, by using directly the results of 
Salamon mentioned earlier. 

Theorem 3.23. Let M be a quaternionic Kahler manifold of dimension 
4n with positive scalar curvature. Then: 1) for any O::::;'k<n, L~-k induces 
an isomorphism L~-k: H2k(M, R)~H4n-2k(M, R), and 2) for any k~O we 
have the direct sum decompositions 

H2k(M, R) = IJ)TL;H:~;t(M, R), (k - n) + ::::;, r < [kI2]. 

Remark 3.24. As mentioned above, 2) also is true with H:~;t(M, R) 
replaced by H!t;)4T(M, R). Indeed, this can be proved in the same way 
as in [19; Th. 2.6] by using 1) and Corollary 3.7. It is expected that 
H2k(M, R)=H2k;O(M, R) for any k>O in this case. 

Proof We shall write Hk(X) for Hk(X, R), X=M, Z, where Z is 
the twistor space of M. Let m=ct(Z); Then m is a Kahler class on Z. 
As usual let L be the m-multiplication operator on H*(Z). Since 
tr*: H*(M)~H*(Z) is injective by Leray-Hirsch, we consider H*(M) as a 
subring of H*(Z). Then we have the canonical direct sum decomposition 

(3.18) Ht(Z) = Ht(M)IJ)LHi -2(M) 

and m2 =a[IP] for some positive number a>O so that 

(3.19) D=aLIP on H*(Z) 
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(cf. [22; (2.6) and p. 151]). The strong Lefschetz theorem on Z gives us 
the isomorphism 

(3.20) 

In particular, we have the inclusion 

(3.21) 

Now we consider the case i =2k. Then by (3.18) (3.19) and (3.21) we get 
the inclusion 

L~-k: H2k(M)<:::-)oH4n-2k(M). 

By the Poincare duality this is actually isomorphic. This proves 1). 
Next we show 2). We consider the Lefschetz decomposition on Z; 

(3.22) 

Claim: For any O<I<n we have the inclusion H!L(ZY;;;.H2L(M) 
with respect to the decomposition (3.18). 

Proof. First we note that for any 21 <2n and u e H2L(Z), u is an 
element of H!L(Z) if arid only if £2(n-L+l)u=D2n+1)-2L+lu=0. On the 
other hand, by (3.19) we have £2(n-L+l)=an-L+1L~-L+l. Hence £2(n-L+l) 

preserves each factor of (3.18). Therefore it suffices to show that 
£2(n-L+l) ILH2H(M) is injective. Indeed, this follows from the strong 
Lefschetz theorem on Z: 

L2(n-L+l) +1 =L(2n+1) -(2L-2): H2L-2(Z)::;H(4n+2) -(2L-2)(Z) 

and the inclusion H2L-2(M)~H2t-2(Z). 

Now for any a e H2k(M) write 

a = .L: L' a" ar e H!k -2r(z) 
r 

according to (3.22). Then by Claim above ar e H2k-2r(M). Hence if 
we set a' = .L:r:even Lrar and a" = .L:r:odd Lr-la" then a' e H2k(M) and 
a" e H2k-2(M) in view of (3.19) and a=a' +La". From (3.18) we get 
La"=O. Therefore a=a'= .L:r:evenL~2a" ar=arlar/2 uniquely. Moreover 
from (3.18) and (3.19) we get ar e H!tinM) with r even. This completes 
the proof. 

Remark 3.25. The method of the above proof also gives another 
proof of the fact that bt(M)=O for any odd i. Indeed, from (3.20) we 
get the isomorphism L~-k: H2k+1(M)::;H2(2n+l)-(2k+l)(M)=H4n-2Hl(M), 



Compact Kahler Symplectic Manifold 139 

1 ::;; i =2k+ 1 <2n-1. Hence by the Poincare duality b2k +1(M) = 
b4n-2k+l(M)=b2k_l(M) for O~k~n-1. Thus b2k +1(M)=b_lM)=0. 

Note also that the following fact is proved in the course of the proof 
of the theorem: 

(3.23) 

Now we shall prove a theorem concerning the index of M as an ap­
plication of the above theorem, just in the same way as the Hodge index 
theorem is proved by means of the Lefschetz decomposition (cf. [12] [27]). 
Recall first that M is naturally oriented so that the signature T=r-(M) of 
M can be defined as the signature of the quadratic form h: H2n(M, R) X 
H2n(M, R)-+H4n(M, R)~R. 

Theorem 3.26. Let bzn(M) be the 2n-th Betti number of M. Then 
we have b2n(M) = ( -1 )nT(M). In other words, h is positive or negative 
definite according as n is even or odd. 

The theorem is due to Salamon when n= 2 ([22; Th. 7.3]). See also 
[13] for the corresponding result when n= 1. Now for any integer k;;::'O 
define a symmetric bilinear form A on H2k(M, R) by 

A(a, b)=L~-kab[M] E R, 

where [M] denotes the evaluation on the fundamental cycle of M. A 
reduces to h in the case k=n. Hence Theorem 3.26 is a special case of 
the following: 

Theorem 3.27. The symmetric bilinear form (_l)k A(a, b) is positive 
definite on H2k(M, R). 

Proof We write H; for H;(<p/M, R). The theorem clearly would 
follow if we show the following two facts: 1) With respect to A, L;H~k-4r 
and L;' H~k-4r' are orthogonal to each other if r =Fr'. 2) (_I)k A is positive 
definite on L;H~k-4r for any r. 

Proof of 1). Let a E H~k-4r and bE H;k-4r' be arbitrary elements. 
We may assume that r'<r. Then n-k+r+r'>n-k+2r'+I, which 
implies that L~-k+r+r'H;k-4r' =0. Hence L~-kL;aL;'b=aL~-k+r+r'b=O. 

Proof of 2). Let a be as above. Let C be the Weil operator on Z, 
i.e., the action of i E C* on H*(M, C). Since a is real of type (k-2r, 
k-2r) by (3.17), we have Cli=a. Moreover by (3.23), a is w-effective. 
Therefore by [27; p. 77, Cor] if a*O we have 
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On the other hand, if we put R=J w>O for x E M (which is inde-
~-l(.,) 

pendent of x) we have by (3.19) 

Thus 2) follows. 

A(a, b) is defined for any quaternionic Kahler and hyperkahler mani­
folds. It is interesting to study the properties of A(a, b) in the general 
case. 

§ 4. Compact Kahler symplectic manifolds 

Let X be a compact Kahler manifold of even dimension 2n. Then X 
is said to be symplectic if there exists a holomorphic 2-form cP on X which 
is nondegenerate, i.e., its n-th exterior power cpn is nowhere vanishing. 
In partiuclar, in this case the first Chern class ct(X) of X vanishes. On 
the structure of such a manifold the Bogomolov splitting theorem is funda­
mental (cf. [4] [1] [14D. 

Theorem. Let X be a compact Kahler symplectic manifold. Then 
there exists a finite unramified Galois covering X ~X such that X is isomor­
phic to a product T X Yt X ... X Yn where T is a complex torus and Yi , 

1 ~ i ~ r, are simply connected Kahler symplectic manifolds with h2k,O(Yi ) = 1 
and h2k - t ,O(Yi )=O for any k~l. Here the direct factors are uniquely 
determined by X up to permutation. 

Remark 4.1. If dim T = 0 in the above theorem, then X itself is 
already simply connected so that it is isomorphic to Y:= YtX ... X Yr ; 

this is the case, for instance, if the fundamental group is finite, or if h2,O(X) 
= 1 and dim X>2. This can be deduced from the following two facts: 
1) If Aut denotes in general the group of automorphisms, then Aut Yis 
naturally a semidirect product of the product of Aut Yi , 1 <i~r, by the 
finite group of "permutations" of those factors which are isomorphic to 
each other. 2) For any i, Aut Y i contains no finite symplectic automor­
phism groups acting freely on Y i • 

If (M, g) is a hyperkahler manifold, then in the associated Calabi 
family {MAheo each MA is a Kahler symplectic manifold; indeed, if CPA is 
element of V~·°(A) defined by (2.13), then the parallel 2-form on M which 
corresponds to CPA with respect to the isomorphism in (3.6) is a non~ 
degenerate holomorphic 2-form on M A• We shall denote this form still 
by the same letter CPA and call it the canonical holomorphic 2-form on M A• 
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Conversely, any compact Kahler symplectic manifold X determines natu­
rally a family of hyperkahler structures on the underlying oriented C~ 
manifold M, as was shown by Beauville [1], Kobayashi [14] and others by 
using the result of Yau [30]. To be more precise, let Q be the open cone 
of HI,I(X)R consisting of Kahler classes. For any class (j) e Q there exists 
a unique Kahler metric g with the vanishing Ricci curvature by Yau. 
Then the underlying Riemannian manifold of (X, g) is a hyperkahler 
manifold and gives rise to .a quaternionic structure on M, which is unique 
exactly when X is simply connected (cf. Remark 4.1); moreover in this 
case the quaternionic structure depends only on the corresponding point 
lii of the projectified cone Q/R+. We also note that the Calabi family 
{MA} associated to any quaternionic structure on M as above contains 
(X, g) as one of the members. Now combining the above facts with those 
of Section 3 we get the following: 

Theorem 4.2. Let X be a compact Kahler symplectic manifold. Then 
associated to any quaternionic structure on the underlying C~ manifold M 
of X constructed as above we have the natural decompositions of Hk(X, C) 
and Hk(X, R) as stated respectively in Theorem 3.11 and Theorem 3.16. 
They are compatible with the Hodge decomposition of Hk(X, C). 

Remark 4.3. Let t be the canonical holomorphic 2-form on X = Ml 
for some A E A. Let to, tl be the real and imaginary parts of t respectively. 
Then the space H:(X, R) of universally effective classes in Theorem 3.16 
can be described in terms of the holomorphic structure of X by H:(X, R) 
={a E Hk(X, R); L~a=L~oa=L~,a=O}, where d=2n-k+1. 

We put together some consequences of the above theorem which is 
independent of the choice of quaternionic structures. 

Proposition 4.4. Let X be a compact Kiihler symplectic manifold of 
dimension 2n. Let bi be the Betti numbers of x. Then the following are 
true: 1) For any l~n, bl+3bl_2>3bl_~+bl_6 and hence also b1 +bl_4 

>2bl_2. We have b2.>(s+I)((b2-1)s+2)/2 for 2s~n and b2B+I> 
(s+ 1)(s+2)b3/2for2s+ 1 ~n, if bl =0. 2)· bt is divisible by 4, if i is odd. 
A Hodge number hM of X is even, if p+q is odd. 3) For any p>q>O, 
we have the inequality hp,q>hp+I,q-l. 

We shall next give another result on the Hodge cohomology group 
Hq(X, Q~) of X. Let cp be a nondegenerate holomorphic 2-form with 
class t E H2,O(X). Let Lv: Hq(X, Q~)~Hq(X, Q~+2) (resp. L'f: Hq(X, Q~) 
~Hq+2(X, Q~» be the t- (resp. if-) multiplication operator on the graded 
ring H*(X, Q~). We then define for r=t, if the space of r-effective 
Hodge classes by 
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H~(r)(X, .Q~)={a E Hq(X, .Q~); L~-S+la=O}, 

where s=p (resp. q), ifr=t (resp, f). 

Theorem 4.5. 1) The linear maps L't-P: Hq(X, .Q~)~Hq(X, .Q2p-P) 
for p<n, and Lrq: Hq(X, .Q~)~H2n-q(x, .Q~) for q<n, are both isomor­
phic. 2) We have for any p, q ~O the direct sum decompositions 

Hq(X, .Q~)= EB V Hl(t)(X, .Q~-2r), and 
r<:(n-p)+ 

Hq(X, .Q~)= EB LrHi(f~r(x, .Q~). 
r~(n-q)+ 

Proof Let L'I': .Q~~.Q~+2 be defined by the exterior multiplication 
by 9. Then by Proposition 2.6 together with its corollary, we see that 
L;-P induces the isomorphism of Ox-modules L;-P: .Q~::::;.Q2p-P, p<n, 
and moreover, that if .Q~('I') is the kernel of L;-P+l, we get the direct sum 
decomposition of Ox-modules 

(4.1) .Q~= EB L;.Q~(-;~r. 
r<:(n-p)+ 

From the first assertion, 1) for L t follows at once. As for 2), we first 
note that from (4.1) we have the direct sum decomposition 

Hq(X, .Qn= EB Hq(X, L;.Q~(-;~r). 
r<:(n-p)+ 

Hence it suffices to show that 

(4.2) 

for general p. First we show that the natural inclusion (cf. (4.1» 
Hq(X, .Q~('I'»=----+H~(t)(X, .Q~) is isomorphic. For this purpose we fix any 
hyperkiihler structure (M, g) on X such that the associated HK 3-space 
contains t. Take any element a of Hl(t)(X, .Q~) and represent it by a 
harmonic (p, q)-form a. Let 1\ p,oT* and 1\ O,qT* be the bundle of (p, 0)­
and (0, q)-forms. Let l\~i~)T* be the subbundle of 1\ p,oT* correspond­
ing to the subsheaf .Q~('I') of .Q~. Let Wp,q= l\~i~)T*01\ o,q*. Then by 
Corollary 3.7 applied to the parallel form 9n- p+1 we see that L;-P+lq =O 
on M and hence a is a harmonic W~' q-form. This implies that a E 

Hq(X, .Q~('I'» as desired. (4.2) then follows from Lemma 3.9 and the 
ensuing remark. Finally the results for f is obtained, if we take the 
complex conjugation of the results for t. 

Corollary 4.6. 1) hp,q(X) =h2n -p,q(X) =hP,2n-q(x). 2) For any p<n 
and any q ~O, hp,q(X)~hP+2,q(X); for any p~O and any q<n, hp,q(X)< 
hp,q+2(X). 
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The corollary implies that among the Hodge numbers hp,q(X) of X 
those with O<p, q-;;;;'n are really essential. In view of 1) above the ine­
qulaities in 3) of Proposition 4.4 for p>n follows from the relation hs • t -:;;, 

hS +1.t+l, s, t -;;;;'2n, which holds for any compact Kahler manifold. 
Next, using the fact that HX acts on H*(X, R) as algebra automor­

phisms, we shall prove a remarkable topological property of a compact 
Kahler symplectic manifold. Namely we show the following: 

Theorem 4.7. Let X be a compact Kahler symplectic manifold with 
h2.O(X) = 1. Let g(x) be the homogeneous form of degree 2n on H2(X, Q) 
defined by g(x) = x 2n[X], X E H2(X, Q), where [X] denotes the evaluation on 
the fundamental class of X. Then there exist a constant CEQ + and a non­
degenerate quadratic form f of singnature (3, b-3) on H2(X, Q) such that 
g=cr, where b=blX). 

We remark that by Beauville [1] it has already been known that g is 
divisible by a quadratic form f as above. Further, the theorem is known 
for two typical series of known examples of compact Kahler symplectic 
manifolds (cf. [1]). 

For the proof we use the Bogomolov unobstructedness theorem [3]. 
Let X be a compact complex manifold. We say that X is unobstructed 
(under deformation) if the parameter space S of the Kuraniashi family 
(I: X -+S, Xo= X, 0 E S) of X is (reduced and) nonsingular. Then the 
theorem is as follows. 

Theorem. Any compact Kahler symplectic manifold is unobstructed in 
the sense defined above. 

Using the Calabi family we shall give a simple alternative proof of 
this theorem at the end of this section. We shall also recall some basic 
facts on the period map of a symplectic compact Kahler manifold X with 
h2•O(X) = 1 (cf. [1] [10; §4]). 

Let E = H2(X, C). Let P= peE) be the associated projective space. 
Let q E P be the line H 2.O=H2.O(X) of E. Then the (holomorphic) tangent 
space Tq of P at q is naturally identified with Homc(H2•o, H I.l ffiHo.2). 

Now let (I: X-+S, Xo=X, 0 E S) be a deformation of X. Let Tbe the 
Zariski tangent space of S at o. Let p: T -+HI(X, ex) be the Kodaira­
Spencer map [17]. Let p: (S, o)-+(P, q) be the period map associated to 
2-forms for f Then dp factors through the subspace Homc(H2.o, HI.I) of 
Tq; 

(4.3) 
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The cup product HI(X, 6J x) X HO(X, Qi)-+HI(X, Q~) defines a natural 
isomorphism IX: HI(X, 6Jx )-+Home(H2,O, HI,I). Moreover we have the 
commutativity dp=lXp, If, further,fis the Kuranishi family of X, then p 
is isomorphic; hence (4.3) is isomorphic and p is an embedding. Note 
also that the Kuranishi family is universal for any compact Kahler 
symplectic manifold (cf. [lO]). 

On the other hand, let g be the homogeneous form of degree 2n on 
E defined in Theorem 4.7. Let N be the (reduced) hypersurface of P 
defined by g=O. Then q E N and the image of P is contained in N; 

(4.4) p: (S, o)-+(N, q). 

By considering the dimensions we see that (4.4) is isomorphic if S is non­
singular; in particular N also is nonsingular at q. 

Now we shall fix once and for all a Kahler class (J) on X and a 
Kahler form ill which represents it. Let (M, g) be the hyperkahler 
manifold associated to (J) by Theorem 3.1, where M is the underlying Coo 
manifold of X. Let F~H2(M, R) be the corresponding HK 3-space. Let 
{M,lhEC be the Calabi family associated to (M, g). Let (J),l be the canonical 
Kahler class on M,l and rp,l the canonical holomorphic 2-form on M,l with 
class V,l E H 2,O(M,l)' Then in the canonical HX-decompostion H2(M, R) 
=H2;2(M, R)tBH2;O(M, R) of H2(M, R) (cf. (3.11», we have H 2;2(M, R) 
=Fand 

(4.5) 

for any A E C; in particular the Hodge decomposition of H2(M,l, C) is of 
the form 

Now {M,l} forms a Coo trivial hoi om orphic family fe: Ze-+C, M,l= f-IO), 
by Salamon [22] (cf. Sect. 5 below). So we get a globally defined period 
map Pc: C-+P, which factors through P(Fe)~P by (4.5). Then the 
resulting map p~: C-+P':=P(Fe) may naturally be identified with the 
period map associated to the Hodge decomposition of Fe=+ V2,2 considered 
in Lemma 1.3. In particular, by that lemma the differential dPe of Pc at 
A E C gives an isomorphism 

(4.6) 
dPe: T,l=+Hom(H2,O(M,), C(J),l) 

~Hom (H2,O(M,l), H I,I(M,l)tBHo,2(M,l», 

where T,l is the tangent space of C at A-
We shall fix some more notation. Let ER=H2(M, R). Let GrR 
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(resp. Gr) be the Grassmann manifold of 3-dimensional real (resp. com­
plex) subspaces of ER (resp. E). We identify an element of GrR or Gr 
with the corresponding subspaces of ER with E, respectively. Further, by 
identifying Fe GrR with Fe e Gr we consider GrR as a real submanifold 
of Gr. Indeed, Gr may be considered as a complexification of GrR along 
Gr R in the sense that for any x e Gr R we have an isomorphism 

(4.7) 

as a germ of real analytic manifolds. 
On the other hand, consider the triple 

(4.8) (Y, (/Jy, u) 

consisting of a compact Kahler symplectic manifold Y with h2,O(Y) = 1, a 
Kahler class (/Jy on Y and a diffeomorphism u: M.:::; Y. Let gy be the 
Kahler-Einstein metric corresponding to the class (/Jy. Then by Theorem 
4.1 if we setgy=u*gy, (M,gy) is again a hyperkahler manifold. In this 
case (M, g), the corresponding HK 3-space, the induced Sp(I)-action on 
H*(M, C) etc. are all said to be associated to (Y, (/Jy, u). If Y=X, (/Jy=(/J 
and u=identity, we denote by F(X) the associated HK 3-space. Further, 
we call a 3-space Fe GrR HK if it is the HK 3-space associated to some 
triple (Y, (/Jy, u) as in (4.8). 

Now we shall first show the following assertion (A) weaker than 
Theorem 4.7: 

(A) There exists a quadratic form h on E such that g=h'''. 

For this purpose it clearly suffices to prove the following three 
lemmas. (We identify g with its extensions to ER and to E as above.) 

Lemma 4.8. If F e Gr R is HK, then there exists a definite quadratic 
form hF on F such that giF= ±h'J;.. 

Lemma 4.9. Let B={F e GrR; F is HK}. Then B is open in GrR 
so that in particular B is Zariski dense in Gr. 

Lemma 4.10. Let B be any Zariski dense subset of Gr. Suppose 
that for any FeB the conclusion of Lemma 4.8 is true. Then there exists 
a quadratic form h on E such that g=hn • 

Proof of Lemma 4.8. Let F be any HK 3-space associated to the 
triple (Y, (/Jy, u) as in (4.8). Then with respect to the associated Sp(I)­
module structure, F is isomorphic to ~!J(1) with the adjoint representation 
(cf. Proposition 3.15). On the other hand, g is Sp(1)-invariant by Lemma 
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3.14, and hence, giF isan Sp(1)-invariant homogeneous form of degree 2n 
on F. Since the invariant polynomial ring of ~1:'(1) is generated over R by 
the Killing form of ~1:'(1) (cf. [15; XII]) it follows that we may write giF= 
±h"; for some quadratic form hF on F. 

Proof of Lemma 4.9. Let Fbe the HK 3-space associated to a triple 
(Y, Wy, u) as in (4.8). It suffices to show that for some neighborhood U 
of F in Gr R, any element F' e U is again an HK 3-space. (The last 
assertion would then follow from (4.7). Without loss of generality we 
may assume that Y=X, Wy=W, and u=identity, so that by (4.5) Fc= 
(H 2,0(X)EBHo,2(X»EBCw. Let now (f: X~S, Xo=X, 0 e S) be the Kura­
nishi family of X. By the Bogomolov unobstructedness theorem S is 
smooth. Let (S, o)~(N, q) be the associated period map (4.4). Let Gr2 be 
the Grassmann manifold of 2-planes in E R. Let L o=(H2,0(X)EBHo,2(X)h 
e Gr2. Then the map !t-+e(I):=(lEBl)R is easily seen to define isomor­

phism e: (N, q)=;(Gr2' Lo) of germs of real analytic manifolds. 
On the other hand, let f1.: H ~S be a real COO vector subbundle of 

the trivial bundle ERXS~S such that Ho=HI,I(M)RSER. Let q be a 
Coo section of H such that q(O) = w e Ho. Then in view of the direct sum 
decomposition ER=LoEBHI,I(M)R, by considering the differential at u, 
one sees readily that the map v: (H, W)~(GrR' F) of real analytic mani­
folds defined by v([3)=ep(f1.([3»EBR[3SER is a submersion, where [3 e H. 
SEXs=E. 

Now we shall actually construct a vector subbundle H ~S and a C~ 
section q as above. Fix a Coo-family {u.}.es of diffeomorphisms u.: X~ 
X.:=f-I(s) with uo=identity. This induces the trivialization of the local 
system: 

(4.9) 

Let {w.}.es be a Coo family of Kahler forms w. on X. with wo=w. Let.\). 
be the space of harmonic forms of type (1, 1) on X. with respect to the 
Kahler metric associated to ws. Then H:= U.ES .\).~S has the natural 
structure of a Coo-vector bundle on S, and q(s):=w. e.\). defines a Coo_ 
section q of H. Identifying.\). with H1,I(Xti)R naturally, and using (4.9), 
we may view H as a vector subbundle of E R X S~S. Then it suffices to 
show that for the submersion v: (H, w)~(Gr, Fo) associated to Hand q, 

the 3-spaces in the image of v are all HK. In fact, if we take a neighbor­
hood U of q(S) in H in such a way that any t e U.:= Unf-I(s) is a 
Kahler form on X" by our construction of v above it follows readily that . 
for any t e U., v([3) is just the HK 3-space determined by the triple (X., [3, 
u.), where [3 is the de Rham class of t. 
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Proof of Lemma 4.10. For any complex space Y let Yred denote the 
underlying reduced subspace. Let P=P(E) as above. Let Z be the 
hypersurface of degree 2n in P defined by g so that Zred = N. For any 
P E Gr we set Zp = Z n P. Then by our assumption, for any FEB we 
have 

(4.10) with Z F smooth. c 

Suppose first that N is reducible. Then there exists a nonempty Zariski 
open subset U of Gr such that for any P E U, we have P" Z and N P ,red is 
reducible, where N p = N n P. By (4.10) we must have B ~ Gr - U, which 
contradicts the Zariski density of B. Hence N is irreducible. In par­
ticular, we may write Z=kNfor some k>O. Now take any Zariski open 
subset V of Gr such that for any P E V, we have P fZ; Nand N P is reduced 
and irreducible. Then again by the Zariski density of B we have B n U 
=1=0. Take any P=Fc E Bn V. Then by (4.10) we get Zp=n(Zp)red= 
kNp; hence k=n and Z=nN. Thus we have g=hn for a suitable 
quadratic form on E which defines N. 

Next we show the following assertion (B): 

(B) There exists a quadratic form f on EQ: = H2(M, Q) and a constant 
c E QX such that g=cfn .*) 

We first prove a lemma. Let C2 =C2(X) E H4(M, Q) be the (rational) 
second Chern class of X. Then define a homogeneous form go of degree 
2n-2 on EQ by 

Lemma 4.11. Let h be the quadratic form on E obtained in (A). Then 
there exists a nonzero constant dEC such that go=dhn - 1• 

Proof First we note that go is nonzero, since go(f3) =1= 0 for any 
Kahler class f3 on X by Chen-Ogiue [8]. Let F be an HK 3-space asso­
ciated to some triple (Y, Wy, u) as in (4.8). Then since c1(Y)=0, u*c2(Y) 
= -Pl(M)/2, where Pl(M) is the first rational Pontrjagin class of M (cf. 
[12]). Since C2 is always of type (2,2), from this (cf. Lemma 5.4 below) 
we see that C2 is, and hence by Lemma 3.14 go also is, invariant under the 
Sp(l)-action associated to (Y, Wy, u). Hence if hF is as in Lemma 4.8 we 
can show that 

*> Professor Kazuya Kato kindly informed me a purely algebraic proof of 
(B) (based on (A». The proof here nevertheless seems to be of some geometric 
interest (cf. Remark 4.12 below). . 
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(4.11) 

for some nonzero constant r, by the same argument as in Lemma 4.8. 
Hence if Zo is the hypersurface of P of degree 2n-2 defined by go, then by 
the same proof as in Lemma 4.10 we see that we may write Zo=(n-l)N 
for N:=Zo,red. On the other hand, by (4.11) for any FEB we have 
NFc=NFC in the notation of the proof of Lemma 4.10. Then again by 
using the Zariski density of B we see that N=N. Hence Zo=(n-l)N. 
The lemma follows from this at once. 

Proof of (B). By Lemmas 4.10 and 4.11 we have g=hn and go=dhn - I 

in the complex polynomial ring C[E]. Since g and go E Q[EQ],f:=glgo= 
hid E Q[Ea], where Ea=H2(X, Q). Then we have g=cr with c=dn E QX 
as desired. 

Remark 4.12. Let C*(X) be the subring of H*(X, Q) generated by 
the rational Chern classes clX) E H2t(X, Q) of X. Note that since the 
structure group of X is reducible to Sp(n, C), ct(X)=O for any odd i (cf. 
[15; XII]). Thus we may write C*(X)=E9kC(k(X). Note further that 
since cl(X) = 0, each C2k(X) is expressible in terms of universal rational 
polynomials of the Pontrjagin classes of M (cf. [12]). Thus C*(X) actu­
ally depends only on M, but not on the particular Kahler symplectic 
structure X on M. So denote it by C*(M). Now any homogeneous 
element a of C4k(M) defines a homogeneous form ga of degree 2(n-k) on 
H2(M, Q) by ga(X) = ax2(n-k)[M]. Then by the same argument as above 
we see that ga=cafn - k for some Ca E Q and for the quadratic form f as in 
(B) which is independent of a. This defines a rational linear form a-+ca 

on the vector space C4k(M) naturally associated to M. 

In view of (B), Theorem 4.7 now follows from the next assertion (C). 
(This is essentially contained in Beauville [1], but for completeness we 
shall give a proof in our context.) 

(C) Let f be as in (B). Then f is nondegenerate and its signature can 
be made into (3, b-3) ifwe replacefby -fifnecessary. 

Proof Let W be the subspace of m-effective classes of type (1, 1) in 
EB. Let F=F(X) be the HK 3-space associated to (X, m, idx ). Then we 
have the direct sum decomposition 

(4.12) 

which coincides with the canonical HX-decomposition 

EB=H2;2(M, R)E9H2;O(M, R) 
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associated to (X, m, idx ). (Note that V2;o= V!;k in the notation of Section 
2.) In particular, (4.12) is orthogonal with respect to J, since f is Sp(I)­
invariant as well as g. We know already that (cf. Lemma 4.8)fis definite 
on F. Hence by replacingfby -fif necessary, we may assume thatfis 
positive definite on F. (C) then follows from: 

Lemma 4.13. f is negative definite on W. 

Proof Let E(m) = {a E E; m2n - 1a[X]=0} be the hyperplane of E 
consisting of m-effective classes and P(m):=P(E(m)) the associated hyper­
plane in P. Let N be the quadric in P defined by f=O. Set N(m)= 
P(m)nNCP(m). Let (I: X-+S, Xo=X, 0 E S) be the Kuranishi family 
of X and p: (S, 0 )-+(N, q) the period map, which is isomorphic since S is 
nonsingular by the unobstructedness theorem. 

Let {u.} be as in the proof of Lemma 4.9. Let m8=(u;I)*m E 

H2(X., R). Let S(m)={s E S; m. is of type (1,1) on X.}. Then 0 E S(m) 
and S(m) is a smooth hypersurface in S (cf. [10; Prop. 4.2], [1]). Then p 
maps S(m) into P(m) and hence into N(m) because m~n-lo/.[X.]=O for any 
element 0/. of H2,O(X.). Since N(m) is also a hypesurface, we see that p 
induces an isomorphism of germs 

(4.13) (S(m), o)=::(N(m), q); 

in partiuclar, N(m) is smooth at q. 
Now we define another quadratic form!.. on E by f",(x) = m2n-2x2[X]. 

Since!..(m) >O,J", $0. Let N"'={f",=O} be the quadric in P defined by!... 
Let N"'(m)=N"'np(m). Since N'" is irreducible as one sees by restricting 
f", to F, N"'(m) is again a quadric in P(m). Now for any s E S(m), pes) EN'" 

because 0/, is of type (2,0). Therefore for the same reason as above p 
induces an isomorphism 

p: (S(m), o)=;(N"'(m), q). 

It follows from this and (4.13) that N"(m)=N(m) because both are irre­
ducible. Hence f = cof", on E( m) R for some nonzero constant Co E R. On 
the other hand, we know that E(mh=(H2,O(X)e:1Ho,2(X))Be:1Wand f .. is 
negative definite on Wand positive definite on F (cf. [27; p. 78, Cor.]). 
Therefore co>O and the lemma, and hence Theorem 4.7 also, is proved. 

Finally we shall prove the Bogomolov unobstructedness theorem 
stated after Theorem 4.7. We use the following lemmas. 

Lemma 4.14. 1) Let tr: X-+X be a finite unramified Galois covering 
of compact Kahler symplectic manifolds. If X is unobstructed, then so is X. 
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2) Let Y and Z be compact complex manifolds. Let X = Y X Z. Suppose 
that HI(Z, Oz)=HO(Z, 8 z)=O. Then ifboth Yand Z are unobstructed, X 
also is unobstructed. 

Proof By Kodaira-Spencer [18] for the unobstructedness of X it 
suffices to construct a deformation of X whose Kodaira-Spencer map is 
isomorphic. I) Let G be the Galois group of 7r. By the universality of 
the Kuranishi family j: X~S, Xo=X, 0 E S, G acts naturally on S (cf. 
[10; § 3]). Let S:=SG be the set of fixed points, which is nonsingular 
since S is. Let X=Xs/G and letf: X~S be the natural projection. Then 
as a deformation of X = Xo the Kodaira-Spencer map off is isomorphic in 
view of the natural isomorphism HI(X, 8 g)G ~ HI (X, 8 x). 2) follows from 
the fact that the Kodaira-Spencer map of the product of the Kuranishi 
families of Y and of Z as a deformation of X is isomorphic in view of the 
natural isomorphism HI(X, 8 x ) ~ HI(y, 8 y )(fJHI(Z, 8 z ), which in turn 
comes from the Kiinneth formula and the assumption. 

Let S=(S, 0) be a germ of complex spaces. Let T be the Zariski 
tangent space of S at o. An element 8 E T is said to be unobstructed if 
there exists a smbOth analytic subspace A of S such that its tangent space 
TA contains 8 with respect to the natural inclusion TA~ T. 

Lemma 4.15. Let U be the set of unobstructed elements of T. Sup­
pose that T has a real structure in the sense that it admits an antilinear 
involution and that U contains an open subset V of the real part TR. Then S 
is smooth. 

Proof Choose an embedding of S into T and consider S as a sub­
space of T. Let C be the tangent cone of S (in T). We may naturally 
consider C as a subspace of T. Then it suffices to show that C= T. For 
any smooth analytic subspace A of S we have the natural inclusion TA~ C. 
Hence C contains V so that any homogeneous polynomial f in the ideal of 
C vanishes on V. Since V is open in the real part T R, f must vanish 
identically even in a· neighborhood of V in T. This forces f to be iden­
tically zero on the whole T. Thus C= T as desired. 

Proof 0/ the unobstructed ness theorem. By the Bogomolov splitting 
theorem together with Lemma 4.14 we see that it suffices to show the 
theorem only for those X with h2,O(X)= 1. Let Q={w E HI,I(X)R; w is a 
Kahler class}, which is open in HI,I(X)R. Take any element w of Q. Let 
fe: Z~C be the Calabi family associated to (X, w) and A E C the point 
corresponding to X, i.e., X=Ml (cf. Theorem 4.1). Let (f: X~S, Xo=X, 
o E S) be the Kuranishi family of X and ,,: (C, A)~(S, 0) the universal 
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morphism associated to fc. Let T, and T be the (Zariski) tangent spaces 
of (C, it) and (S,o), respectively. Let P and Po be the period maps asso­
ciated to f andfo, respectively. Then we have Po= pr with Pc an embed­
ding. Hence r also is an embedding, and in the natural identification of 
T with Homc(H 2,O(X), HI,I(X)), dr(T,) is identified with the subspace 
Hom(H 2,O(X), Cw) (cf. (4.3) (4.6)). Now fix once and for all a nonzero 
element"", of H 2,O(X). Then since h2,O(X) = 1, we may further identify T 
with H1,I(X) and dr(T,) with Cw. Since w was arbitrary, with this 
identification we have shown that any element of Q ~ T is unobstructed in 
the sense defined before Lemma 4.15. Since Q is open in the real part 
HI,I(Xh of H 1,1(X) with its natural real structure, S is smooth by Lemma 
4.15 as desired. 

§ 5. Calabi family associated to a hyperktlhler manifold 

Let M be an oriented C~ manifold of dimension 4n. Then a quater­
nionic structure on M gives rise to a family of complex structures on M, 
{M,heo, parametrized by C, which we have called the Calabi family asso­
ciated to the structure. Salamon [22] further showed that there exists a 
natural structure of a complex manifold on the union Z: = U, M, such 
that the natural projection f: Z-+C is holomorphic. He also showed 
some remarkable properties of the complex manifold Z as in the case of 
the Penrose twistor construction when n= 1. Especially we see that asso­
ciated to any quaternionic structure on M we get canonically a triple 

(f: Z-+P\ rr, r) 

consisting of 1) a smooth morphism f: z-+r of complex manifolds, 
2) a C~ submersion rr: Z-+M such that p:=rrXf: Z-+MXPI is a 
diffeomorphism, and 3) an antiholomorphic involution r of Z such that 
prp-l=idM X ro, where r o is the antiholomorphic fixed point free involu­
tion on pI induced by the right multiplication by j on H with respect to 
the identification (1.2); further,f and rr are required to have the following 
property: Let Zm=rr-I(m) be the fiber over me M. Then 1) Zm is a 
complex submanifold of Z (which is mapped isomorphically to pI by f) and 
2) the holomorphic normal bundle N m of Zm in Z is isomorphic to the 
direct sum H$2n of the hyperplane bundle H on pI; 

(5.1) 

Here, if (f': Z'-+pl, rr', r') is another such triple, then we say that 
(f, rr, r) and (f', rr', r') are isomorphic if there exists a biholomorphic 
map g: Z-+Z' such thatf =j'g, rr=rr'g and gr='r'g. In the next theorem 
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we shall show that the above correspondence is invertible. When n = 1, 
this is a part of Penrose twistor programme (cf. [13] [24]) and the idea is 
essentially the same in the general case. 

Theorem 5.1. There exists a natural bijective correspondence between 
the set of isomorphism classes of quaternionic structures on M and the set of 
isomorphism classes of the triples as above. 

Let VI = H, considered as a complex vector space as in Section 1. Let 
jl be the antilinear isomorphism on VI induced by the right multiplication 
by j. The commutor KI of jl in GL2(VI ) is naturally identified with HX; 

(5.2) 

We may naturally identify the dual vt of VI with HO(PI , H) as an Sp(l)­
module. For any 1 E C=pl we get an exact sequence of complex vector 
spaces 

where r. is the restriction map to the fiber H. over 1 and K. is the kernel 
of r.. Since 1 E Sp(1) fixes 1 E C, 1 acts on this sequence. 

Lemma 5.2. K. is just the eigenspace of A with eigenvalue -.v=-r in 
HO(P\ H). 

Proof The tautological line L/~E is just the eigenspace of A with 
eigenvalue .v=-r as we have seen in the proof of Lemma 1.3. On the 
other hand, K. is just the annihilator of L. with respect to the above 
identification Vt=HO(PI , H). From this the lemma follows immediately. 

Proof of Theorem 5.1. First we recall how to construct Z from a 
given quaternionic structure on M [22]. We first define an almost complex 
structure J on M X C as follows. Let (m, A) be an arbitrary point of 
MX C. Then J(m.') is the direct sum J(m.') =J •. mtBJ., where J. is the 
almost complex structure of M defined by A E C and J is that induced on 
C by the complex structure of pl. Then by Salamon [22; Th. 4.1] J is 
integrable; further, if we define f: Z~C and re: Z~M by the natural 
projections and set 'Z"=idMX'Z"o, then we see that (f, re, 'Z") is a triple with 
the desired property (cf. [22; 4.2]) for (5.1)). 

Suppose conversely that we are given a triple.r =(f: Z~P\ re, -r) as 
above. We shall construct a quaternionic structure on M naturally asso­
ciated to .r. 
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a) Let D z be the Douady space of Z which parametrizes the uni­
versal family of compact complex subspaces of Z. Since M is naturally a 
parameter space of the Coo family {Zm}mEM of compact submanifo1ds of Z, 
M is naturally considered as a subset of Dz . By (5.1) for any m we have 

Hence Dz is smooth of pure dimension 4n along Mby Kodaira [16]. Let 
U be a sufficiently small smooth neighborhood of M in D z. Let (p: B~ U, 
B~ U X Z) be the universal family restricted to U: 

(5.4) 
B~UXZ 

p 1 ~ PI: first projection. 
U 

We set Z",=p-I(u) for u E U consistent with the previous notation Zm. 
b) Let N u be the normal bundle of B in U X Z and .% u the 0 B­

module of ho10morphic sections of Nu. Then by (5.3) p*.% u is locally 
free and if E is the corresponding ho10morphic vector bundle, then for 
any u the fiber E", is naturally identified with HO(Z", N,J, where N" is the 
normal bundle of Z", in Z. Further, there exists a natural isomorphism 
q;: eu~p*.% u of Ou-modu1es, where e u is the sheaf of ho10morphic 
vector fields on U (cf. [17; (12.2)]). We denote by rp: Tu~E the corre­
sponding isomorphism of vector bundles. Here Tu denotes the ho10mor­
phic tangent bundle of U. 

c) Since '1:' is antiho10morphic, it induces a natural antiho10morphic 
involution of the universal family (5.4), and hence in particular, of Band 
Dz , denoted respectively by '1:'B and 1:n. Then 1:n and 1:B lift to anti­
ho10morphic involutions '1:'n and 1:N on the bundles Tu~U and Nu~B, 
respectively, which are anti1inear on the fibers ('1:'T(V) = '1:'n*(v)), V E Tu etc.). 
On the other hand, since '1:' preserves each Zm, 1:B fixes any point of M~ 
D z, and in fact one sees easily that M is precisely the fixed point sub­
manifold of 1:n on U (by restricting U if necessary). Let T M be the (real) 
tangent bundle of M. Then T M is identified with the fixed point bundle 
of'1:'T on Tu 1M, namely, T M is the real part of the real structure on Tu 1M 
induced by '1:'T. 

d) Identify p-l(M)~B with Z by the second projection in (5.4). 
Let N be the restriction of Nu to Z. Then '1:'B preserves Z and '1:'N acts as 
an antilinear involution on N~Z. Let EM be the restriction of E to M. 
EM is a C"" complex vector bundle on M such that for any open subset 
U of MaC"" section of E on U is naturally identified with a C"" section 
of the bundle N on p-l(U) which is ho10morphic when restricted to each 
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fiber Zm. It follows then that 1:N induces naturally an anti linear involu­
tion 1:E of the bundle E; further, from the naturality of the isomorphism 
1> we infer readily that 1> is (1:T' 1:E)-equivariant, i.e., preserves the real 
structures. Thus we have obtained the natural identification of T M and 
the real part E;w with respect to 1: E' 

e) For each U E U, let Gu be the group of bundle automorphisms of 
the vector bundle N"-,,,Bu' Then Gu can be put together to form a 
complex Lie group over U, G-", U. By restricting U if necessary, we may 
assume by (5.l) that (Bu, Nu)~(Pt, Htf;2n) for any u so that in particular 
there exists a natural smooth morphism au: P(N")-,,,p2n-1 defined up to 
automorphisms of p 2n-l. Therefore we get naturally a projective bundle 
Po-"'U with fiber p 2n-1 and a smooth morphism a: P(Nu)-"'Po over U 
inducing au on P(Nu)=P(Nu)u' Let 'l/tu: N u-{O}-",P(N")-,,,p2n-1 be 
the composite map, where {O} denotes the zero section. Let Ku be the 
subgroup of elements of G" which induce the identity on p 2n-1 via 'I/t". 
The existence of a shows that Ku can be put together to form a complex 
Lie subgroup K-",U of G-",U. 

f) The involution 1: N on N u induces naturally an antiholomorphic 
involution on G-",U (cf. (5.5) below). Further, if we let 1: act on Po 
trivially, a is 1:-equivariant; it follows that 1: preserves K under this action. 
Let Ko be the fixed point set of 1: on K. Then Ko is a real Lie subgroup 
over M of the restriction of K -'" U to M. By our construction G 
operates on E-",U naturally and the induced action of Ko on EM-",M 
preserves the real part E~ by the definition of Ko. Thus via the identi­
fication TM=E~ in d), Ko-",M becomes naturally a bundle of automor­
phisms of the tangent bundle T M' 

g) By restricting what we have obtained over each fiber Zm we see 
that Ko-",M is a Coo fiber bundle with typical fiber H X and with structure 
group H X acting by adjoint action on itself. Indeed, we have by (5.2) 

(5.5) 
Ko,u=H X ={ (; -~) E GLz(C); x, Y E C}-

Since the structure group of Ko-",M factors through PSp(l)~Hx/Rx and 
the corresponding principal PSp(l)-bundle is associated to the Coo p l _ 

bundle IT: Z-",M which is trivial by our assumption, Ko-",M is actually 
trivial. Thus we get a global action of H X on T M' 

h) For any m E M, as a complex HX-module we have 

and hence as a real HX-module TM,m~(V~I)tf;2n. Therefore the action 
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actually comes from an H-module structure of TM , i.e., M has a natural 
almost quaternionic structure. We denote by JA the associated almost 
complex structures on T M for any i/ E C~ H. 

i) Let f be the almost complex structure on MX pI induced from 
Z by fJ. For each i/ E C=P\ f induces an almost complex structure fA 
on M=MXi/. We shall show that under a natural identification, 

(5.6) 

Let m be any point of M. Let T m be the tangent space of M at m, and 
N m the holomorphic normal bundle of Zm in Z. Note that Nm=NuIZm' 
Now fJ induces the real linear isomorphism Nm.;::::;Tm and the resulting 
complex structure on Tm is just the one given by fA, where N m.A is the 
fiber of N m over (m, i/). On the other hand, the complex structure on Tm 
induced by JA is induced via the isomorphisms 

Tm~E~~HO(Zm' Nm)R (:=H\Zm, NmyN) 

and the natural action of i/ E H X on HO(Zm' Nm) with i/2=-1. 
j) By the definition of E we have a natural homomorphism IT* E-+ N 

of Coo complex vector bundles on Z. On the fiber over (m, i/) this reduces 
to the i/-linear surjection 

).I: HO(Zm' Nm)-+Nm.A. 

(Since i/ E C is fixed by i/ E HX, i/ acts on N m.A.) In view of the descrip­
tion of JA and fA in i), it suffices for (5.6) to show that ).I induces by 
restriction an isomorphism 

(5.7) 

of complex vector spaces. Let Vi be the eigenspace with eigenvalue 
± J-=t for the action of i/ on HO(Zm, N m). Then we claim that the 
kernel of).l coincides with Vi:. In fact, taking a suitable isomorphism in 
(5.1) we see that ).I is i/-isomorphic to the direct sum of 2n-copies of the 
surjection rA: HO(PI, H)-+HA; and then our claim follows from Lemma 
5.2. Then).l induces a C-linear isomorphism Vi :::::;Nm •A and (5.7) then 
follows from the natural isomorphism (HO(Zm' Nmh, i/):::::; Vi. 

k) (5.6) in particular shows that each JA is integrable. Then it 
follows from Proposition 5.3 just below that our almost quaternionic 
structure is actually a quaternionic structure. Thus we have associated to 
any triple (f, IT,!) naturally a quaternionic structure on M. Finally in 
view of (5.6) and the construction at the beginning of the proof we see 
that the above correspondences "quaternionic structures" ++ "triples" are 
inverses to each other, thus completing the proof of the theorem. 



156 A, Fujiki 

Proposition 5.3. Let M be an ,oriented Coo manifold with an almost 
quaternionic structure. Let {J1} be the associated family of almost complex 
structures on M. Then the almost quaternionic structure admits a torsion­
free connection if and only if J1 are all integrable. 

For the proof we need some preliminaries, which will be given in 
a more general form than is needed for the proof of the proposition. 
Let A~(M), 0<q<[k/2], be the space of Coo sections of the subbundle 
Wk;k-2q®RC~ 1\ kT* (cf. (3.10», Then we have a direct sum decomposi­
tion Ak(M)=ffiqA~(M), where Ak(M) is the space of Coo k-forms on M. 
Define a decreasing filtration {E'} of Ak(M) by the complex vector sub­
spaces 

Eq(Ak(M»=A~(M)ffiA~+l(M)ffi" 'ffiA~kI2](M), 0~q~[k/2]. 

We set P(Ak(M» = ° for q>k/2, Then clearly we have 

Then {E'} is clearly defined over R, since each A~(M) is. 

Lemma 5.4. A k-form a e Ak(M) is in Eq(Ak(M» if and only iffor 
any A e C its Hodge (k- t, t) component at-t,tO) with respect to A vanishes 
whenever t<q. 

Proof The necessity is obvious from the definition of Eq, Restrict­
ing ourselves to fibers over each point of M, the sufficiency is easily seen 
to reduce to proving the following assertion: If x is an element of Vk,r 
for any (k, r) with respect to r e LI(k) (cf. (0, 1» then its Hodge (s, t)­
component x·,tO)*O for some A if (k-r)/2<s, t~(k+r)/2. Indeed, the 
subspace V(s, t):={x e Vk,R; X·,t(A)=O, A e C} is an HX-submodule of 
the irreducible Vk,r so that V(s, t)=O, 

From the above lemma we deduce the following: 

Lemma 5.5. Suppose that J1 are integrable. For any integer q >0, 
Eq(Ak(M» is a subcomplex of the de Rham complex A'(M), 

Proof Let a be an arbitrary element of Eq(Ak(M». Then for any 
t <q and any A e C we have 

(da)k +1-t,tO) = dia k +l-t,t -leA»~ + a.(ak -t, teA»~ =0 

by the above lemma and the integrability of J1, where a1 and 0. are the 
(1,0)- and (0, I)-components of dfor A, respectively; henceda e EqAHl(M) 
again by the above lemma. 
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Therefore (A'(M), £") becomes a filtered complex and the associated 
complex induced on each graded module Gr1::(A'(M)) is isomorphic to 

(5.9) 

where dq is the restriction of d to A~(M) followed by the projection 
P(A·(M))~A~(M). 

Proof of Proposition 5.3. By Salamon [23; Th. 2.2] the almost qua­
ternionic structure in question admits a torsion-free connection if and only 
if (A~(M), dk ) is a complex. By the above argument the condition is 
certainly satisfied if J~ are all integrable. See e.g. [15; IX, § 3] for the 
converse. 

Note in passing that the filtered complex (A'(M), £") gives rise to a 
spectral sequence 

(5.10) 

with 

where we denote by the same letter E the induced filtration on H'(M, C) 
~H·(A·(M)). Note also that the above objects are all defined over R 
with respect to the standard complex conjugation, since each A~(M) is. 

Now let (M, g) be a compact hyperkahIer manifold of dimension 4n. 
Let (I: Z~C, 71:, 'l") be the triple associated to (M, g) via Theorem 5.l. 
Theorems 3.1 and 5.1 suggest that the decomposition 

(3.11 ) Hk(M, R)= EB Hk;r(M, R) 
rEd(k) 

of Hk(M, R) should be described in terms of the associated triple (f, 71:, 'l"). 
Let [J~/c be the relative Poincare complex for the smooth morphism 
f: Z~c. We have the associated spectral sequence of hypercohomology 

(5.11) 

Let F" be the associated decreasing filtration on the abutment H'(Z, [J~/c). 
Then concerning the above question the following holds. 

Proposition 5.6. 1) There exists a natural C-linear isomorphism 
u: Hk(M, C)~Hk(Z, [J"z/c) for any k>O. 2) For any r E J(k) we set 
q=(k-r)j2. Then we have an inclusion u(Hk;r(M, C)) s:; P(Hk(M, C)) 
which induces an isomorphism uk;r: Hk;r(M, C)~Gr'j.(Hk(Z, [J~/c)) by 



158 A. Fujiki 

passing to the associated graded module. 3) There exists a natural real 
structure on Hk(Z, Q~/C) such that the filtration F, and u and uk;r are all 
defined over R. 

Proof of 1). Let rOc be the sheaf-theoretic inverse image of the 
structure sheaf Oc of C. Then Q~/C is a resolution of rOc. Hence we 
have a natural isomorphism 

(5.12) 

On the other hand, since Rqf*U'oc) = Rqf*C®c Oc for any q and since 
Rqf*C is naturally isomorphic to the constant sheaf associated to the 
trivial local system Hq(M, C) X C-+C, we see that the Leray spectral 
sequence Ef,q:=HP(C, Rqf*U'Oc»-=?Hp+q(Z,j'Oc) degenerates and 
gives natural isomorphisms 

Hk(Z,j'Oc)=HO(C, Rk f*C®cOc)=HO(S, Oc)®cHk(M, C) = Hk(M, C), 

Then 1) follows from this and (5,12), 
Before proving 2) and 3) we make some preliminary considerations, 

We first recall how the spectral sequence (5,8) is realized. Let d q (resp. 
d q) be the sheaf of germs of Coo (0, q)- (resp. (q, 0)-) forms on Z. We 
consider the double complex ,%00: =Q"zlc®ozd' which gives the Dolbeault 
resolution of the relative Poincare complex Q~/C' Let Koo =r(Z, ,%00) 
and let K' be the associated simple complex. Define as usual the Hodge 
filtration {P} of K" by P(K")=ffip';:.p,q';:.oKP',q', Then (5.11) is nothing 
but the spectral sequence associated to the filtered complex (K', F'), 

Let Q"zIC be the antiholomorphic relative Poincare complex. Then 
using the antiholomorphic involution 7: of Z we define an antilinear 
involution (Jp,q of KP,q by 

where 7:*(a) is the pull-back of a by 7: considered as an element of 
Kp,q: =r(Z, Q~/c®ozdq) and then T*(a) is its image under the complex 
conjugation considered as an antilinear isomorphism Kp,q-+Kp,q. Then 
(Jp,q altogether induce a natural antilinear involution (J of the filtered 
complex (K', F), which then defines the natural real structures on 
various spaces naturally involved in the spectral sequence (5.11) such as 
Hq(Z, Q~/C)' H'(Z, Q"zIC), GrPH'(Z, Q~/C)' 

Now the pull-back by n induces a homomorphism of the filtered 
complexes 

n*: (A'(M), E')-+(K', F). 
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In fact for any element a of Eq(A'(M)), rr*a, restricted to the fiber Zl' 
has the vanishing Hodge (p', q')-component for any q' <q by Lemma 5.4. 
Further, since the elements of rr* A(M) are T-invariant and rr* A(M) is 
preserved by the complex conjugation, rr* is compatible with the natural 
real structures. It follows that rr* induces a homomorphism of the spectral 
sequences compatible with the real structures 

(5.13) 

The map rr* on the bottom line is factored as 

and from this one sees easily that this isomorphism rr* coincides with the 
one obtained in the proof of 1). Now we use the hyperkiihler structure. 

Lemma 5.7. For any (k, r) with r E J(k) set q=(k-r)/2. Then 
there exists a natural inclusionjM: Hk;r(M)-+E,!;;k-q(M), where Hk;r(M) is 
the space of harmonic Wk;r-forms. Moreover, if we set jZ=rr:jM' where 
rr:: E'!"k-q(M)-+E'!;;k-q(Z), then j z also is injective. 

Proof Recall that 

(5.14) 
E'!;;k-q={a E P(Ak(M)); da=O}/{,8+dr;,8 E Eq+\Ak(M)) 

with d,8=O, r E AH(M) with dr E Pl. 

It is then clear that we have a natural map jM: Hk;r(M)-+E'!;;k-q(M). It 
now suffices to show that j z defined as above is injective. Let a be a 
nonzero element of Hk;r(M) such that jz(a)=O. By the formula for 
E~q(Z) similar to (5.14) we see that 

(5.15) 

for some ,8 E P+l(Kk(Z)) and r E Kk-l(Z) such that dr E P. Then by 
Lemma 5.4 there exists a .A. E C such that the Hodge (q, k-q)-component 
aq,k-q(.A.) of a with respect to .A. is nonvanishing; 

(5.16) 
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Let a1 and 131 be the restrictions of n*a and n* 13 to Zl' respectively. Then 
from (5.15) a. and 131 are cohomologous. Then since a1 is harmonic, 
H1f31=al and hence 

where H1f3. is the harmonic part of 131' Since the harmonic projection Hl 
preserves the Hodge components and f3J,k- q=O as 13 E Fq+I(Kk(Z», we 
have (H1 f3,)Q,k- q=O. This contradicts (5.16). 

Now we can complete the proof of Proposition 5.6. 

Proof of 2), 3). By Lemma 5.7 above we have an inequality 

(5.l7) 

On the other hand, from (3.11) we have 

(5.18) bk(M) = :z::; dim Hk;r(M), 
r 

while from 1) we have 

(5.19) bk(M) = :z::; dim E~k-q(X) for X =M, Z. 
Q 

From (5.17), (5.18) and (5.19) we get that the inclusion jM,jZ of Lemma 
5.7 are actually isomorphic. Since jM factors through Eq(A'(M», and 
hencejz through P(K'(Z», by identifying Hk;r(M) with Hk;r(M, C) we 
obtain 2). 3) is then clear since (5.13) andjM are defined over R. 

Remark 5.8. The above proof shows that 

E~k-q(X)=O for any q>[k/2] for X=M, Z. 

It is not clear whether the map n* for the Ef,qerms n*: Hk(A~(M»~ 
Hq(Z, .Q~/~) are isomorphic or not. We only note that we have again 
inclusions j: Hk;r(M)~Hk(A~(M» and j': Hk;r(M)~Hq(Z, .Q~/~) with 
j'=n*j. When q=k, above is isomorphic by Salamon [23] and by using 
this and the result of the next proposition we can conclude that both 
j and j' are isomorphic in this case. In particular, the elements of 
Hk(A~(M» are represented by harmonic forms; this is reminiscent of the 
Kahler case, where the Dolbeault cohomology classes are representable by 
harmonic forms. 

Next we shall calculate the Ef,qerm of the spectral sequence (5.11). 



Compact Kahler Symplectic Manifold 161 

Proposition 5.9. Let f: Z~C be the Calabi family associated to a 

hyperkiihler manifold (M, g). Let hp,q:=hp,q(Ml ) for any .< e C (which is 
independent of .<). Then R'1'*{)~/c is isomorphic to the direct sum of hp,q 
copies of 0c(Hq-P); Rqf*{)~/c ~ 0c(HQ-P)$hP,q. Further, hp,q(ZjC):= 
dim Hq(Z, ()~/c) is given by hp,q(ZjC)=(q-p+l)hp,q if q~p and 
=(p-q)hp,q ifq<p. 

The fact HO(C,J*{)~/c)=O has been shown in [25] and [13]. The 
above result is a generalization of this. However, the Hodge numbers 
hp,q(Z) of Z are yet to be determined. The proof of the proposition will 
be given after a lemma. 

For any .< e C consider Vk as a complex SI-module via the embedding 
.<*: SI~Sp(l) of (1.9). Let Vk = EBT5k(2),ITI:>k Vk;rC'<) with dim Vk;T(A) = I 
be the canonical decomposition as an SI-module, where Vk;T(A) is the 
eigenspace with eigenvalue eT , e e SI. Define a decreasing filtration {Fa 
on Vk by 

Denote by Grf(Vk) the associated graded modules. Now we fix an 
Sp(l )-invariant nondegenerate symmetric bilinear form f on Vk • Then for 
any .< e C and nonzero u e Vk;T(A) and v e Vk ;.('<) we have 

(5.20) feu, v)=O if r+s*O, and *0 if r+s=O. 

Lemma 5.10. Grf(Vk) depends holomorphically on .< so that it defines 
a holomorphic line bundle on C, denoted also by the same letter Grf(Vk). 
As a line bundle Grf(Vk) is isomorphic to H k- 2P. 

Proof. Under the identification C=Pl=H X jC* of (1.3) if ~(h)='<, 
then Vl ;I(.<)=hCbytheproofofLemma 1.3. This implies that {Vl;I('<)hec 
defines a holomorphic line bundle isomorphic to H- l • Then for any p>O, 
SP(Vl;I('<», and hence SP(Vl;I(A»0cVk _ p also, depends holomorphically on 
.< and SP(Vli'<»~H-P as a holomorphic line bundle, where SP( ) denotes 
the symmetric product. On the other hand, one sees readily that FP(Vk) 
coincides with the natural injective image of 

SP(Vl;I('<»0cVk_P=SP(Vd'<»0cSk-P(Vl) in Sk(Vl) = Vk 

and therefore that 

Grf(Vk)~SP(Vl;I('<»0Gr~(Vk_p)~H-P0Gr~(Vk_p). 

Finally by (5.20), the quadratic formfinduces in general a duality between 
the line bundles Grf(Vk ) and Gr~-P(Vk)' In particular, Gr~(Vk_p)~ 
Gr~-P(Vk_P)-I~Hk-P. The lemma follows. 
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Proof of Proposition 5.9. Let EM be the vector bundle on C corre­
sponding to the locally free sheaf Rqf*Q"z/c' Set Wk=Hk(M, C), con­
sidered as a regular HX-module of weight k. Then {F;} with n(W)= 
EBp",p, HP',q'(M,) defines a decreasing filtration on Wk and in view of 
Lemma 5.10 the associated graded module Grf(W) vary holomorphically 
with 2 and isomorphic to EM; indeed if Wk = EBrEJ(k) Wk;r is the canonical 
HX-decomposition of W k , then Grf(W)~EBrGrf(Wk;r)' while, because of 
shifts in weights, Grf(Wk;r) is isomorphic to a direct sum of copies of 
Grf-(k+r)/2(Vr) which is isomorphic to H k-2p by Lemma 5.10. The first 
part of the lemma thus follows. The second part then follows from the 
exact sequence 

coming from the Leray spectral sequence for f 

Finally we shall study the structure of the general members of the 
Calabi family. In general for a complex manifold X and for an analytic 
subset A of pure codimension k of X we denote by e(A) the associated 
cohomology class in H2k(X, Q). A class 13 E H2k(X, Q) is said to be 
analytic if f3=c(A) for some A as above. Our purpose is to show the 
following: 

Proposition 5.11. Let (M, g) be a compact hyperkiihler manifold with 
the associated Calabifamily {M,hEC' Let 13 be any element of H2k(M, Q). 
Let C(f3) = {A E C; 13 is analytic on M,}. Then 1) if k is even, C(f3) = C, 
{± 2}, or = 0 and 2) if k is odd, then C(f3) = {A} or = 0, where;{ = 2(13) is 
some point of C. 

Corollary 5.12. Except for countable numbers of 2, M, contains no 
analytic subvariety of odd dimension; in particular, it contains no curves and 
hypersurfaces, and hence the algebraic dimension a(M,) =0 and f: Z-+C is 
the algebraic reduction of z. If, further, h2,O(M,) = 1, then M, is even 
simple (ef below for the definition). 

Remark 5.13. 1) The proposition is inspired by Calabi [6; Th. 4.1], 
where the case of K3 surfaces is treated. 2) For an even k the case 
C(f3) = C can actually occur even if h2,O(MJ = 1. Roughly speaking any 
hyperkiihler submanifold (M', g') defines a family {Mi} of complex sub­
manifolds Mi of M,. 3) By [10; § 4] there exists a countably many 2 
such that M, is projective. However, a simple example shows that for 
some intermediate value O<k<dimcM, it can happen that a(M,)*k for 
any 2. 



Compact Kahler" SYmplectic Manifold 163 

,First we prove an algebraic lemma. Let x be any element of V:'. 
For any A e C we set [.(x) = min {d; x e EBp,q;;;d VM(A)}, where VM(A) is 
the Hodge (p, q)-component with respect tOA of Vz.=(V:')c. By defini­
tion, s<I.(x)~2s. For any diet CiX)={A e C; l.(x)=d}, and nix)= 
#Cd(x). Since VM(-A) = VM(A), "A e Cix)" implies "-A e Cix)". 
Hence nix) is always even. 

Lemma 5.14. With the above notation we have nzs_l(x)+2nz._z(x)+ 
... +sn.(x)=2s. In particular n.(x) =0 or 2.' 

Proof We argue in the framework of Lemma 1.3 and its proof, so 
we freely use the notation there. Let Q(X)=U,:>d::>2B-l Cix). Then by 
(5.20) we have Q(x)={A;f(x,1.)=o}, where A.=p,(A)eP. and 1. is any 
point of 1t";I(A.). Let P", be the hyperplane of p. defined by f",(A): =:i 
f(x, A) =0. For any A e C let m. be the intersection multiplicity of C. and 
P", at A.; m.=(C •. p",)... We claim that m.=2s-d whenever A e Cix). 
Since deg C=2s, this would prove the lemma. 

Note first that m. is just the order of zeroes off", restricted to C •. 
Since Y. is tangent to Cs at 1. and d1t" •• (YJ*O at A., we have m~= 
min{b; (Y~f""l'.)O.)=O}. Now by (1.11) Y~fxC1,)=f",(Y~1s)=f(Y~1 .. x), 
1, e Hz"0(A); further by Lemma 5.4, the (2s-d, d)-component (with respect 
to A) of x is nonzero because x is real. Therefore by (5.20) we see that 
Ybf",(A) =0 if b<2s-d and *0 if b=2s-d. Hence m.=2s-d as desired. 

Lemma 5.15. Let f3 be any element of H2k(M, R). Let Co(f3) = 
{A e C; f3 is of type (k, k) on M.}. Then one of the following three cases 
can occur: CoCm = C, = {± A} for some A e C, or = 0. 

Proof Let EElrEr be a decomposition of H2k(M, C) into Sp(l)­
irreducible components. In particular, Er~ Vu as a complex Sp(1)-module 
for some 05.I<k. Let f3= L.rf3r be the corresponding decomposition of 
f3. Then we have Co(f3) = n rCo(f3r); therefore it suffices to prove the 
lemma for each f3ro while since Er~ Vu , the lemma for Co(f3r) follows 
immediately from Lemma 5.14. 

Proof of Proposition 5.11. By the above lemma we have only to 
show that if k is even (resp. odd) and f3 is analytic on M., then it is also 
(resp. never) analytic on M_ l • Let A. be an analytic subset on M. with 
c(A.) = f3. Then A _ ~: = 1t";:l1t"(A.) is an analytic subset of M., with original 
(resp. reversed) orientation. Hence c(A -l) = f3 (resp. - f3). This already 
takes care of the even case. In the odd case, f3 = - ( - f3) cannot be 
analytic on M _., since M -l is a Kahler manifold. 

As for the corollary, only the lasta,ssertion needs a proof. First we 
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recall the following definition (cf. [9]). A compact complex manifold X is 
said to be simple if there is no analytic family {A t} t e T of compact complex 
subspaces of X with 0 < dim At < dim X which covers the whole X in the 
sense that X = UteT At. It clearly suffices to prove the following: 

Proposition 5.16. Let X be a symplectic compact Kahler manifold 
with h2,O(X) = 1 and containing no divisor. Then X is simple. 

Proof Let dim X =2n. If n = 1, the lemma is well-known. So we 
assume that n> 1. Then as follows easily from the Bogomolov splitting 
theorem (cf. § 4), X has the finite fundamental group, i.e., in that theorem 
the torus factor does not appear in the decomposition of X. Therefore 
by replacing X by its universal covering we may assume from the beginn­
ing that X is simply connected. By our assumption, a(X) =0. Suppose 
that X is not simple. Then by [9; Lemma 9] we can find surjective 
morphisms 1C: Z--* X and p: Z--* T of compact complex manifolds such 
that dim Z =dim X and dim X>dim T>O. Then since X is simply con­
nected and contains no divisors, by the purity of branch loci 1C* must 
actually be bimeromorphic. Then, since h2,O(T)<h2,O(X) = 1 and X is 
symplectic, h2,O(T) must vanish. Then by a theorem of Kodaira T must 
be a Moishezon manifold since by [26] T is bimeromorphic to a compact 
Kahler manifold. Then we have a contradiction: O=a(X»a(T)=dim T 
>0. Hence X is simple. 
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