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1. Introduction. Let (2, F, P) be a complete probability space
endowed with a non-decreasing right continuous family (F,),», of sub
o-fields of F with F = V,s, F, such that F, contains all null sets. Let

t
A be a non-negative predictable process such that P(S Nds < oo) =1

0

for all t¢. An F,-adapted process N = (N,) is called a stochastic point
process with the intensity A if N has right continuous paths taking
values in Z, =1{0,1,2, ---} with N,=0, 4N, =N, — N,_=0 or 1, and

A~ t
if N, = N, — S A,ds is a local martingale. Throughout, we assume that
0

the stochastic point process N with the intensity )\ satisfies the following
conditions:

S) F,=0(N,s<t), ie.,, F, is the completion of the o-field
generated by (N,, s < t),
(B) N belongs to the space BMO.

Then we can define the finite measure £t on the o-field 5 of all predictable
subsets A of [0, ) x 2 by

(1) A = EB: msdsj .

We shall adopt the following notations and definitions:

(2) L'p) denotes the set of all predictable processes f with
||fHL1(/') < 005

(3) Lo(e) = {f e Li(t); [| f Iz < o} 5

(4) @ denotes the set of all real valued set functions v on ([0, o)X 2,
5, 1) such that v(AUB) =v(A)+y(B) if A, Be5 and ANB=0Q,
l|v]] = sup {3or-. |v(4)|; {4,, - -+, A,} is a measurable partition of
[0, o) X @} < o, and v(4) =0 if AeZ and p(4) = 0;

(5) U@ = | AN, for feLi;
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(6) viH® = | £aN, for feL(;

where the integrals in (5) and (6) are to be interpreted as Stieltjes-
Lebesgue integrals.
Our aim is to prove the following theorems.

_THEAOREM 1. U is an tsomorphism of L'(¢) onto H' such that
(V2 || Nllswo) ™ < ||U|| £ 1. Furthermore, Y 18 an isomorphism of L=(tr)
onto BMO such that 1/v2 < ||V|| < V10 || N||sxo-

Now, let ye® and define W by
(7) Wo)(Y) = S[ __VY)dy, YeBMO,
0,00) X

where V' is the inverse of V and the integral is a Radon integral.

THEOREM 2. The dual space BMO* of BMO s @. More precisely,
the mapping_ Wi @ — BMO* given by the formula (7) is isomorphic and
we have (V10 || N||po)™" < Iwil<v'ez.

The martingale representation theorem obtained in [1] plays an important
role in our discussion. The reader is assumed to be familiar with the
martingale theory as is given in [1] and [5].

2. Preliminaries. (a) The spaces H' and BMO. Let L denote the
class of all right continuous local martingales X over (F,) with X, = 0.
Every X € L has a unique decomposition X,=X:{+ X¢, where X° is the con-
tinuous part of X and X¢ is the purely discontinuous part of X, orthogonal
to all continuous local martingales. Let (X°, X°) denote the continuous
increasing process such that (X°)?— (X°, X°>eL. For every XelL,
[X, X] denotes the process defined by [X, X], = (X°, X%, + <t (4X,)%
where the summation is taken over all points of discontinuity of X and
4X, =X, — X,.. For X,YeL, we set [X,Y]={X+Y,X+7Y]-
[X—Y,X— Y]}/4. Let H' denote the Banach space of all X e L such
that || X||; = E[[X, X]*] < . Let us denote by || X||lsmo the smallest

- positive constant ¢ such that ¢* dominates a.s., E[[X, X].. — [X, X],_| F]
for every stopping time 7. The space BMO is the Banach space of all
X e L with ”XHmuo < oo,

LEMMA 1. Let Y be a square integrable martingale. Then
| Y ]loxo < V5 sup {E[[X, Y1} || X|lm <1} .
The proof is given in [4].
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(b) The stochastic point process. Let N be a stochastic point process
with the intensity . Then we have the following.

LEMMA 2. Let f be a predictable process.

(i) If P(S: 7. Nds < oo> — 1 for all t, then the process (So f,dl\?,)
belongs to L.

(ii) If EB: |fs|>\,sds] < <o, them the process (S: ﬂdﬁ,) 18 a uniformly

integrable martingale.

For the proof of (i), see [3, Proposition 2] or [2], and (ii) follows
from (i).
We note that [1\7, N ]r = Ny and 0= ANT = AN, =<1 for any stopping time
T. If N is a uniformly integrable martingale, we have

E[[N, N1, — [N, N1,_|F;] = E[N., — N,_|Fy]
— B[N, — N,_|Fy] + EH: xadleT]

= AN, + E[Sm xsdstT] .
T

Therefore, the stochastic point process N with the intensity \ satisfies
the condition (B) if and only if there exists a positive constant d such
that for any stopping time T,

(8) ED“ xsdleT] <.
T
This implies that g of (1) is a finite measure.

3. Example. Here we give an example of a stochastic point process
N with the intensity A, which satisfies the conditions (S) and (B).

Let M be a Poisson process, i.e., a stochastic point process with the
intensity 1, and let G, = o(M,, s < t). Define the process N by N, = M,,,,
where t A 1 = min (¢,,1). Let F, = o(N,,s <t) and \, = I, ;(t). Then N
and )\ are as required. Indeed, since

Z\Aft:N,—St)\,sds:Mm—t/\l,
0

it is easy to see that N is a stochastic point process with the intensity
X over (G,). By the definition of M, the process (M;,, —t A 1) is a G-
martingale. Hence N is an F,-martingale, because F,cCG,. Thus the
condition (S) is satisfied. Furthermore, for any stopping time T,

E Bm MdleT] <1.
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Consequently, N belongs to BMO over (F,) by (8).

4., Proof of Theorem 1. First, we show that U is a continuous
linear mapping of L'(y) into H'. For this purpose, let feL'(¢). By

Lemma 2, the process <St | fsldl\A/'s> is a uniformly integrable martingale.
Since AU(f)(t) = f.4N,, we have

NUWN | m = EILUN), UNHE = EKXS' (f,ANs)2)1/2]
< 515148, = 5| 17.1aN,]

= E[SO If,,l)»sds] = [ fllzm -
Thus ||U|| <1, and the linearity of U is obvious. On the other hand,
by the martingale representation theorem [1, Theorem 3.4], every X € H*
has a representation X, = ' f£.dN,, where f is a predictable process such
t 0 t A~
that P(S [ fiInds < oo) =1 for all t. Define X'eL by X, = S | fi|dN,.
0 0

Then we have [X', X'], = 3.« (|f,|4N,)* = [X, X],, which implies that
N X])lm = || X'|lz;» and X' e H*. By Fefferman’s inequality [5], we have

(9) £l = B[ |1 £14N,] = B[ S (£.] 4N)GN) |

= E[[X', N1.I = V'Z [| Xl ]| Nllsuo ,

so that l e L'(¢) and X = U(f). Namely, U:L'(¢) — H*' is isomorphic,
and ('1/2 HNHBMO)_I § ”UH
Next, we show the latter part of the theorem. Let ge L*(x¢) and

Vig)(t) = S:gsdﬁs. Let Xe H* and f — U(X) € L'(t¢), where U™ denotes

the inverse of U. Then we have

=8| 1101an.| = B[ | £.0. s ]

Sl 19llewm = NU (X 1w [ 9]
=Vv'2 HN“BMOHXHﬂl”gHL‘”(/’) ,

ElIX, V@)1 = E[[X, V@)Ll = B|

r f.9,dN,
0

which follows from (9). Since E[[V(9), V(9)).] = EBOO gixsds:] < o, V(g)

is a square integrable martingale. It follows from Lemma 1 that

1V(@)|lwo = V'5 sup {EI[X, V@)].]; || Xlm < 1} < VIO || Nllnwol| g lzwwn -
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Therefore, V is a continuous linear mapping of L~(¢) into BMO such
that ||V|| £ V10||N|lsxo. To see that L=(z) and BMO are isomorphic
under the mapping V, let YeBMO and set C(f) = E[[U(f), Y].] for
every feL'(¢). Then by Fefferman’s inequality and the former part,

IC(f)] = 1/7HU(f>”HlHY“BM0 = 1/_2— ”f”z.l(/t)“ Y”BMO ’
from which it follows that C is a bounded linear functional on L'(y).
Hence, there exists g e L*(¢) such that C(f) = S Sfodp for all feL'(p).
Namely,

c) = B | rands| = B r.0.4N.] = BLUG), VLI, rerm,

and by the definition of C(-) we have E[[X, V(9)].] = E[[X, Y].] for all
X e H'. Therefore, Y = V(g). Furthermore, if f e L'(y¢) and g€ L*(y),

then, as || fydp| = | BIUG), V@11l <V |1£]l0]| V(@) lswo, We have

10 liglew = sup {| | fodp|s £l = 1} £V Z 1V lono

This implies that 1//'2 < ||V||. Thus the theorem is proved.

5. Proof of Theorem 2. Let ve® and YeBMO. Then it is clear
that W(v) is linear, and by (10) we have

W) = V) = 21l £V 2 |[Yllsxol 2]l

which implies that W()eBMO* and ||[W]| <V 2. On the other hand,
if BeBMO*, then from Theorem 1 it follows that for every ge L”(y),

|B- V()| = || B||[|V(®)llano = || B]| (V10 || Nilssol| g l|=m) -

Namely, B-V is a bounded linear functional on L~*(¢). Then there
exists v e ® such that

B-Vi(g) = S[ gy = W) V(e) forall geL7(.
0,00) X
Therefore, B = W(v) on BMO by Theorem 1. Furthermore, we have by
Theorem 1,
vl = |WE)- VI < | W) (VIO Nllsxo) »
so that (V10 || Nlewo) ™ < ||W]|. Thus the theorem is established.
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