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able addition to that literature by their careful account
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first raised many years ago by H. Jeffreys. The exten-
sion of the discussion to include broad classes of priors
is particularly striking.

For those taking an eclectic view of statistical theory
the comparison of different approaches to the same or
similar problems is important, sometimes soothing
and occasionally constructively alarming. What is one
to make of the present comparisons? The authors are
in no doubt.

(i) “Rejoinder 5. P-values have a valid frequentist
interpretation. This rejoinder is simply not true”
(Section 4.5).
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(ii) “...inclusion of all data “more extreme” than
the actual x, is a curious step, and one which we
have seen no remotely convincing justification for”
(Section 4.6).

(iii) “...formal use of P-values should be aban-
doned. Almost anything will give a better indica-
tion ... ” (Section 5).

Extracts out of context are potentially misleading
but I hope that the above give a fair basis for discussing
the implications of the paper. Note also the absence
of the following.

(iv) Rejoinder 8 or 4’. Attempts to force formal
problems of statistical inference into an exclusively
Bayesian mold may give misleading answers.

It seems to me that the authors’ discussion shows
that sometimes a substantial improvement on the use
of P-values will be possible but that nevertheless (i)
is based on a conceptual error on their part, that this
leads them to their unwise view (ii), that (iii) is a
considerable exaggeration and that they have under-
estimated the force of (iv).

First it is important to stress, as do the authors,
that there are several kinds of null hypothesis and
that many encountered in applications are dividing
hypotheses, the question of interest being whether the
direction of such and such an effect is reasonably
firmly established. Here the apparent disagreements
between different approaches are normally minor.

Turning now to points of disagreement, I think that
in (i) the authors are confused over the difference
between a statement that gives a concept its hypo-
thetical operational meaning, and a statement in-
tended as a basis for direct use. In the first sense the
hypothetical long run frequency interpretation of a
significance level seems totally clear and unambigu-
ous; it can be argued to be useless but not to be
meaningless or invalid. Think, for example, of a geo-
physicist who finds it useful to work with the accel-
eration due to gravity at sea level under the summit
of Mt. Everest. If challenged as to what this means,
he might talk about excavating a small chamber at
the appropriate point under the mountain, dropping a
small ball, ... The fact that he could not carry out
such an experiment and probably .would not want to
"even if he could does not make the concept and expla-
nation meaningless. Whether it is a fruitful idea can
be discovered only by trying to use it.

A similar comment applies to point (ii) above. A
standard defense of tail areas and P-values is that if

we were to regard the data under analysis as just
decisive against H, then we would have to regard more
extreme samples also as evidence against H,. There-
fore, P is the probability of declaring there to be
evidence against H, when it is in fact true and the
data under analysis are regarded as just decisive. This
is entirely hypothetical, but that does not make it
meaningless. The authors are, of course, entitled to
say that they regard this as “not remotely convincing”
but it is then a little hard to give a reasoned reply. I
can only say that it is a quite clear and precise inter-
pretation, that it seems to me sometimes a relevant
notion and that its admittedly somewhat contorted
character is, in some contexts, a rather small price to
pay for operating in a minimal formulation.

Now consider the final points (iii) and (iv). If we
have H, and a parametric family of alternatives, the
authors’ calculations show that the posterior proba-
bility of H, can be quite appreciable even when P is
in some conventional sense quite small. In particular
if the alternative is simple, and one disregards the
possibility that neither hypothesis holds I certainly
agree that a likelihood ratio is much more incisive
than a tail area. But this is not really typical of
situations for which significance tests are most useful.
The authors have summarized such positions well in
Section 5. We have a reasonably precise idea of a null
hypothesis. We consider that the null hypothesis may
be inadequate in some way we, at the moment, do not
specify in any detail. If we find clear evidence against
the null hypothesis we may well explore possibilities
in much more detail.

The authors’ arguments suggest that as regards the
support of some particular kind of alternative we may
do well to be cautious, but that is not really what the
conventional significance test is about; it is to serve
as a general warning that something is wrong (or not),
not as explicit support for a particular alternative
explanation. Thus, such tests have a very limited aim
and often one should be doing something more
strongly focused, but that does not make the P-value
misleading or useless. To turn the authors’ argument
on its head, how can they be universally happy with
checks on the adequacy of hypotheses that are so
cautious as to give false signals of inadequacy only
extremely rarely, with consequent low sensitivity?

In summary, it seems to me that the paper is a
valuable and thought-provoking one, but that the con-
clusion that P-values have no role at all is wrong.



