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EXCHANGEABLE EVENTS AND COMPLETELY 
MONOTONIC SEQUENCES 

CLARK H. KIMBERLING 1 

1. Introduction. We investigate the probability theory of an infinite 
sequence of events, all having the same probability, and we assume the 
events are exchangeable. That is, for each positive integer n, each pair 
of n-fold intersections of events have the same probability. In the 
familiar game of tossing a coin forever, the events "heads" provide an 
example of a sequence of exchangeable events. A less trivial example 
is provided by Pólya's urn model. (See, for example, Feller [1, p. 226].) 

We show in Theorem 1 that a sequence of events of common prob
ability is exchangeable if and only if the sequence of real numbers 
whose nth term is the probability common to the n-fold intersections of 
events is a completely monotonie sequence. Theorem 2 asserts that 
for such events, Kolmogorov's Strong Law of Large Numbers holds if 
and only if the events are independent. Theorems 3, 4, 5, and 6 
describe probabilities of unions and intersections of exchangeable 
events of common probability. 

We recall now preliminaries from Feller [1, p. 225], Widder [4, 
p. 108 and p. 12], and Hardy [2, pp. 279-282]. For a sequence 
jjLo, fjii, - • - of real numbers, we denote by Amjütq the sum 

k=0 \ K / 

and define /x0, /xl5 • • • to be completely monotonie if 

( - l)m A " X ^ 0 for m, q = 0, 1, • • -, 

and minimally completely monotonie if for every fx < /u,0 the sequence 
A1? Pi, M2> ' * ' is not completely monotonie. 

A fundamental theorem of Hausdorff is that /x0, /x1? • • * is completely 
monotonie if and only if there exists a bounded nondecreasing func
tion «from [0,1] into [0, oo ) such that 
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Mn= P tnda(t) f o r n = 0 , 1 , - - •. 
J o 

We always take a to be the unique normalized function of Widder [4, 
p. 100] and refer to a as the distributor for /x0, ̂ i1? 

The essentials of the proof of the next theorem, referred to in the 
sequel as Hardy's theorem, may be found in Hardy [2] and Widder 
[4]. Suppose /A0, M-i, * * • is a completely monotonie sequence with 
distributor a. Then the following are equivalent: 

(i) There exists JLL such that the sequence //,, fx0, /x1? * • • is completely 
monotonie. 

( i i ) 2 " - o ( - l ) ' A ' M o < " -
(iii) There exists a distributor y such that 

a(t) = s dy(s); 
J o 

in this case, y is the distributor of/x, /XQ, /X1? • • \ 
(iv) S0

1(llt)da(t)<°°-
That fji for which JJL, fi0, JXÌ7 * * • is minimally completely monotonie, when 
such a fi exists, is 

S( -1 ) 'A'MO= W T ^ -»=o ° r 

2. Main results. We define a sequence of real numbers /x0, ju,l5 ju<2> ' ' *> 
where ^ 0 = 1, to be admissible if there exists a probability space 
(fl, £#, F) and events \mJI- such that 

F(Ani • • - Anj = ixm 

whenever 

1 = ni < • ' - < nm for m = 1, 2, • • \ 

We say that the events A„ and their indicators In are exchangeable 
with respect to /x,0, /x1? 

THEOREM 1. Let fx0, /x1? - - - be a sequence with fx0 = 1. 77ien £/ie 
sequence fA0, fii9 • • • is admissible if and only if it is completely mono-
tonic. 

PROOF. Granted admissibility, complete monotonicity is immediate 
by de Finetti's theorem (see, for example, Feller [1, p. 225] ). 

To prove the converse, we define for m = 1, 2, • • • an m-place func
tion F .̂..,™ by 

file:///mJI-
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I 0 if min {xx, - - -, xm} < 0, 

_ } Mm-j ifm i n {*1> • • *> Xm} = 0, 

if exactly m — j ot these 
coordinates are in [0,1) and 
j coordinates are ^ 1. 

For each finite collection nY < • • • < nk of indices, define 
Fnh...tnk marginally, viz., 

fni, • • .f„fc(*i, * ' ', *fc) = Fi,2, • - .,„fc(l, *• ', 1, x1? 1, • • • , • • • , 1, xfc), 

where x,- occupies the n t̂h place for j = 1, • • % k. For each permuta
tion Xni, • • -, Anjt of nl5 * • *, nk, define 

Then 

for every set of k distinct indices kl9 • • *,Xfc. 
The collection 

$ = {FA .. .IXH: {X1? • • -, A.n} is a finite collection of positive integers} 

clearly satisfies items a, b, c, e, and f of the hypothesis of the Kolmo-
gorov theorem, as presented in Tucker [3, p. 30]. We proceed with 
an inductive argument to show that item d is also satisfied. Letting 
MFP -,mbe the probability measure induced on Rm by FL...,m, we 
wish to show that for every m dimensional cell (a, b] = ((a1? • • -, am), 
(fox, • • -,fem)],wehave 

m 

(1) M*.--..«(*&]= E (-!)* S F i , ^ ) ^ " . 
k=0 ***k,m 

where 8 ranges through the set Afc m of (*g) vertices of (a, b] which 
consist of k ai s and m — k &/s, for m = 1, 2, • • \ 

For m = 1, (1) is just Fi(b) — Fi(a) = 0. Now fix m > 1, and sup
pose that (1) holds in S? for all cells (a, b] of dimension m — 1. For 
q = m, we shall write just F for F1 q. Let 

(a, 6] = ((al5 • • -,am), (fol5 • • -,fcm)] 

be an arbitrary m dimensional cell. 



568 C. H. KIMBERLING 

LEMMA. Suppose that for some j satisfying l â j = m , one of th 
following is true: 

aj S bj < 0, 0 ^ aj ^ bj < 1, or 1 g a, g bs. 

Then we see that (1) holds with equality, since the terms in the sun 
in (1) can be paired as 

F(xl9 • • -, bj, ' - -, xm) - F(xl9 • • % aj9 • • -, xm), 

and each such difference is equal to zero. 

Now let q be the number of components b{ of b such that b{ < 1 
If the hypothesis of the lemma does not hold, we have a{ < 0 for thos 
i satisfying b{ < 1. 

Case 1. If the remaining m — q a/s satisfy 0 a f l j < 1, then 

F(8) = 

Pq if 8 = b, 

Mq+fc if S has exactly fc nonnegative a/s, 

/Ltm ifS has m — q nonnegative a/s, 

0 otherwise, since in all the remaining 
cases, at least one component of Ô 
is negative. 

If 0 ^ k ^ m — q, then (m^q) is the number of vertices having exactl) 
k nonnegative a/s, so that 

Thus, 

E F(8) - ( m -n 
Ô<EA,„. K 

Pq+k-

m—q 

1 (-Dfc S Fx,.,m(8)= 2 ( - l ) * S F,,.,m(8) 
k=0 S'GA fc=0 

m—q 

S E A . 

MQ+A: 

= (-D- g (-l)*(m^)^-k 
m—q 

fc=0 

= ( - l ) m - ^ Am-qHq^: 0. 
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Case 2. If the lemma does not apply and if for some k satisfying 
1 ^ k ^ m, we have bk = 1 and ak < 0, then we define 

and 

b' = (&1? • • sfcfc-^&fc+i, ' ' -ybm) 

and claim that 

fiF(a,b] = M-F1>..,m-i(fl',fe'l, 

this second expression being nonnegative by the induction hypothesis. 
To see that 

liF(a,b] = MFlt..,m-i(fl',b']> 

define for each vertex 8 of (a, b] the vertex 8 ' of (a ', fo '] formed by 
removal of the fcth component of 8. Then 

f Fi,...,m-i(8 ') if the fcth component of 8 is fofc, 

0 if the fcth component of 8 is ak. 

Now decomposing Afc m into 

A(fo) = {8G Afc m : bk is the fcth component of 8} 

and 

A(<z) = {8 G Afe m : ak is the fcth component of 6}, 

we have 

S F(S)= S F(ô) + S F(S)= 2 Fi,...»-^»'), 
8 £ A t m «GA(fe) ÔEA(a) ô'Gàkm_l 

so that 

m m—1 

S ("I)* 2 F(ô)= E (-1)* S F!,..,^«') 

This completes a proof that item d of the hypothesis of the Kolmo-
gorov theorem is satisfied by the collection %. Applying the Kolmo-
gorov theorem, we now conclude that there exist a probability space 
( O, c#, P) and random variables £n over fi whose distribution functions 
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and joint distribution functions are, with corresponding indices, those 
in 8». In particular 

FAx) = 

0 if x < 0, 

/l! if 0 g X < 1, 

1 i f j c ^ l 

and letting An= €^l(— °° ,0] , we have for every positive integer m, 
and indices nx < • • • < nm, 

/ m \ / m \ 

p(n A„.) = P (n^c—.o] ) 
= F„i,...,„,n(0, • • - , 0 ) = Ç,...,m(0, • • • ,0 ) = M m . 

Therefore, the sequence /LL0, /ut1? • • -is admissible. 

THEOREM 2. L#£ /LLQ, /utl9 • • - be a sequence admissible with respect 
to indicators lly Z2, • • \ Then there exists a constant random variable 
c such that the sequence 

hMh + h), ••;(h+ ••• + /„)/«,••• 

of arithmetic means converges in probability to c if and only if the 
indicators Ii7 Z2, * * * are independent, in which case the random 
variable c is given by 

c(ù>) = fjLl forali w E f ì . 

PROOF. It is well known (for example, Tucker [3, pp. 123-124]) 
that if the In are independent, then the arithmetic means converge not 
only in probability to fil9 but, a fortiori, with probability one. 

To prove the converse, let o„ denote the distribution function of the 
random variable £n = (Ix + • • • + In)ln and assume that for some 
constant random variable c, we have 

Then 

so that 

lim P[ \Cn - c\ è e] = 0 for every e > 0. 

lim P [ c - € ^ £ n ^ c + e] = 1 , 

l i m P [ { B S t ] = 
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This shows that 

(2) lim Onit) 
fO iff < 

~ 1 1 ift^ 

0 i f £ < c , 

c. 

Now let a be the distributor of the sequence JJLQ, fil9 

in Feller [1, p. 223], 

iimctnit) = a(t) 

As proved 

at each point t of continuity of a. As a nondecreasing function, a 
has at most countably many points of discontinuity. Letting p be an 
arbitrarily small positive number, we can therefore find points px 

and p2 of continuity of a such that c — p< pY< c < p2< c + p. It 
follows from (2) and our normalization agreement for distributors that 

«(*) = 

Thus, from the representation 

0 if t<c, 

1 if t=c, 

1 if t>c. 

11»= [ t»da(t), 
J o 

we obtain /xn = cn. But this means that if m is any positive integer 
and nx < • • • < nm any m indices, then 

P(Ani • • • AJ = P(Ani) • • • P(AnJ. 

Therefore, the sets Al5 A^, • • -, and consequently, the corresponding 
indicators Il912, ' ' *, are independent. 

THEOREM 3. Suppose JLL0, fii9 * * * is admissible with respect to a 
probability space (fl, Jî, F), sets A» in <z4, and distributor a. Then the 
An satisfy the converse of the Borei-Cantelli Lemma (as in Tucker [3, 
p. 70] ) if and only ifa(0+ ) = 0. In fact, PlA^i.o.] = 1 - a(0+ ). 

PROOF. Since 

m + 1 da(t) 

we obtain 
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lim F ( n Ajc ) = a(0+). 
n_>oo ^ j=m ' 

Now, 

F[Ai.o.] = F ( H Ü A ) 
m = l j = m 

= lim P ( Ü A, ) = 1 - lim P ( H A/ ) 

= 1 - lim lim P ( H A/ ) 

= 1 - l ima(0+)= 1 - a ( 0 + ) . 

THEOREM 4. Suppose /LL0, /ni, ' ' ' is admissible with respect to sets 
Al7 A2, ' • ' and distributor a. Then 

P f Ü A . 1 =P[Ani.o.]. 
L n = l J 

Thus, with probability one, if a point lies in any An, then it lies in 
infinitely many A^s. 

PROOF. 

P f Ü A J = P(AJ + P(A2 - A,) + P(A3 - (A, U A,)) + ••• 

= P(Al) + P(A2AS) + P(4AcAic) + • • • 

= Ì ( - 1 ) » - » A » - V 1 
n = l 

by de Finetti's theorem 

= 1 - a ( 0 + ) 

by Hardy's theorem 

= F[Ani.o.] 

by Theorem 3. 

THEOREM 5. If F(U « = i A) = 1 ö n ^ ^ ( 0 n = i Ai) = 0, or, equiva-
lently, ifa(0+ ) = 0 and a(l — ) = 1, f/ien u;i£/i probability one, a point 
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of CI lies in infinitely many A^s and in infinitely many A^s. 

PROOF. If 

p f f Î A , )=0, 

P ( Ü A / ) = l . 

P[An<i.o.] = l. 

P[Ani.o] = 1, 

P ( Ü K )=i . 

THEOREM 6. Suppose fi0, [JL^ • • • is a minimally completely mono-
tonic sequence with fil < 1, with respect to sets A1? A2, • • \ Then 
/or every finite collection Ain, • • -, A,-,i? F(U5=i Afj) < 1, while for 
every infinite collection Ai19 Ai2, • • ' , P ( U ] = i Af.) = 1. That is, no 
finite collection of A/s covers fi, while every infinite collection does 
cover ft, with probability one. 

PROOF. 

then 

By Theorem 4 

Also by Theorem 4 

since 

P\ Û Atj] =
BS(-1)'AV 

L 7 = 1 J «=0 

i=0 

while 

P( U A t J ) = Ì ( - l ) ' A V i = l 

by Hardy's theorem. 
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