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ON COMPUTATIONAL APPLICATIONS OF THE 
THEORY OF MOMENT PROBLEMS 

SVEN-ÂKE GUSTAFSON* 

SUMMARY. Many computational problems can be formu­
lated as the task to evaluate a linear functional L for a given 
function <P when L is subject to a finite number of constraints. 

In this paper we discuss tasks of this form. L(<P) can be 
evaluated numerically either by approximating *P with linear 
combinations of a given system of functions u\9 1*2, **•, un or 
by approximating L with a finite sum. In this way one can 
treat effectively such problems as the evaluation of a class of 
slowly convergent Fourier integrals, finding the limit value 
of sequences and the approximation of functions. 

In our theoretical analysis we shall use the theory of the 
moment problem and consider generalizations of an optimiza­
tion problem first studied by A. A. Markov and P. L. Cebysev. 
We extend the results in various directions using the theory of 
semi-infinite programming. 

1. Introduction. Let [a, b] be a closed bounded interval and 
denote with C[a,b] the space of functions / which are continuous 
on [a, b] and normed by | | / | | = maxaSfSfc [/*(£) |. Let L be a bounded 
linear functional defined on C[a, b] and let ux, u2, • # * be a sequence 
of functions in C[a,b]. In this paper we shall discuss general and 
effective ways of solving: 

TASK S: Compute L(<p) when L(ur) = [LY, r = 1,2, • • \ The sequence 
Mi> M2> ' ' ' & given numerically and <p(t) can be evaluated at any point 
t in [a, b]. (No explicit representation of L is assumed to be known.) 

THEOREM 1. Let <p be a given junction in C[a, b] and uÌ9 w2, * * • a 
sequence in C[a, b] such that to every e > 0 one can find a finite 
linear combination ^N

r=i crur meeting the condition 

(1) ( (S 4 * - , || <. . 

Let L be a bounded linear functional on C[a, b] and put jir = L(wr), 
r = 1, 2, • • •. Then the value ofL((p) is uniquely defined by the condi­
tions 
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L(ur) = fJLr,r= 1 ,2 , • • \ 

We mention the following examples of sequences ur which meet 
the condition (1). 

ur(t)= t'-\<pGC[a,b], 

ur(t) = fr* where kx = 0,kr<K+u E UK = °° and <p G C[0,1] . 
r=2 

See [3] p. 197 and p. 232. 

We list some different computational problems which can be re­
garded as special cases of Task S. 

EXAMPLE 1. Summation of certain slowly convergent series. Let 
(f E. C[0,l]. We want to evaluate 

w- i4-*(f) . 
j=i J x J ' 

Putwf(f) = tr~l. We find 
L(ur)= 2 - ^ ^ = ^ + 1 ) ^ = 1 , 2 , ••• 

j = i J J 

where f is Riemann's ^-function. This is tabulated but can also be 
evaluated numerically by using Euler-Maclaurin's formula on the 
defining series. For further details see [12], [19]. 

EXAMPLE 2. Numerical quadrature by inconvenient weight-function. 
The special example 

P esintlnlllt)dt 
Jo 

is used to illustrate the general idea. The function ln(l/£) has a singu­
larity at the origin and hence Romberg's scheme or Newton-Cote's 
rules cannot be expected to be effective. We put 

L(<p) = P <p(t)ln(llt)dt 
J o 

and take ur(t) = tr~l. Hence L(ur) = r~2, r = 1, 2, 

EXAMPLE 3. Analytic continuation of certain functions. Let JLL15 fx2, 
• • • be a sequence admitting the representation 

fr = I tr~l doit), r = 1, 2, • • -, where | \da(t)\ < °°. 
Jo Jo 
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We want to evaluate the function F defined by 

(2) F(z)= Ì>- ' /v 

We get 

H*) = P -7-^ da(t)when P fr~l da(J) = M*> ' = 1, 2, • • \ 
Jo 1 — tz Jo 

The integral defines F for all z such that (p(t) = (1 — tz)~l is continu­
ous on [0,1] and gives hence the analytic continuation of F outside 
the region of convergence of the series (2). See [7], [18]. 

EXAMPLE 4. Evaluation of a general class of slowly convergent 
Fourier integrals. Consider the task to compute 

•F (« )= / J e^f(t)dt 

when f admits the representation 

f(t) = J" e-xtda(x),t^0 

where a is of bounded variation over [0, 00] and the numerical values 
of f are known in the set 0 = tx < t2 < • • ". Put h = t2 — tx. After 
transformations we get 

F((o) = -h P (InA + ihù))-1 dß(\), 
Jo 

f(tr)= £ A ' ' ' * # ( A ) , r = l , 2 , •••. 

This is a special case of task S above and the conditions of theorem 1 
are met if ]T "= 2 ^ _ 1 1 S divergent. See [18], [22] and [24]. In a com­
putational solution of task S one can only use a finite number of ele­
ments of the sequence L(ui), L(u2), ' ' ', say fjLl9 fx2, ' ' ', AV We dis­
cuss two approaches namely: (A) approximate (p with a finite linear 
combination of uu u2, ' ' ' and (B) replace L with a functional L0 

which is of the form 

(3) L0(<p) = J nwiU), *, G [a, fc], 9 < 00. 
i = l 
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APPROACH A. Let 

(4) Ç„= Éï/r«, 
r = l 

be given and put en = \\<p — Qn\\. Then 

UQn) = Ê î/rMr and \L(<p) - ^ Ç B ) | ^ eB||L||. 
r = l 

It is possible to take Qn as a linear combination of the form (4) which 
minimizes \\<p — Qn\\ but this is a major computational task. But 
Powell [27] has shown that in the case ur(t) = tr~l (compare 
examples 1-3 above) a very good realization of this goal is achieved 
if we select Qn as the polynomial of degree less than n which inter­
polates (f in ti, t2, ' ' ', tn where 

a + b b - a n - i-0.5 . i n U = —^— + — r - cos ei9 di = TT, t = 1, 2, • • -, n. 
2 2 n 

Hence Çn can be constructed by means of n2 arithmetic operations if 
we use the algorithms in [1], [15] and [16]. 

APPROACH B. Determine abscissae i{ and masses m{ such that 
Lo(ur) = L(ur), r = 1, 2, • • -, n where L0 is defined by (3). We note 
that if Qn in (4) interpolates <p in t{ then 

n q 

S !/rMr = S mt<p(^) 

and hence the two approaches A and B give the same estimates for 
Uip). 

2. Moment problems. In this section we shall describe how to 
derive error bounds associated with the approaches A and B to Task 
S by means of the theory of moment problems. We consider first the 
case when L is a positive bounded linear functional over C[a,b], i.e., 
f(i) ^ 0, t G [a, b] implies Lf^ 0. Then there is an a which is non-
decreasing and bounded over [a, b] and such that L admits the repre­
sentation 

Lf= f f(t)da(t),\\L\\= \bda(t). 
Ja J a 

We extend later our results to general continuous linear functionals 
over C[a,b] when an upper bound for ||L|| is known. We define first 
two general optimization problems. 
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Let [a, b] be a closed bounded finite interval, ui9 u2, ' * *, un and 
<p given continuous functions over [a, b] and fily /x2, ' ' *, /u,n given real 
numbers. We consider the two problems (P) and (D) defined as fol­
lows: 

(P) (D) 

sup (p(t) da(t) inf ]£ yv\ir 
a Ja y r=l 

subject to ur(t) doit) = nr 2) ururif) = <p(t), t G [a, b] 
Ja r = l 

r = 1, 2, • • -, n, a S . 

(P stands here for primal, D for dual). 
The tasks (P) and (D) are called a dual pair of semi-infinite linear 

programs. The solution of P could be used to find upper bounds for 
L(<p) if L is positive. Sometimes this can be achieved easier. We 
prove 

LEMMA 1. Let a^be a feasible solution of (P), y a feasible solution 
of(D). Then 

<p(t) dao(t) g 2é yriLr. 
Ja r = i 

PROOF. Since CXQ and y are feasible solutions ^ ? = i vrur(t) =Z <p(t) 
and /i,r = Sì ur(t) doto(t), r = 1, 2, • • -, n. Hence 

n rb n rb JZyr^r= 2 yMt)dao(t)^ <p(t)dao(t). 
r = l J a r - 1 J a 

In order to describe the main results about (P) and (D) we need 
some concepts: 

The subset Mn of Rn defined by 

Mn = {v I t?f = f ur(£) da(*), r = 1,2, • • -, n 
Ja 

for some increasing a of bounded variation } 

is called the moment cone associated with (P). Compare [26]. 

REMARK. Mn is the smallest cone containing the curve 

U = {u(t) = Ui(t)9 u2(t)9 • • -, un(t) \tG[a, b] }. 
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Hence (P) is consistent if and only if fi = fxh p2, • • -, /xn belongs to Mn. 
The system uu u2, * • *, un is said to meet Kreins condition on [a, b] 

if there are constants c l3 c2, ' ' ', cn such that 

J crur(t)>0,tŒ [a,b]. 
r = l 

Using Helly's selection principle we can prove: 

LEMMA 2. The moment cone is closed iful7u2, • * •, un meet Kreins 
condition. 

Compare [14] and [20]. We are now ready to state: 

THEOREM 2. LetUi,u2, •• -,un meet Kreins condition. Then one can 
prove the assertions: 

1. (D) is always consistent. 
2. (D) has unbounded solutions if and only if (P) is inconsistent. 
3. If (P) is consistent (P) and (D) have equal optimal values. 
4. The optimal value of (P) is assumed for a point-mass distribution 

with q mass-points, q = n. 

The proof of these results can be based on the separation theorem 
for convex sets in Rn and Caratheodory's theorem on the representa­
tion of the convex hull. See [20]. 

THEOREM 3. Let y be an optimal solution of (D) and let the optimal 
solution of (P) be a*, a point-mass distribution with increase m{ at 
tiy i — 1, 2, • • -, q. Then the following relations hold: 

(5) 2) m i " r (0 = ^ n r = 1, 2, • • -, n, 

(6) J yrur(ti) = <p(ti), i = 1, 2, • • -, </. 
r = l 

Iful,u2, - - -, un and <p have a continuous derivative of the first order 
then 

(7) S J/rttr'(*<) = * ' f t ) , ifa<U<b. 
r = l 

PROOF. (5) expresses the fact that a* is a feasible solution of (P). 
Theorem 2 statement 3 gives /£ <p(£) da*(t) = ^ ?=i JA-Mr o r 
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r ( 2 yrur(t)-<p(t))da*(t) = 0. 
Ja X r=l ' 

Thus if a* has a positive increase mf at t{ then 

n 

2 yrur(ti) = <p(ti) , i = 1,2, • • - ,9. 
r = l 

This proves (6). 
Let now ^ satisfy a < t{< b, and be a mass-carrying point of [a, b]. 

Put *(0 = E r - l yrttr(*)- ?(*)• S i l l C e !/ Ì S feaSÌble *(*) = 0, t E. 

[a, b]. We have just proved that ¥(*<) = 0. Therefore ¥'(*,) = 0 
which is (7). 

Hence we can construct the solutions of (P) and (D) if we can solve 
the nonlinear systems obtained by combining (5), (6), and (7). Com­
pare [14] and [20]. 

We note that we have no assurance that the inf is assumed in (D). 
Theorems 2 and 3 can easily be extended in various directions. 

Thus we directly establish that analogous statements hold for the 
problems (P) and (D) defined thus: 

min <p(t) da(t) , 
a J a 

(P) \b ur(t) da(t) = tir, r = 1, 2, • • -, n, 

a ' 

n 
SUP S yrVr , 

(D) 

J yrur(t) â <p(t) ,t<E[a,b]. 
r = l 

A difficulty in practical computation is that q in general cannot be 
determined in advance. We know that q = n but in many cases of 
practical interest q is close to n/2. We will treat some cases when a 
much better bound than q ^ n is available. For this we need a defini­
tion. The integer Z defined by 

Q 
z = S (sign('i - a) + siën(b - tu) 

i = ì 

is called the index of the point set tÌ912, ' ' % tq in [a, b]. 
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We note that if ti9 t2, ' ' •, tq are the mass-carrying points of an 
optimal solution of (P) then Z is equal to the number of equations in 
(6) and (7). 

THEOREM 4. Let uly u2, ' ' % un and <p form a Cebysev system over 
[a, b ] . Then p can be represented with a point-mass distribution of 
index less than n if and only if p is a boundary point of Mn. If \L be­
longs to the interior ofMn then there are exactly two representations of 
index n one of which gives the optimal solution of (P), the other of 

(E)-
See [26]. A particular instance of theorem 4 is when ur(t) = tr~l 

and <p{n)(t) > 0 on [a, b]. Then (P) and (P) are solved by means of 
standard methods, e.g., the algorithms in [11] An application to the 
summation of certain power series is given in [7]. We mention also 
that the task to estimate the £2-norm of the error in the computed 
solution of a linear system can be formulated as a moment problem 
provided certain general assumptions are made on the matrix of co­
efficients. An algorithmic solution is given in [ 10]. 

THEOREM 5. Let ur(t) = tr~l, r = 1, 2, • • -, n and let <p be a poly­
nomial of degree £ ̂  n. Then there is an optimal solution of(P) whose 
index satisfies Z = £. 

PROOF. Let y be an optimal solution of (D) and put 

* ( * ) = Î, yrr-1 - <p(t). 

Since y is optimal it is also feasible and hence H?(t) = 0. ^ is a poly­
nomial of degree £ and can therefore have only £ zeros counted with 
multiplicity. Since all optimal solutions of (P) have their mass-points 
in the zeros of ̂  we must have Z = £. Q.E.D. 

Using the same arguments we prove the more general result: 

THEOREM 6. Use the same notations as in the preceding theorem but 
assume now that (p is of the form 

<p(t) = Qo(t) + Ç1W/Ç2W 

where Q{ is a polynomial of degree ii9 i = 0, 1, 2, and Ç2(É) ^ 0 
* E [a,b]. Then 

Z â max(n - 1 + £2, £0 + ^ ^i)-

We want to consider problems when a is permitted to have non-
negative variation and prove: 
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THEOREM 7. The following tasks are a dual pair of semi-infinite 
programs 

sup <p(t) da(t) 
a Ja 

I ur(t) da(t) = fir, r = 1, 2, • • -, n, 
J a 

\" \da(t)\^L, 
J a 

inf J ) yrfir + t/0L 

2 ?/rt/r(f) - <p(t) 
r = l 

^yo,tG [a,b]. 

PROOF. Write a as a + — a~ where a + and a~ are increasing. Our 
first problem takes the form 

sup I <p(t) da+(t) - I <p(t) da-(t)9 

J wr(f) da+(£) - J ur(t) dar{t) = ^ , r = 1, 2, • • -, n, 
J a J a 

(8) 

\b da+(t) + |* da-(t) + e = L, 
Ja Ja 

a+» a - » e è O . 

The dual of this problem reads 

n 

inf 2 yrVr + Lyo, 
y r = i 

$, yMt) + yo^ V(t), tG[a,b], 

- S y Mt) + î/o ̂  -wo, * G te fej, 
r = \ 
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This can be rewritten as 

n 

inf E î/rMr + LyQ, 
y r = i 

I n I 

S yMt)- <p(t) p?/o, yo = o. 
r = l ' 

For all feasible solutions of this last mentioned problem y0 > 0 and 
hence we must have e = 0 in (8) if <p is not a linear combination of 
uh u2, ' ' ',un. Compare [25]. 

We mention two applications of the last theorem: 
ERROR BOUNDS FOR QUADRATURE RULES. We seek L(<p) = Jo<p(t) doit) 

where <p is continuous on [0,1] and a of bounded variation over the 
same interval. We make the approximation 

Q 

L(<p) ~ L0(<p) = ^ mtp(ti). 
i = \ 

We want a bound for the error E(<p) = L(<p) — Io(<p)- The abscissae 
ti and weights ra{ are determined numerically and we know that 

r i «J 

tr~l da(t) - Y rrtit/-1 = €r, r = 1, 2, • • -, n. 

Hence we can write 

E(<p)= F *>(*)#(*), 
Jo 

P F" 1 # (*) = € , , r= 1,2, • • -,n, 
J o 

f1 I*WI= i KI+ r IA#)I-
Jo /TJ Jo 

The task to maximize E(<p) is a semi-infinite program of the type con­
sidered in theorem 7. Its dual reads 

inf J t/rer 4- t/o ( Z, K | + [ |da(*)|) , 

I J î / ^ " 1 - ^ ) I ^yo, tG [0,1], 
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and hence an upper bound for E(tp) is obtained if we evaluate the 
preference function of the dual for any approximating polynomial 
Q(t) = 5)?=i yrt

r~l- In the same manner we show that 

£(*)£ î,yr*r-yo( i KI+ f! \Mt)\) 

for any polynomial Q(t) = 5)*?=1 î/r*
f_1 such that |Ç(f) - ?(*)!= !/o> 

* E [0,1]. 

TWO-SIDED APPROXIMATION OF FUNCTIONS. Let again ui9 u2, • • -, un 

and ^ be given functions continuous on [0,1] . The problem to 
approximate <p as well as possible in the uniform norm over [0,1] by 
means of a linear combination of uu u2, ' ' •, un can be written as the 
following semi-infinite program. 

Minimize t/0 when 

I i yrur(t) - <p(t) I S y0,t G [0,1]-
1 f = l f 

Invoking theorem 7 we immediately find that the corresponding 
primal problem reads 

sup J <p(t) da(t), 
a 

I ur(t) da(t) = 0 , r = 1, 2, • • -, n, 
J o 

f1 \da(t)=l. 

Compare also [25]. 

3. Numerical solution of the moment problem (P). 
3.1. GENERAL ALGORITHMS. If we combine (5), (6) and (7) we get a 

nonlinear system whose solutions can be used for the construction of 
the optimal solutions of (P) and (D). In the general case one must 
verify the inequality ]£?=i yrur(t) = <p(t), tG [a,b], which only for 
special classes of problems can be done by means of a finite number of 
arithmetic operations. 

Algorithms for the general problem are discussed in [14], [20] 
and [23]. 

3.2. SPECIAL CASES. AS apparent from the earlier arguments many 
particular cases of practical interest can be treated more easily with 
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specialized methods. The problem of theorem 4 can hence be solved 
by means of the methods given in [18] but if ur(t) = tr~l the 
codes in [11] are much more efficient. We note here the problem 
of Stieltjes, namely <p(t) = (x — t)~l, x real, ur(t) = tr~l, when, as is 
well-known, the optimal value of P can be determined without prior 
computation of the optimal point-mass distribution. Compare [3] 
and [7]. 

When uu u2, ' ' ', un form a Cebysev system, the algorithms by 
Remez are used to solve the problem of two-sided approximation of 
section 2. See [3]. 

3.3. APPROXIMATIONS BY MEANS OF SIMPLER MOMENT PROBLEMS. 

Often one can solve (P) and (D) numerically by replacing them with 
problems which are simpler to handle. 

In many cases the supremum and infimum values of P lie very close 
together. Hence one may be content to determine a feasible solution 
of (P). Such is obtained if we use an appropriate quadrature rule. 
Compare the preceding discussion on mechanical quadrature. For 
applications to Stieltjes'integrals see [12] and [19]. 

If we use a mechanical quadrature such that the corresponding 
point-mass distribution is a feasible solution of (P) this is equivalent 
to solving (P) with (p replaced by an interpolating polynomial. 

Another approach is to approximate (P) with the moment problem 
which is obtained if we replace ur, r = 1, 2, • • -, n and <p with piece-
wise linear functions. Then (P) can be solved with the simplex algor­
ithm of linear programming [4] and [8], as shown in [20]. This 
idea can be directly generalized to moment problems in several 
dimensions. 

Further refinement will result if we use higher order interpolation 
or splines to represent ur, r = 1, 2, • • -, n and <p. 

Using theorems 5 and 6 we may approximate <p over the whole 
interval [a, b] with a polynomial of degree higher than n — 1 or a 
rational function. 

General results on the convergence of sequences of semi-infinite 
programs are given in [20]. 

3.4. EXTENSIONS. AS indicated in [20] and [23] the theories 
and methods discussed in this paper can be generalized. Hence appli­
cations to technical problems such as air and water pollution abate­
ment are within reach. 
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