
ROCKY MOUNTAIN
JOURNAL OF MATHEMATICS
Volume 3, Number 3, Fall 2003

ENTIRE FUNCTIONS OF EXPONENTIAL TYPE
AND UNIQUENESS CONDITIONS

ON THEIR REAL PART

RAPHAËLE SUPPER

ABSTRACT. This paper extends uniqueness results due to
Boas and Trembinska, on entire functions with exponential
growth whose real part vanishes on lattice points. Here the
case is studied where the real part of the function satisfies
given relations or assumes prescribed values at lattice points.
These results are obtained thanks to such tools as analytic
functionals, their Fourier-Borel transform and some operators
acting in the space of entire functions in CN of exponential
type, including difference and differential operators of infinite
order with constant coefficients. There are also applications to
some difference equation studied by Buck, Boas and Yoshino.

0. Introduction.

Carlson’s theorem for entire functions in C of exponential type < π
gives rise to various generalizations. It involves entire functions f such
that

(1) |f(z)| ≤ Ceτ |z|, for each z ∈ C

where C > 0 and 0 < τ < π are two constants. This theorem states
that such a function f is identically zero in C as soon as f(n) = 0 for
each n ∈ N (see [7, 21]). This uniqueness theorem extends to entire
functions in CN (see [4, 16]) and to harmonic functions in RN (see
[2]), which vanish on NN and grow exponentially.

In the case N = 1, [8] studies the following situation:

Theorem I [8]. A function f entire in C, of exponential type < π,
whose real part vanishes on Z and Z+ i, is constant: f ≡ ib, b ∈ R.
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Since the conclusion is not “f ≡ 0 in C,” Theorem I is not properly
speaking a uniqueness theorem for f but rather for (f + f̄)/2, with
f̄ defined by f̄(z) = f(z̄) for all z ∈ C. That is why the conditions
“�ef(n) = �ef(n + i) = 0, for all n ∈ Z” will nevertheless be named
uniqueness conditions.

Theorem I may be read as a uniqueness theorem for harmonic
functions of two variables where uniqueness conditions deal with the
lattice points on two parallel lines ofC � R2. More precisely, Z×{0, k}
is a uniqueness set for harmonic functions in R2 of exponential type
< π/k with k ∈ N (see [8]). For a version where uniqueness conditions
deal with the lattice points on two intersecting lines: see [8, 19].

Favoring the reading in words of harmonic functions, Theorem I is the
starting point of several works on interpolation of harmonic functions
in R2 (see [1, 10, 11, 12, 25, 29]). Theorem I extends to harmonic
functions in RN where uniqueness conditions deal with the lattice
points on two parallel hyperplanes (see [24, 29, 34]).

Favoring rather the reading of Theorem I in words of real part of entire
functions, [30] studies the case of entire functions of two variables. This
result remains of course valid for entire functions of N variables, N ≥ 2:

Theorem II [30]. Let f be an entire function in C2, with the growth:

(2) |f(z1, z2)| ≤ Ceτ(|z1|+|z2|), for all (z1, z2) ∈ C2

for some constants C > 0 and 0 < τ < π. If the real part of f vanishes
on Z2 and (Z+ i)2, then f is identically zero in C2, provided that:

(i) the restriction of f to R2 belongs to L2(R2)

(ii)
∑

(n1,n2)∈Z2 |f(n1, n2)| < +∞.
Hypotheses (i) and (ii) are required by the interpolation

f(z1, z2) =
∑

(n1,n2)∈Z2

f(n1, n2)
sinπ(z1 − n1)
π(z1 − n1)

sinπ(z2 − n2)
π(z2 − n2)

,

see also [32]. Here with the technique of analytic functionals, it appears
that the conclusion of Theorem II still holds without (i) and that (ii)
may be weakened: see Theorem 3 below. Moreover, analytic functionals
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also allow to include situations where numbers f(n1, n2) satisfy some
infinite order recurrence relations (Theorem 4) or assume prescribed
values (Theorem 6).

1. Statement of results.

1.1. For any γ = (γ1, γ2, . . . , γN ) ∈ (C∗)N , letMγ denote the N×N
matrix

Mγ =




γ1 γ2 · · · · · · γN
0 γ2 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 γN




and

M−1
γ =




γ−1
1 −γ−1

1 · · · · · · −γ−1
1

0 γ−1
2 0 · · · 0

...
. . . . . . . . .

...
...

. . . . . . 0
0 · · · · · · 0 γ−1

N




For any compact K ⊂ CN , let MγK = {Mγζ : ζ ∈ K}. Let IK,γ be
the set of those k ∈ Z such that the hyperplane {ζ ∈ CN : 〈γ, ζ〉 = kπ}
intersects K, with the notation 〈γ, ζ〉 = γ1ζ1+· · ·+γNζN . The support
function HK of K is defined by HK(z) = maxζ∈K �e〈z, ζ〉 for all
z ∈ CN . Let ‖ · ‖ be a norm in CN and Exp (CN ,K) be the space of
all entire functions f in CN satisfying: for all ε > 0, Cε > 0 exists such
that |f(z)| ≤ Cεe

HK(z)+ε‖z‖ for all z ∈ CN . For every function h, entire
in CN , let h̄ be the entire function defined by h̄(z) = h(z1, . . . , zN ) for
all z ∈ CN . For entire functions h in CN−1, a similar definition of h̄
holds.

Theorem 1. Let α ∈ CN , N ≥ 2, such that γ = (�mα1, . . . ,�mαN )
∈ (R∗)N and K a (nonempty) convex compact set contained in UN ,
where U = {u ∈ C : |�mu| < π}. The functions f ∈ Exp (CN ,K)
such that

(3) �ef(u) = �ef(µ+ α) = 0, ∀µ ∈ NN
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are the functions

(4) f(z) =
∑
k∈IK,γ

Ak

( z2
γ2
− z1
γ1
, . . . ,

zN
γN

− z1
γ1

)
ekπz1/γ1 , ∀ z ∈ CN

where the functions Ak ∈ Exp (CN−1, Lk) satisfy Ak = −Ak with
compact sets Lk ⊂ CN−1 such that {kπ} × Lk ⊂ MγK. If IK,γ = ∅,
then f ≡ 0 in CN . If IK,γ = {0}, then the functions f reduce to

(5) f(z) = A
( z2
γ2
− z1
γ1
, · · · , zN

γN
− z1
γ1

)
, ∀ z ∈ CN ,

with functions A ∈ Exp (CN−1, L) satisfying Ā = −A and compact sets
L ⊂ CN−1 such that {0} × L ⊂MγK.

As a situation where IK,γ = {0}, we have for instance

Theorem 2. Let K,α and γ be defined as in Theorem 1. Suppose
that K is stable under the maps ζ �→ λζ for all λ ∈ C, |λ| ≤ 1, and
that its support function HK satisfies HK(γ) < π. Then the functions
f ∈ Exp (CN ,K) satisfying (3) are the functions (5).

This result applies in particular to entire functions f with such a
growth as

|f(z)| ≤ Ceτ1|z1|+···+τN |zN |, ∀ z ∈ CN ,

where the constants C>0, τ1>0, . . . , τN >0, satisfy
∑

1≤j≤N
τj |γj | < π.

As for situations where IK,γ �= {0}, we have

Theorem 3. Let K,α and γ be defined as in Theorem 1.

Suppose that 0 ∈ IK,γ. The functions f ∈ Exp (CN ,K) such that

(3) �ef(u) = �ef(µ+ α) = 0 for each µ ∈ NN

(6) for any ν = (0, ν2, . . . , νN ) ∈ {0} ×NN−1, in each of the two
cases t → +∞ and t → −∞, the function |f(ν + tγ)| does not tend
towards +∞,

are the functions of the form (5) above.
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Under the additional hypothesis that, for any ν = (0, ν2, . . . , νN ) ∈
{0} ×NN−1, the set of values {f(ν + tγ) : t ∈ C} contains 0 (at least
in its adherence), then f ≡ 0 in CN .

When 0 �∈ IK,γ �= ∅: if f ∈ Exp (CN ,K) satisfies (3) and (6), then
f ≡ 0 in CN .

Theorems I and II as special cases of the previous results:

• When N = 2, these results include Theorem II [30]: for α = (i, i),
γ = (1, 1) and K the polydisk B2 = {(ζ1, ζ2) : |ζi| ≤ τ < π} ⊂ U2.
Notice that 0 ∈ IK,γ ⊂ {−1, 0, 1}. Hypothesis (6) “for each n2 ∈ N
in each of the two cases t → +∞ and t → −∞, the function
|f(t, n2+ t)| does not tend towards +∞” is fulfilled, because the series∑
n1∈Z |f(n1, n2 + n1)| converges, therefore f(n1, n2 + n1) → 0 when

n1 → +∞ (idem when n1 → −∞). Moreover, the set {|f(t, n2 + t)| :
t ∈ C} contains 0 in its adherence. Hence f ≡ 0 in C2.

• When N = 1, Theorem 3 still holds and hypothesis (6) becomes:
“in each of the two cases t → +∞ and t → −∞, the function |f(tγ)|
does not tend towards +∞.” According to Theorem 2, assumption (6)
may even be suppressed when the compact set K is a disk {u ∈ C :
|u| ≤ τ < π} (namely when the growth of f is of the kind (1) with
τ < π) and |γ|τ < π. Functions A in (5) are now constants. With
γ = 1 we thus include Theorem I.

1.2. In condition (3), the numbers rµ = �ef(µ) and sµ = �ef(µ+α),
µ ∈ NN , are allowed to satisfy more general relations than rµ = sµ = 0
for each µ ∈ NN . For instance, they may satisfy recurrence relations
(even of infinite order) such as:

∑
ν∈NN

aνrν+µ =
∑
ν∈NN

bνsν+µ = 0, for all µ ∈ NN ,

where the functions ζ �→ ∑
ν∈NN aνe

〈ν,ζ〉 and ζ �→ ∑
ν∈NN bνe

〈ν,ζ〉 are
holomorphic in a neighborhood of Conv (K ∪K) and do not vanish at
any point of Conv (K ∪ K). Here Conv (K ∪ K) denotes the convex
hull of K ∪ K with K = {z : (z1, . . . , zN ) ∈ K}. Analytic function-
als provide a natural expression for such relations. We refer to Section 2
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for more precisions about analytic functionals T and the Fourier-Borel
transform FB.

Definition 1. Given a (nonidentically zero) function ϕ, holomorphic
in a neighborhood of a compact convex set K, let

ϕ(D) : Exp (CN ,K) −→ Exp (CN ,K)

f �−→ ϕ(D)f = FB(ϕT ) where T = FB−1(f).

For any f ∈ Exp (CN ,K) and any α ∈ CN , let f0 and fα denote the
functions of Exp (CN ,K ∪K) defined by f0 : z �→ [f(z) + f̄(z)]/2 and
fα : z �→ [f(z + α) + f̄(z + ᾱ)]/2.

Theorem 4. Let K,α, γ be defined as in Theorem 1. Let ϕ and ψ be
two functions holomorphic in a neighborhood of Conv (K∪K), nonzero
at any point of Conv (K ∪ K). The functions f ∈ Exp (CN ,K) such
that:

(7) [ϕ(D)f0](µ) = [ψ(D)fα](µ) = 0 for each µ ∈ NN

are the functions of the form (4).

When 0 ∈ IK,γ �= {0}, the functions f ∈ Exp (CN ,K) satisfying (6)
and (7) are the functions (5). When 0 /∈ IK,γ �= ∅: if f ∈ Exp (CN ,K)
satisfies (6) and (7), then f ≡ 0.

1.3. These results will follow from Theorem 5 below. We refer
to Sections 2.3 and 2.6 for the definitions of the analytic functionals
T , TM

−1
γ and T × S.

Theorem 5. Let K be a convex compact set of CN and γ ∈ (C∗)N .
Then the analytic functionals T carried by K such that (e2i〈γ,ζ〉−1)Tζ =
0 are: T =

∑
k∈IK,γ

(δkπ×Bk)M
−1
γ where δkπ is the Dirac’s mass at the

point kπ ∈ C and the Bk are analytic functionals carried by compacts
Lk ⊂ CN−1 such that {kπ} × Lk ⊂ MγK. If IK,γ = ∅, then T = 0.
Suppose γ ∈ (R∗)N . If the analytic functionals T are moreover required
to satisfy T = −T , then the corresponding Bk also satisfy Bk = −Bk
for any k ∈ IK,γ.
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1.4. Section 3.3 presents some applications of the operator ϕ(D)
to equations of the kind f(z + 1) − f(z) = b(z) in the space of entire
functions of exponential growth, previously studied by [7, 9, 33]. This
allows one to study the case where the numbers rµ and sµ assume
prescribed values and leads to a generalization of Theorem 1:

Theorem 6. Let K,α, γ be defined as in Theorem 1. Suppose that
K =M−1

γ (K ′ ×K ′′) and K = K, with K ′ and K ′′ some compact sets
of C and CN−1 respectively. Let a and b ∈ Exp (CN ,K) be such that
ā = a and b̄ = b.

The functions f ∈ Exp (CN ,K) such that �ef(µ) = a(µ) and
�ef(µ + α) = b(µ) for all µ ∈ NN are the functions obtained from
those of the kind (4) by adding to them the function

z �−→ 2
〈
Bζ , e

〈z,ζ〉 1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

e〈α,ζ〉 − e〈ᾱ,ζ〉

〉

+ 2
〈
Aζ , e

〈z,ζ〉 1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e2i〈γ,ζ〉

〉
+ 〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉

where A = FB−1(a) and B = FB−1(b) are the analytic functionals
whose Fourier-Borel transforms are a and b, respectively, and Qu(v)
is the Lagrange interpolation polynomial of the function v �→ euv,
u, v ∈ C, interpolated at the points v = kπ, with k ∈ IK,γ.

1.5. The paper is organized as follows. Section 2 gathers various
results on analytic functionals and the Fourier-Borel transform. Sec-
tion 3 is devoted to the operator ϕ(D) introduced in Definition 1. The
proofs of Theorems 1 6 are developed in Section 4.

2. Analytic functionals.

2.1. We denote by H(CN ) the space of entire functions in CN ,
equipped with the topology of the uniform convergence on each com-
pact subset of CN .
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Definition 2. The analytic functionals are the linear forms T :
H(CN )→ C continuous on this space.

Definition 3. Given a (nonempty) compact subset K of CN , an
analytic functional T is said to be carried by K if, for each (relatively
compact) neighborhood V of K, there exists a constant CV > 0 such
that |〈T, h〉| ≤ CV supV |h| for all h ∈ H(CN ).

Notation. H′(K) stands for the space of analytic functionals carried
by K, written H′

N (K) when there is some ambiguity on the dimension.

For more details on analytic functionals, on the Fourier-Borel trans-
form, i.e. on Sections 2.1 and 2.4 respectively, see [4, 13, 17, 18, 20,
22] and [21] in the case N = 1.

Given an open neighborhood V of K, any analytic functional carried
by K is extendable into a continuous linear form on H(V ) (the space of
holomorphic functions in V , equipped with the topology of the uniform
convergence on each compact of V ). This extension is unique provided
that V is a Runge’s domain. Further a convex compact set has got a
system of neighborhoods which are Runge’s domains.

2.2. Multiplication by a holomorphic function.

Definition 4. Given T ∈ H′(K) and ϕ ∈ H(V ) where K is a
convex compact set of CN and V a (Runge’s domain) neighborhood
of K, the product ϕT is the linear form ϕT : H(CN ) → C defined by
〈ϕT, h〉 = 〈T, ϕh〉 for all h ∈ H(CN ). Here T is identified in the right
member with its (unique) extension to H(V ).

Lemma 1. With K and ϕ defined as above, then ϕT ∈ H′(K) for
any T ∈ H′(K). Letting B ∈ H′(K), we have

(i) if ϕ does not vanish at any point of K, then there exists a unique
analytic functional T ∈ H′(K) such that ϕT = B. It is T = (1/ϕ)B.

(ii) in the case N = 1, let α ∈ K and ϕ(ζ) = ζ − α. The analytic
functionals T ∈ H′

1(K) such that ϕT = B are: T = λδα + θαB where
λ ∈ C, δα is the Dirac mass at α, the analytic functional θαB is defined
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by 〈θαB, h〉 = 〈B, θαh〉 for all h ∈ H(C) and the entire function θαh by
(θαh)(ζ) = (h(ζ)−h(α))/(ζ−α) for each ζ �= α and (θαh)(α) = h′(α).

Proofs of Lemmas 1 4 will be omitted for brevity. The interested
reader could easily make a proof.

Remark on (i). When K ⊂ UN , [4] provides an integral representa-
tion for (1/ϕ)B.

Remark on (ii). For ϕ(ζ) = (ζ − α)(ζ − β), α, β ∈ K, the solutions
of ϕT = B are T = µδβ + λθβδα + θβθαB (λ, µ ∈ C) with θβδα = −δ′α
if β = α (for the derivative of δα, see the notations of Lemma 5), and
θβδα = (δβ − δα)/(β − α) if β �= α.

2.3. Let M be an N ×N matrix with coefficients in C.

Notations. For each z = (z1, . . . , zN ) ∈ CN and each E ⊂ CN , we
note z̄ = (z1, . . . , zN ), E = {z̄ : z ∈ E} and ME = {Mz : z ∈ E}.
For any function ϕ defined on E, let ϕ̄ be the function defined on E
by ϕ̄(z) = (ϕ(z̄)) for all z ∈ E. For any function ϕ defined on ME, let
ϕM be defined on E by ϕM : z �→ ϕ(Mz).

Remarks. a) For example, with h(z) = e〈α,z〉, α ∈ CN , we have
h̄(z) = e〈ᾱ,z〉.

b) If ϕ expands around the origin into ϕ(z) =
∑
ν∈NN aνz

ν , aν ∈ C,
zν = zν11 · · · zνN

N for all ν = (ν1, . . . , νN ) ∈ NN , then ϕ̄ has the Taylor
development ϕ̄(z) =

∑
ν∈NN aνz

ν .

c) If h ∈ H(CN ), then h̄ ∈ H(CN ) and (h+ h̄)/2 ∈ H(CN ) coincides
on RN with �e h.
d) For a function ϕ holomorphic in a neighborhood of ME, notice

that ϕM is holomorphic in a neighborhood of E.

Definition 5. Given an analytic functional T , let T : H(CN ) → C
and TM : H(CN ) → C be defined by 〈T , h〉 = 〈T, h̄〉 and 〈TM , h〉 =
〈T, hM 〉 for all h ∈ H(CN ).
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Lemma 2. (i) T and TM are analytic functionals and, moreover,
if T ∈ H′(K) with K a compact of CN , then T ∈ H′(K) and
TM ∈ H′(MK);

(ii) We have h̄M = hM and TM = T
M
, where M stands for

the N × N matrix in which each coefficient is the conjugate of the
corresponding coefficient of M ;

(iii) If T ∈ H′(K) with K a compact convex set in CN , then
ϕT = ϕ̄T for any function ϕ holomorphic in some neighborhood of
K and (ϕMT )M = ϕTM for any function ϕ holomorphic in some
neighborhood of MK;

(iv) If M is invertible, we have (hM )M
−1
= h and (TM )M

−1
= T .

2.4. The link with entire functions of exponential growth.

Definition 6. The Fourier-Borel transform of an analytic functional
T is the entire function, written T̂ or FB(T ) defined by: T̂ (z) =
〈Tζ , e〈z,ζ〉〉 for all z ∈ CN with 〈z, ζ〉 = ∑

1≤j≤N zjζj (see for instance
[4, 17, 20, 22]).

In case of ambiguity on the dimension, we will denote this function
by FBN (T ).

Lemma 3. With the notations of the preceding section, we have:

(i) T̂ = T̂

(ii) T̂M (z) = T̂ (tMz) for each z ∈ CN with tM the transpose of the
matrix M .

(iii) For N = 1 and α ∈ C, FB1(θ0T ) is the primitive (vanishing at
z = 0) of T̂ .

More generally, FB1(θαT )(z) = eαz
∫ z
0
e−αωT̂ (ω) dω for all z ∈ C.

The entire function T̂ is of exponential growth. More precisely, if
T ∈ H′(K), where K is a compact subset of CN , then T̂ belongs to the
space Exp (CN ,K) defined at the beginning of Section 1.1.
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Theorem. The Fourier-Borel transform FB :H′(K)→Exp(CN ,K)
is injective; it is moreover bijective if the compact K is convex.

This fundamental result was established in the case N = 1 by Pólyà
[23] and, for any N , by Martineau and Ehrenpreis [15, 22] (see also
[17]).

2.5. Let us also point out this uniqueness theorem of Carlson type
due to [4] (see also [16]).

Theorem. Let K be a convex compact set contained in UN where
U stands for the horizontal strip {u ∈ C : |�mu| < π}. Then
NN is a uniqueness set for the functions of Exp (CN ,K), i.e. every
f ∈ Exp (CN ,K) such that f(ν) = 0 for each ν ∈ NN is identically
zero in CN .

Remarks. a) In this uniqueness result,NN may be deprived of a finite
number of points, as well as in conditions (3) and (7) in Theorems 1 4.

b) For functions of Exp (CN ,MK), where M is an N ×N invertible
matrix and K a convex compact set of UN , a uniqueness set is
tM−1NN .

2.6. Juxtaposition of two analytic functionals T ∈ H′
1(K) and

S ∈ H′
N−1(L), where K and L are two nonempty compact sets of

C and CN−1, respectively.

For every z = (z1, . . . , zN ) ∈ CN we write z(1) = (z2, . . . , zN ) ∈
CN−1, that is, z = (z1, z(1)), as well as E1 = {z1 : z ∈ E} and
E(1) = {z(1) : z ∈ E} for every subset E ⊂ CN . Note that
HK×L(z) = HK(z1) +HL(z(1)).

Definition 7. The juxtaposition of T and S is the linear form
T × S : H(CN ) �→ C defined by 〈T × S, h〉 = 〈Tζ1 , 〈Sζ(1) , h(ζ1, ζ(1))〉〉
for any h ∈ H(CN ).

It is easy to verify that T × S is an analytic functional with T × S ∈
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H′
N (K×L), that FBN (T ×S)(z) = FB1(T )(z1)FBN−1(S)(z(1)) for all

z ∈ CN and that T × S = T × S.

Lemma 4. Let K be a (nonempty) compact subset of CN , let a1,
a2, . . . , an be n distinct points in K1 and B1, B2, . . . , Bn∈H′

N−1(K(1)).
If

∑
1≤k≤n δak

×Bk=0 in H′
N (K), then Bj≡0 in H′

N−1(K(1)) for each
j ∈ {1, 2, . . . , n}.

3. An operator in the space Exp (CN ,K).

3.1. Some observations about Definition 1.

a) Notation ϕ(D) is explained by the fact that, in the case where
N = 1 and ϕ(ζ) = ζ, then ϕ(D)f = f ′.

b) SinceK is convex, there exists, for any f ∈ Exp (CN ,K) a (unique)
analytic functional T ∈ H′(K) such that f = T̂ = FB(T ). Since
analytic functional ϕT is carried by K, see Section 2.2, the function
ϕ(D)(f) does belong to Exp (CN ,K).

c) If ϕ does not vanish at any point of K, then transformation ϕ(D)
is a bijection.

d) If ϕ and ψ are holomorphic in a neighborhood of K, then
(ϕψ)(D) = ϕ(D) ◦ ψ(D).

Example 1. With ϕ(ζ) = e〈α,ζ〉, α ∈ CN , ϕ(D) is the translation
operator.

[ϕ(D)f ](z) = f(z + α), for all z ∈ CN .

Example 2. Let ϕ be the sum of a power series
∑
ν∈NN aνζ

ν

such that the compact set K is contained in a convergence polydisk
V = {ζ ∈ CN : |ζj | < rj , j = 1, . . . , N}, i.e. the real numbers r1 > 0,
r2 > 0, . . . , rN > 0 satisfy lim sup|ν|→+∞(|aν |rν11 . . . rνN

N )
1/|ν| = 1.

Then ϕ(D) provides in a natural way the differential operator of infinite
order in Exp(CN ,K):

ϕ(D)f =
∑
ν∈NN

aνD
νf



ENTIRE FUNCTIONS AND UNIQUENESS CONDITIONS 1159

for all f ∈ Exp (CN ,K), where

Dν =
∂|ν|

∂zν11 · ∂zν22 · · · ∂zνN

N

and |ν| = ν1 + ν2 + · · ·+ νN .

3.2. Other examples in the case N = 1, see [7, 247 248, 250 251].

Example 3. When ϕ is an exponential polynomial, then ϕ(D)
defines a difference-differential operator with constant coefficients.

Example 4. ϕ(D) may provide a notion of derivative of order
α ∈ C \ Z : f (α) = FB(ϕT ), with ϕ(ζ) = ζα = eα log ζ (if there is
a half-line of C from the origin not intersecting K).

Example 5. When ϕ is sum of a Dirichlet’s series
∑
k∈N ake

λkζ ,
λk > 0, which converges absolutely in a neighborhood of K, ϕ(D)
provides in a natural way a notion of difference operator “of infinite
order” in Exp (C,K).

Example 6. When ϕ is the sum of a Laurent series
∑
k∈Z akζ

k whose
convergence annulus V = {r < |ζ| < R} contains K, then ϕ(D) defines
the differential operator “of infinite order” with constant coefficients:
ϕ(D)f =

∑
k∈Z akf

(k), f ∈ Exp (C,K).

Illustration. Let K be a convex compact set contained in C∗,
b ∈ Exp (C,K) and t fixed in C. The differential equation of infinite
order

J0(t)f(z) +
∑
n≥1

Jn(t)[f (n)(z) + (−1)nf (−n)(z)] = b(z),

(Jn standing for the Bessel’s function of first kind of order n), has a
unique solution in Exp (C,K) : f(z) = 〈Bζ , eζ(z−(t/2))+(t/2ζ)〉 where
B = FB−1(b) ∈ H′(K).
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Particular case. If ϕ is an entire function of exponential type, then
ϕ(D) extends to a differential operator acting in H(C), not only in
Exp (C,K) (see [5, 6]).

Lemma 5. Let K be a convex compact subset of C and ϕ a
holomorphic function in a neighborhood of K. Let α1, α2, . . . , αr be
the zeros of ϕ contained in K and m1,m2, . . . ,mr their respective
multiplicities.

(i) The solutions in Exp (C,K) of ϕ(D)f = 0 are the functions

(8)
f(z) =

∑
1≤j≤r

Pj(z)eαjz

(Pj ∈ C[z] of degree < mj ; j = 1, 2, . . . , r).

(ii) The solutions in H′(K) of ϕT = 0 are the analytic functionals
of the kind

T =
∑

1≤j≤r

∑
0≤k<mj

cjkδ
(k)
αj
, cjk ∈ C,

where δαj
denotes the Dirac mass at the point αj and δ

(k)
αj its kth

derivative

〈δ(k)αj
, h〉 = (−1)k〈δαj

, h(k)〉 = (−1)kh(k)(αj), ∀h ∈ H(C).

Proof. If we denote P (ζ) =
∏

1≤j≤r(ζ − αj)mj and ϕr(ζ) =
(ϕ(ζ)/P (ζ)), then ϕr is holomorphic in a neighborhood of K and does
not vanish at any point of K, hence ϕ(D)f = 0 ⇔ ϕr(D)[P (D)f ] =
0⇔ P (D)f = 0 whose solutions are the functions (8).

3.3. In the case N = 1, application to some difference equations of
the kind f(z + 1)− f(z) = b(z) (see [9, 33]).

Proposition 1. Let K be a convex compact set of C\{2ikπ : k ∈ Z∗}
and B ∈ H′(K). The solutions T ∈ H′(K) of (eζ − 1)T = B are the
analytic functionals defined by

H(C) � h �−→ 〈T, h〉 = c.h(0) +
〈
Bζ ,

h(ζ)− h(0)
eζ − 1

〉
, c ∈ C.
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If K does not contain 0, there is a unique solution T =B/(eζ−1), in
other words, c=〈Bζ , 1/(eζ − 1)〉 in both Proposition 1 and Corollary 1
below.

Proof. Let ϕ(ζ) = eζ − 1 and ϕ1(ζ) = (eζ − 1)/ζ, thus (1/ϕ1) is
holomorphic in a neighborhood of K, and C = (1/ϕ1)B ∈ H′(K).
According to Lemma 1, the solutions of ϕT = B are T = cδ0+θ0C, c ∈
C, and 〈θ0C, h〉 = 〈(1/ϕ1)B, θ0h〉 = 〈B, (1/ϕ1(ζ))(h(ζ) − h(0))/ζ〉 =
〈B, (h(ζ)− h(0))/(eζ − 1)〉 for any h ∈ H(C).

Corollary 1. Let K be a convex compact subset of the disk {ζ ∈
C : |ζ| < 2π} and b ∈ Exp (C,K). The solutions f ∈ Exp (C,K) of
f(z + 1)− f(z) = b(z) are the functions

f(z) = c+
∑
n≥1

b(n−1)(0)
βn(z)− βn(0)

n!
, c ∈ C, c = f(0)

where the βn denote the Bernoulli’s polynomials.

When 0 /∈ K, there is a unique solution f defined by f(z) =
〈Bζ , (1/ζ)〉+

∑
n≥1 b

(n−1)(0)(βn(z)/n!).

Remark. This proposition applies to entire functions of exponential
type < 2π and thus extends a result of [9, p. 555].

Proof of Corollary 1. With B = FB−1(b) ∈ H′(K), let us apply
Proposition 1: FB(θ0C)(z) = 〈Bζ , (ezζ−1)/(eζ−1)〉 whence Corollary
1 follows, introducing Bernoulli’s polynomials and their generating
function: ezζ/(eζ − 1) = (1/ζ) +∑

n≥1(βn(z)/n!)ζ
n−1, 0 < |ζ| < 2π,

and noting that 〈B, ζn−1〉 = b(n−1)(0). The series on the right side
converges uniformly on each compact subset of the disk {ζ ∈ C : |ζ| <
2π} (see [14, pp. 297 299]).

Lemmas 1 and 5 also allow including the following result:

Theorem [7, p. 111]. Let f be an entire function of exponential type
τ , satisfying f(z + 2π)− f(z) = b(z), where b is an entire function of
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zero exponential type. Then f(z) =
∑

−n≤k≤n cke
ikz + g(z) with n ≤ τ

and g entire of zero exponential type.

This statement extends to entire functions b of exponential type
σ ≤ τ . Then g will be of exponential type ≤ σ. More precisely:

Proposition 2. Let K and L be two convex compact sets of C (L ⊂
K) and B ∈ H′(L). The solutions T ∈ H′(K) of (e2πζ − 1)T = B are
the analytic functionals:

H(C)�h �−→ 〈T, h〉=
〈
Bζ ,

h(ζ)−Qh(ζ)
e2πζ−1

〉
+

∑
k∈Z:ik∈K

ckh(ik), ck ∈ C,

where Qh is the Lagrange interpolation polynomial of the function h,
interpolated at the points ik ∈ L ∩ iZ.

Corollary 2. Let K and L be two convex compact sets of C (L ⊂
K) and b ∈ Exp (C, L). There exists a function g ∈ Exp (C, L),
depending only on b and L, such that the solutions in Exp (C,K) of
f(z + 2π)− f(z) = b(z) are given by

f(z) = g(z) +
∑

k∈Z:ik∈K
cke
ikz, ck ∈ C.

Such a function g is given by g(z) = 〈Bζ , (ezζ − Qz(ζ))/(e2πζ − 1)〉,
for all z ∈ C, where B = FB−1(b) ∈ H′(L) and Qz is the Lagrange
interpolation polynomial of the function ζ �→ ezζ , interpolated at the
points ζ = ik ∈ L ∩ iZ.

Proof of Proposition 2. Here ϕ(ζ) = e2πζ−1. The solutions in H′(K)
of ϕT = 0 are the

∑
k∈Z:ik∈K ckδik, according to Lemma 5.

Let α1, α2, . . . , αr denote the elements of L ∩ iZ. For any s ∈
{1, 2, . . . , r}, let Ps(ζ) =

∏
1≤j≤s(ζ − αj) and, for any h ∈ H(C)

let Qh,s be the Lagrange interpolation polynomial of the function h,
interpolated at the points α1, α2, . . . , αs.

Let ϕr(ζ) = ϕ(ζ)/Pr(ζ) (hence (1/ϕr) is holomorphic in a neigh-
borhood of L) and C = (1/ϕr)B ∈ H′(L). A particular solution of
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ϕT = B in H′(L) is θα1θα2 · · · θαr
C ∈ H′(L), see Lemma 1. Since

〈θα1θα2 · · · θαr
C, h〉 = 〈B, (1/ϕr)θαr

. . . θα2θα1h〉, it remains to check
that

h(ζ)−Qh,r(ζ)
e2πζ − 1 =

1
ϕr(ζ)

(θαr
. . . θα1h)(ζ)

for all ζ ∈ L ∪C \ iZ. Let us prove by induction that, for any s ≤ r

h(ζ)−Qh,s(ζ) = Ps(ζ)(θαs
. . . θα1h)(ζ).

It is obvious for s = 1, since Qh,1(ζ) = h(α1). From the recurrence
relation

Qh,s+1(ζ) = Qh,s(ζ) +
Ps(ζ)

Ps(αs+1)
[h(αs+1)−Qh,s(αs+1)]

it arises that

(θαs+1θαs
. . . θα1h)(ζ) =

[
θαs+1

(
h−Qh,s

Ps

)]
(ζ)

=
1

ζ − αs+1

1
Ps(ζ)

[h(ζ)−Qh,s+1(ζ)].

3.4. An analogous result in N variables, N ≥ 2.

Definition 8. Let α ∈ C. For any h ∈ H(CN ), let ϑαh ∈ H(CN )
be defined by

(ϑαh)(ζ) =
h(ζ1, ζ(1))− h(α, ζ(1))

ζ1 − α

for any ζ ∈ CN (notation ζ(1) was introduced in Section 2.6). If ζ1 = α,
then (ϑαh)(ζ) = ((∂h)/(∂ζ1))(α, ζ(1)). Let K be a compact subset of
CN . For any T ∈ H′(K), let ϑαT ∈ H′(K1 × K(1)) be defined by
〈ϑαT, h〉 = 〈T, ϑαh〉 for every h ∈ H(CN ).

Proposition 3. Let K be a convex compact subset of CN and
B ∈ H′(K). For any h ∈ H(CN ) and any ω ∈ CN−1, let Qh,ω denote
here the Lagrange interpolation polynomial of the function v �→ h(v, ω),
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v ∈ C, interpolated at the points v = kπ, k ∈ Z such that kπ ∈ K1.
Then the analytic functional

H(CN ) � h �→
〈
Bζ ,

h(ζ)−Qh,ζ(1)(ζ1)
e2iζ1 − 1

〉
is carried by K1 ×K(1).

In particular, with h(ζ) = e〈z,ζ〉, z ∈ CN , then Qh,ζ(1)(ζ1) =
ez2ζ2+···+zNζNQz1(ζ1) = e〈z,ζ〉Qz1(ζ1)e

−ζ1z1 with Qz1 the Lagrange
interpolation polynomial of the function v �→ ez1v, v ∈ C, interpolated
at the points v = kπ ∈ K1 ∩ πZ. Therefore, we have

Corollary 3. The entire function defined on CN by

z �→
〈
Bζ , e

〈z,ζ〉 1−Qz1(ζ1)e
−ζ1z1

e2iζ1 − 1
〉

belongs to Exp (CN ,K1 ×K(1)).

It follows that the same holds for the entire functions

z �−→ 〈Bζ , e〈z,ζ〉(1−Qz1(ζ1)e
−ζ1z1)〉

and

z �−→ 〈Bζ , e〈z,ζ〉Qz1(ζ1)e−ζ1z1〉.

Proof of Proposition 3. It works as in the previous proof

h(ζ)−Qh,ζ(1)(ζ1)
e2iζ1 − 1 =

1
ϕr(ζ1)

(ϑαr
. . . ϑα1h)(ζ)

with α1, . . . , αr the elements of K1 ∩ πZ and

ϕr(v) =
e2iv − 1

(v − α1) · · · (v − αr)
, v ∈ C.
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4. Proof of the theorems.

4.1. Notations K1 and K(1) were defined in Section 2.6.

Lemma 6. Given a convex compact set K of CN and ψ a function
of one variable, holomorphic in a neighborhood of the compact set
K1 ⊂ C, let α1, α2, . . . , αr be the distinct zeros of ψ contained in K1

andm1,m2, . . . ,mr their respective multiplicities. Let ϕ be the function
(holomorphic in a neighborhood of K1×CN−1) defined by ϕ(ζ) = ψ(ζ1)
for all ζ = (ζ1, . . . , ζN ) ∈ CN . Then

(i) the solutions in Exp (CN ,K) of ϕ(D)f = ψ(∂/∂z1)f = 0 are the
functions

f(z) =
∑

1≤j≤r

∑
0≤k<mj

Cjk(z2, . . . , zN )zk1e
αjz1 ,

with functions Cjk ∈ Exp (CN−1, Lj) for some compact Lj ⊂ K(1) such
that {αj} × Lj ⊂ K

(ii) the solutions in H′(K) of ϕT = 0 are the analytic functionals

T =
∑

1≤j≤r

∑
0≤k<mj

δ(k)αj
×Bjk where Bjk ∈ H′

N−1(Lj).

Proof of Lemma 6. It is enough to perform it in two particular cases.

(a) Let α∈K1. The functions f ∈ Exp (CN ,K) satisfying (∂f/∂z1)−
αf = 0 are the functions f(z1, z2, . . . , zN ) = C(z2, . . . , zN )eαz1 where
C ∈ Exp (CN−1, L) for compact sets L such that {α} × L ⊂
K. Indeed, C(z2, . . . , zN ) = f(0, z2, . . . , zN ) and (z2, . . . , zN ) �→
HK(0, z2, . . . , zN ) is the support function, in CN−1, of the compact
set K(1) ⊂ CN−1.

(b) Let α ∈ K1, β ∈ K1, L as in (a), A ∈ Exp (CN−1, L) and P a poly-
nomial of one variable. The solutions in Exp (CN ,K) of (∂f/∂z1) −
βf = A(z2, . . . , zN )P (z1)eαz1 are the functions f(z1, z2, . . . , zN ) =
A(z2, . . . , zN )Q(z1)eαz1+C(z2, . . . , zN )eβz1 where C ∈ Exp (CN−1, L′)
for compact sets L′ such that {α} × L′ ⊂ K. The polynomial Q may
be defined explicitly in function of P , α and β (it doesn’t depend on
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A, nor L nor L′) with degQ = degP if α �= β and degQ = degP + 1
if α = β.

Translation in words of analytic functionals is immediate via the
Fourier-Borel transform.

4.2. Proof of Theorem 5.

When IK,γ = ∅, we immediately deduce from Lemma 1(i) that T = 0.
Let us abbreviate here Mγ =M . Observe that e2i〈γ,ζ〉 − 1 = ϕM (ζ) =
ϕ(Mζ) where

ϕ : CN −→ C and ψ : C −→ C

ζ �−→ ψ(ζ1) u �−→ e2iu − 1.
The question is thus to solve

(9) ϕMT = 0 in H′(K),

but since (ϕMT )M = ϕTM according to Lemma 2, this is equivalent
to solving

(10) ϕS = 0 in H′(MK),

whose solutions are related to those of (9) by S = TM . Lemma 6
is applied to the compact set MK. The zeros of ψ contained in
(MK)1 = {〈γ, ζ〉 : ζ ∈ K} are the kπ, where k ∈ IK,γ , with
multiplicity 1. The solutions of (10) are thus the analytic functionals

S =
∑
k∈IK,γ

δkπ ×Bk

where the Bk are analytic functionals carried by some compact Lk ⊂
(MK)(1) such that {kπ} × Lk ⊂MK. Finally the solutions of (9) are
the analytic functionals T =

∑
k∈IK,γ

(δkπ × Bk)M
−1
. These analytic

functionals (δkπ ×Bk)M
−1
are carried by M−1({kπ} × Lk) ⊂ K.

In the case γ ∈ (R∗)N , the additional condition T = −T leads to
TM = −TM = −TM (because M = Mγ has real coefficients). As
TM =

∑
k∈IK,γ

δkπ ×Bk, it follows that∑
k∈IK,γ

δkπ × (Bk +Bk) = 0 in H′
N (K).
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According to Lemma 4, Bk = −Bk for any k.

Corollary 4. Let K, γ and IK,γ be defined as in Theorem 5. Those
f ∈ Exp (CN ,K) which satisfy f(z + 2iγ) = f(z), for all z ∈ CN , are
the functions

f(z) =
∑
k∈IK,γ

Ak

(
z2
γ2
− z1
γ1
, . . . ,

zN
γN

− z1
γ1

)
ekπz1/γ1

where Ak ∈ Exp (CN−1, Lk), for some compact Lk such that {kπ} ×
Lk ⊂ MγK. (If IK,γ = ∅, then f ≡ 0.) If f is moreover compelled
to f̄ = −f and γ ∈ (R∗)N , then Ak must satisfy Ak = −Ak for any
k ∈ IK,γ.

Proof. Let T = FB−1(f) and S = TM as in the previous proof. The
translation of (9) in words of entire functions of exponential growth
is written f(z + 2iγ) − f(z) = 0 in Exp (CN ,K). With the notation
Z = tM−1z, it follows from Lemma 3 that

f(z) = FBN (SM−1
)(z) =

∑
k∈IK,γ

FBN (δkπ ×Bk)(Z)

=
∑
k∈IK,γ

FB1(δkπ)(Z1)FBN−1(Bk)(Z(1))

hence Corollary 4, with Ak = FBN−1(Bk) ∈ Exp (CN−1, Lk).

4.3. Proof of Theorems 1, 3 and 4.

The entire function f0 : z �→ [f(z) + f(z̄)]/2 coincides with �ef on
RN and belongs to Exp (CN ,K∪K); notice that f0 is the Fourier-Borel
transform of (T + T )/2, where T stands for FB−1(f) ∈ H′(K).

Similarly, the entire function fα : z �→ [f(z + α) + f(z̄ + α)]/2
coincides onRN with x �→ �ef(x+α) and belongs to Exp (CN ,K∪K);
observe that fα is the Fourier-Borel transform of

e〈α,ζ〉Tζ + e〈ᾱ,ζ〉T ζ
2

=
e〈ᾱ,ζ〉(e2i〈γ,ζ〉Tζ + T ζ)

2
.
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According to the uniqueness theorem [4] (see Section 2.5) applied to
the compact Conv (K ∪ K), these functions are both identically zero
in CN since they vanish on NN (maybe deprived of a finite number of
points).

For the proof of Theorem 4, the same argument applies to the
functions ϕ(D)f0 and ψ(D)fα and leads to ϕ(D)f0 ≡ 0 and ψ(D)fα ≡
0; it follows then from Lemma 1 that f0 ≡ 0 and fα ≡ 0 in CN . We
obtain f̄ = −f and f(z+α− ᾱ) = f(z) for any z ∈ CN . According to
Corollary 4,

f(z) =
∑
k∈IK,γ

Ak

(
z2
γ2
− z1
γ1
, . . . ,

zN
γN

− z1
γ1

)
ekπz1/γ1

with functions Ak ∈ Exp (CN−1, Lk) satisfying Ak = −Ak and compact
sets Lk such that {kπ} × Lk ⊂ MγK = MK. Theorem 1 is now
established.

If IK,γ �= ∅ and IK,γ �= {0}, it remains to prove that Ak ≡ 0 in
CN−1 for each k �= 0. Let M(1) denote the square matrix, extracted
from M , built with its last N − 1 lines and columns. As M−1

(1) N
N−1

is a uniqueness set for Ak, we will show that Ak(ν′) = 0 for each
ν′ = [(ν2/γ2), . . . , (νN/γN )], where (ν2, . . . , νN ) ∈ NN−1. On the line
in CN of equation 


z2 = ν2 + z1(γ2/γ1)
...
zN = νN + z1(γN/γ1)

we have f(z) =
∑
k∈IK,γ

Ak(ν′)ekπz1/γ1 . This line of directing vector
γ, drawn through the point ν = (0, ν2, . . . , νN ) ∈ {0}×NN−1, also has
equation z = ν + tγ, t ∈ C.

Since K is convex, it is easy to verify that IK,γ is an “interval” of Z.
Let us fix k0 ∈ N∗ such that IK,γ ⊂ [−k0, k0] and write Ak(ν′) = 0 for
k /∈ IK,γ . Thus

f(ν + tγ) =
∑

−k0≤k≤k0
Ak(ν′)ekπt

= ek0πt
[
Ak0(ν

′) +
∑

−k0≤k<k0
Ak(ν′)e(k−k0)πt

]
.
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When t ∈ R and tends toward +∞, the second term in the square
brackets tends towards zero. Thus Ak0(ν

′) = 0, otherwise |f(ν + tγ)|
would tend towards +∞ as t→ +∞. Similarly, with e(k0−1)πt factored
out, we obtain Ak0−1(ν′) = 0, and so on until A1(ν′) = 0. Hence

f(ν + tγ) = e−k0πt
[
A−k0(ν

′) +
∑

−k0<k≤0

Ak(ν′)e(k+k0)πt
]
.

When t tends towards −∞, t ∈ R, the second term in the square
brackets tends towards zero. Thus A−k0(ν

′) = 0, otherwise |f(ν + tγ)|
would tend towards +∞ when t→ −∞. Similarly

A−k0+1(ν′) = · · · = A−1(ν′) = 0.

When the “interval” IK,γ of Z does not contain 0, then IK,γ ⊂ N∗ or
IK,γ ⊂ −N∗ so that Ak(ν′) = 0 for all k ∈ IK,γ .

4.4. The above proof also shows that, when IK,γ = {0}, the condition
(6) becomes useless in the statement of Theorem 3. Proof of Theorem 2
reduces to

Lemma 7. Let K be a compact of CN , stable under the maps ζ �→ λζ
for all λ ∈ C, |λ| ≤ 1. Let γ ∈ CN and r ∈ C. Then K intersects the
hyperplane {ζ ∈ CN : 〈ζ, γ〉 = r} if and only if HK(γ) ≥ |r|.

Proof of Lemma 7. Let us write r = |r|eiα, α ∈ R.

Let ζ ∈ K be such that 〈ζ, γ〉 = r and ζ ′ = e−iαζ ∈ K, then
〈ζ ′, γ〉 = |r| = �e〈ζ ′, γ〉 ≤ HK(γ). Conversely, let ζ ∈ K be such
that �e〈ζ, γ〉 ≥ |r| and θ ∈ R such that eiθ〈ζ, γ〉 ∈ R+. We have
ζ ′ = eiθζ ∈ K and 〈ζ ′, γ〉 ≥ �e〈ζ, γ〉 ≥ |r|. There exists ζr ∈ K such
that 〈ζr, γ〉 = r; for instance, ζr = 0 if 〈ζ ′, γ〉 = 0. Otherwise, let
λ = |r|/〈ζ ′, γ〉 ∈ [0, 1]; then ζr = λeiαζ ′ ∈ K and 〈ζr, γ〉 = r.

Proof of Theorem 2. Since HK(γ) < π, K does not intersect any
hyperplane {ζ ∈ CN : 〈ζ, γ〉 = kπ} where k ∈ Z∗. Therefore
IK,γ = {0}.

Remark. Lemma 7 and Theorem 2 apply in particular when K is
complete multicircular (cf. Reinhardt’s domains, see [31, pp. 47 48]),
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for instance, when K is a polydisk K={ζ∈CN : |ζj |≤rj , j=1, . . . , N}
whose radii satisfy

∑
1≤j≤N rj |γj | < π, since its support function HK

is known to be defined by HK(z) =
∑N
j=1 rj |zj | for all z ∈ CN .

4.5. Proof of Theorem 6.

Let f1 and f2 be the entire functions defined by

f1(z) = 2
〈
Bζ , e

〈z,ζ〉 1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

e〈α,ζ〉 − e〈ᾱ,ζ〉

〉
and

f2(z) = 2
〈
Aζ , e

〈z,ζ〉 1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e2i〈γ,ζ〉

〉
+ 〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉

for any z ∈ CN . First verify that they belong to Exp (CN ,K) or rather
verify that f

tM
1 and f

tM
2 belong to Exp (CN ,MK). If one remembers

that 〈tMz, ζ〉 = 〈z,Mζ〉, see Lemma 3, this leads to

f
tM
1 (z) = f1(tMz) = 2

〈
BMζ , e−〈tM−1ᾱ,ζ〉e〈z,ζ〉

1−Qz1(ζ1)e
−ζ1z1

e2iζ1 − 1
〉

and

f
tM
2 (z) = f2(tMz) = 2

〈
AMζ , e

〈z,ζ〉 1−Qz1(ζ1)e
−ζ1z1

1− e2iζ1

〉
+ 〈AMζ , e〈z,ζ〉Qz1(ζ1)e−ζ1z1〉

for all z ∈ CN . It follows from Proposition 3 and Corollary 3 that

f
tM
1 ∈ Exp (CN , (MK)1 × (MK)(1)).

The same holds for f
tM
2 .

Next verify that f1 satisfies f1(z) + f1(z̄) = 0 and f1(z + α) +
f1(z̄ + α) = 2b(z) for all z ∈ CN . The last relation may also be written
as

(11) f1(z) + f1(z̄ + 2iγ) = 2b(z − α), for all z ∈ CN .
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Both relations follow from the fact that Qū = Qu for each u ∈ C and
that 〈B, h〉 = 〈B, h̄〉 = 〈B, h̄〉 for every function h holomorphic in a
neighborhood of K. Since

f1(z) = 2
〈
Bζ , e

〈z−α,ζ〉 1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e−2i〈γ,ζ〉

〉

and Qu+2i = Qu, it follows that

f1(z + 2iγ) = 2
〈
Bζ , e

〈z−ᾱ,ζ〉 1− e−2i〈γ,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e−2i〈γ,ζ〉

〉

which leads to

f1(z̄ + 2iγ) = 2
〈
Bζ , e

〈z−α,ζ〉 1− e2i〈γ,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e2i〈γ,ζ〉

〉

= −2
〈
Bζ , e

〈z−α,ζ〉 e
−2i〈γ,ζ〉 −Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e−2i〈γ,ζ〉

〉

hence (11) is fulfilled.

It remains to show that f2(z) + f2(z̄) = 2a(z) and f2(z + α) +
f2(z̄ + α) = 0 for all z ∈ CN . The second relation may also be written
as

(12) f2(z) + f2(z̄ + 2iγ) = 0, for all z ∈ CN .

Since

f2(z̄) = −2
〈
Aζ , e

〈z,ζ〉(1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1)
e2i〈γ,ζ〉

1− e2i〈γ,ζ〉

〉
+ 〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉

we obtain:

f2(z) + f2(z̄) = 2
〈
Aζ , e

〈z,ζ〉
(
1−Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

)〉
+ (1 + 1)〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉 = 2a(z).
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The relation (12) follows similarly from

f2(z̄+2iγ) = 2
〈
Aζ , e

〈z,ζ〉e−2i〈γ,ζ〉 1−e2i〈γ,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1
1− e−2i〈γ,ζ〉

〉

+ 〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉

= −2
〈
Aζ , e

〈z,ζ〉 1− e2i〈γ,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1

1− e2i〈γ,ζ〉

〉
+ 〈Aζ , e〈z,ζ〉Qz1/γ1(〈γ, ζ〉)e−〈γ,ζ〉z1/γ1〉.
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