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TWO-GROUPS AND JORDAN ALGEBRAS
JAMES E. WARD, III

Stroud and Paige have introduced an important class of
central simple Jordan algebras B(2") of characteristic two,
This paper determines the automorphism groups of the
algebras B(2") and, in so doing, produces an infinite family
of finite 2-groups, This is accomplished by characterizing the
automorphisms of B(2") as matrices operating on the natural
basis for the underlying vector space of B(2") and then using
this characterization to obtain generators and commuting
relations for the automorphism groups.

Throughout the paper let ¢ = 2*?%, » = 2"}, s = 2", and t = 2"+,
d;,; 1s the Kronecker delta.

1. The algebras. In 1965 J. B. Stroud [3], pursuing some
earlier work of E. C. Paige [2], defined the following class of vector
spaces and proved that they are central simple Jordan Algebras of
characteristic two:

DEFINITION. Let B(2") for n = 2 be the vector space over the
field Z, of two elements with basis u_,, %, Uy, ***, Usyy, Uiy Vyy *ov, P,
and with multiplication in B(2") defined inductively as follows:

The products u,u; for —1 < ¢, § £ s — 2 are defined by:

(1) wwu; =u; for —1<i1<s— 2,
(2) v, =0, u_u; = u;_, for 0 <1 s — 2,
(3) wu; =umu; for —1 <14, j <s—2,
(4) = u=wuu,=0.
Assuming the products w,u; are defined for —1 < 4, 5 < 2* — 2 where
2<k=<mn-—1, let p=2* and define
(5) wupp; = H; jUpriy; When wu; = H, ;U5 J # —1 with H;;in Z,,
(6) Upiithpr; = 0.
For k=1, m =0, p = 2% define the products u;v; by:
(7)) uw; =vu; for —1<i1<s—2,1<j<s,
(8) uw;=wv; for L<j<s,
(9) uw;=v;+v,, v, =0Ffor1<j=<s,
10) %y Vomyps; = Viamrvptrios + Vaminps; 10 1 =7 = 2,
(A1) U iVemprs = Qi Veminprivi T €,iVentnptitiv
when
(12) uw; = d;,Visj + €,V for 0Z1=p—2, 1<7=<p and d,;,
€5 in Z21
(13) UpsiVeminps; =0 for —1=1=p -2, 1 =75 = »p.
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Finally, define the products »,v; by:

14) v, =vw, for 1 <1, j<s,

(15) v = u,

Ju]_g + u;_,, j even

(%;_5, 7 odd

where u; = 0 for j < —1,

(A7) v = Dy s + By Uy i

when

(18) wvw; =D, sy + Epjui;, for 1=1=p, 2=j=<p and D,
E,; in Z,

(19) vpui¥pe; =0, 1 =4, J = .

16) vw; =

From this definition it is clear that B(2") is commutative ((3), (7),
(14)) and that w, is its identity element ((1), (8)). Moreover, for all
7, a,b (e, —1<4, j<s—2and 1Za, b <ys),

uiuj = hi’jui+] Where h/i,j - 0 or 1,
Jgi,a(vﬂ—a + Viras1)s ¥ = 0, when 7 =1 (mod 2)

uﬂ)a = .
lgi,a/vi{‘a When 1= 0 (mod 2)
where g,, = 0 or 1, and
SarsUasyp_s When a = b (mod 2)
V0, =

Saro(Mass—s + Ugry_s) When a = b (mod 2)
where f,, = 0 or 1.

The multiplication table for B(4) is easily computed to be

U-1 Uo UL U2 V1 V2 V3 V4
U—1 0 U—1 Uo U1 V1 V1 + V2 V2 + V3 V3 + Vs
Uo U—1 Uo U1 Uz V1 V2 V3 2
U1 Uo U1 0 0 V2 + Vs V3 + Vs 0 0
Uz %1 U2 0 0 Vs Vs 0 0
Vi V1 V1 V2 + V3 V3 0 U—1+ %o Uo U1 + Uz
V2 v1+ v2 V2 V3 + V4 Vg U—1+ %o Uo UL + Uz U2
V3 V2 + V3 V3 0 0 Uo U1 + Uz 0 0
V4 V3 + V4 on 0 0 UL + Uz Uz 0 0

and the following table summarizes the inductive definition of B(2p)
if the multiplication table of B(p) is known:
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u__l...up__z up—l"'uzp—2 'Ul"’vp 'Up-)—l""U2p
(2) ©)
U-1
o ) ®
. KNOWN KNOWN
: 10), (11), (13)
Up—z (5) with smaller
values of p
Up—1 (10)
. COMMUTATIVITY ZERO ZERO
. 3 (6) €8))] 13)
Uzp—2
V1 (16)
KNOWN COMMUTATIVITY KNOWN 17 with (14)
Vp 7
v
o COMMUTATIVITY ZERO COMMUTATIVITY ZERO
M ((13) with (7)) 14 (19)
V2p

The numbers indicate the equation used to determine the particular
block of the multiplication table, COMMUTATIVITY in a block means
that the block in question is determined from a corresponding block
by the commutativity of B(2"), and ZERO denotes a block all of
whose entries are zero.

2. The automorphisms.

DEFINITION. Define a set of ¢ x ¢ matrix forms A4, for n = 2
inductively as follows: Let

—

1 a a, a 0 a, 0 b, 7
0100 0O0O0OTUO
0 01 a0 0 0 aq
4 - 0 0 0 0 0 0 O
710 @ 0 b, 1 a a, a, + a
0000 0100
00 0 a 0 0 1 aq
00000001
where a,, a,, a, and b, are in Z,.

Assuming that the matrix A, = (¢;,;) where —1 <14,/ <t—2is
defined in terms of elements a, and b,, of Z, with 0 < e <s — 2 and
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0 <m < s, we define the matrix A,,, = (d;;) for —1 <14, 7 <2t —2
in terms of elements ¢, and b,, of Z, with 0 < e <t —-2and 0 < m < ¢
as follows: For —1 <7, j <s— 2,
(1) diyj = dis,jis = Ciyj
(1) dijee = Doy jins = Ciyjs -
(i) dire,; = Divag,jis = Cigr »
(iv)  direire = Qivag jrss = Civsjis »
(V) divs; = diggjur = Qinss,; = digsjee = 0
(Vi) di, = {0 ito=g .
D;, i@+, if © % 7 where p;; is in Z, and ¢;; = p;,;a, .
(Vi)  di jiss = Diyjasbus, Where p; ;.. is in Z, and ¢ ;0 = Pijeiba
with a, = b, .
(Vill) dite,jrs = Diss,iOnrs Where p;y,; is in Z, and c¢;oy,; = Dirs,ibn
with a, = b, .
0if 1=

(%) divigia = {pi-*—s,j—l-sae—l—s + QigsjrsQessrs if TF# ]
where p;iq54s a0A Qisgj4, are in Z; and ¢,y 505 = Dive,jrs@e + Qivs,jrs@ets
with the convention that if ¢,.,,;+, = @,, then e = w.

The matrices 4, can be summarized by the following figure. If
the 2% x 2¥ matrix A, is known, then A4, is the 2% x 2+ matrix
given in block form by

-

UR(Ay) | UR(A))
+ 2k~1 + 2k

Ay
UR(A)

Ozk“l 4 k-1

where, for m = 2~ or 2%, 0,, is the m x m zero matrix and UR(A4,) + m
is the 2¥! x 2*' matrix obtained by adding m to each subscript of
the 2! x 2¥! block in the upper right hand corner of A, under the
convention that if an entry in the upper right hand block of A4, is
zero, then the corresponding entry in UR(A,) + m is also zero.

We now prove the characterization theorem.

THEOREM. A linear transformation A of the Jordan algebra
B@2") over Z, with n =2 1is an automorphism of B(2") if and only
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of its matrix relative to the canonical basis of B(2") is of the
form A,.

Proof. The proof is outlined by several lemmas.

First we establish some general results about the automorphisms
of B@2"). If A is an automorphism of B(2") with matrix (c;,;),
—-1=4, £t —2, ¢,; in Z, relative to the canonical basis of B(2")
then we can show:

LEMMA 1. Ci,i = Cis+5 = Cst4,5 = Cotiystj = OfOT -1 = j < ) =s— 2.

LEMMA 2. ¢;=1 for —1Zt=<t—2 and ¢;,,+; = €15, = 0 for
—11<s—2.

0 (mod 2).

LEMMA 8. ¢;,; =0;; for —1 <1, <t —2and ¢

LEMMA 4. ¢, = Cpiy; for —1 =1, 7 <s— 2. In particular,
Ciorj = Cori; =0 for —1 <14, j<s—2and j =1 (mod 2).

LEMMA 5. For —1 =<1, J 7 — 2, €,; = Crtiyrtss Ciyors = Cryiyarsis

Cyyiyi = Capriyrrjs ONG Csti,s+i = Corti,artje

LEMMA 6. For —1Z1<j=<7r—2,
. 0if 1=9
1 Ci,r ;g = . . .
(1) Curs; {pi,jc—l,r+j—-i-1 if 1]
if €i,; = Di,iC_1,j—is Where p;; 18 in Z,
.. 0ifi=13
11 Cisrti = . . .
(1) e {q'l,jc~l,3r+j-—i-—1 if 1#]
’I:f ci,s+j = qi,jc—-l,s+j—-i--1 w}be7"3 q,;’j 7:3 ’l:n Zz.
0ifi=13
M, iCtyrtjmics + KiyiCotyprjize 4f 1% 3 and =0
111)  Copiarr; =
( ) +i,3r+3 (mod 2)
My jCsyprjimn Of 2% J and j =1 (mod 2)
iof
e o {’mi,jc_l,,-__i_l + ki’jc__l,j__,;__g fO’r‘ j =90 (mOd 2)
sthretd My, 6,55 for 7 =1 (mod 2)
where m;; and k;; are in Z,.

To establish the necessity of the condition of the theorem, we
proceed by induction on n. The case n = 2 is straightforward in view
of the preceding lemmas and, for the induction step, we make the
following definitions and state a lemma about them:

DEFINITION. If A is an automorphism of B(2"*') with matrix
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(c;,5), —1 =1, j <2t— 2, relative to the canonical basis of B(2""),
then the restriction of A to B(2") is the linear transformation A’ of
B(2") onto itself whose matrix (d;;), —1=14, j =<t — 2, relative to
the canonical basis of B(2") is defined by:

c;; for —1 =54, 75s—2
Corsj for s—1<i<t—2and —-1<j<s—2
Ciorjfor —1<it<s—2ands—-1=<j5=<t—2

Cotserg fOr s—1=14, j<St—2.

di,; =

DEFINITION. If A is an automorphism of B(2") with matrix
(c;,;), =1 <1, j <t— 2, relative to the canonical basis of B(2"), then
the linear transformation of B(2"*') induced by A is the linear
transformation A* of B(2"*') onto itself whose matrix (b;;), —1 =< 1,
7 < 2t — 2, relative to the canonical basis of B(2"*') is defined by:

For -1<4,7s—-2,
b;,; = bs+i,s+j = Ci,j »
bisir; = Dsstizsti = Corivstio
birii = bysrisrg = Cotiri s
bi,ii = bsrizrs = Cirsrgr aNd
bs+i,j = bi,s+j = b3s+i.t+j = bt+i,3s+j = b33+i,j = bt+i,s+j

= bs+i,t+j = bi,3s+j =0.

LEMMA 7. (i) If A is an automorphism of B(2"t!), then the
restriction A’ of A to B(2") is an automorphism of B(2").

(ii) If A is an automorphism of B(2"), then the linear trams-
formation A* of B(2"*") induced by A is an automorphism of B(2 ).

The induction step then proceeds as follows: We assume that
every automorphism of B(2") has matrix of the form A, relative to
the canonical basis of B(2") and we let A be an automorphism of
B(@2"") with matrix (d;;), —1 <7, § < 2t — 2, relative to the canonical
basis of B(2"*'). We must show that (d; ;) satisfies (i)-(ix).

By the induction hypothesis and Lemmas 5 and 7, we have (i)-(iv).
Lemma 1 establishes (v) and (vi)-(ix) follow from the induction
hypothesis and Lemmas 4 and 6. Thus we have that (d;;), —1 <4,
7 <2t — 2, is of the form A,.,, completing the induction. Therefore
every automorphism of B(2"), % = 2, has matrix of the form A,
relative to the canonical basis of B(2").

To establish the sufficiency of the condition we first show that
det A, =1 for » = 2. This is accomplished by expanding det A, by
the cofactors of its first column, expanding the resulting (¢ — 1) x (¢ — 1)
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determinant by the cofactors of its first row, expanding the resulting
(t — 2) X (t — 2) determinant by the cofactors of its first column,
and continuing to alternate in this manner. In view of Lemmas 1, 3
and 4, after ¢t — 2 such steps we have

1 e

detAnz‘
01

-1

This fact about the determinant says that A, is the matrix
relative to the canonical basis of B(2") of a nonsingular linear trans-
formation A of B(2") onto itself. Hence it only remains to show
that A preserves products of the basis elements of B(2") and this
may be checked by a straightforward but lengthy calculation. This
completes the proof.

3. The automorphism groups. At this point we know that
the automorphism group .o, of B(2") over Z, is the group formed
by all matrices of the form A, under matrix multiplication. From
the definition of the matrices A,, n = 2, it follows that such a matrix
has 3¢ elements a; and r — 1 elements b; in its first row. Since any
matrix of the form A, is completely determined by the elements of
its first row, this says that the order of .oz, is 2%+7—! = 2%,

In order to examine the structure of .27, we make the following

DEFINITION. For n = 2, let

I"={i: 01<s— 2, 1% 3 (mod4)},

Ir={s+2t—2: 2<¢ =<7} and

I"=1rulI;.

Then I* is a subset of {i: 0 < ¢ < ¢ — 2} and consists of 5¢ — 1
elements.

For ¢ in I", define G, as follows:

(i) If 4 1is in I", G; is the matrix of the form A, with a;, =1,
a; =0 for jin I" and j +# 4, and b, =0 for 2< k < 7.

(ii) If 4 is in Iy, G; is the matrix of the form A, with b,_,,, =
1, b;_,4 =0 for j in I and j = ¢, and a, = 0 for k in I.

Denote by (%, %, ***, ©n), Where %; is in I for 1 <j <m and
7, < 1, < ++» < 1,, the matrix of the form A, in which for each j=
1,2, +-+,mya; =11if 4; is in I" and b;_,4, =1 if ¢; is in I while
a, =0 for £ in I* and k= 4; for any j =1,2,---,m and b;_,;, = 0
for k in I} and k == i; forany j = 1, 2, ---, m. Clearly any element of
7, can be expressed in the form (7,, 4, «--, 7,) for some %, 4y <+, tpe

Using a technique due to Bobo [1], we can show that the set
{G;: © in I"} generates .&7,. Finally, we determine the commutator
subgroup of .&7, by using a straightforward induction on n together
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with the properties of matrix multiplication and matrices of the form
G;. The results are summarized in the following

THEOREM. The automorphism group .57, of the Jordan algebra
B@2"), n =2, can be described abstractly as the group generated by
the 5(2"%) — 1 gemerators G; where 1 is in I™ and where G = I for
all i in I*, I being the t x t identity matric. Moreover, the com-
muting relations among the generators of ., may be described
wnductively ds follows:

In &7, GG, # GG, but GG, = G,G:G.G,. For all other ¢ and j
wm I’ GG; = G,G,.

If the commuting relations among the generators Gi, © im I",
of 7, , are known, the commuting relations in 7, are given by:

If © and m are in I with i, m = 0 and ¢ + m and if j and k
are wn I with j # k, then

(@) If i =1 (mod4),

GoGi = Gi+1Gs+i+1GiG0 ’

GOGi+'r = Gr+i+1Gs+r+i+1Gi+‘rG0 ’
GG, = G,11.G.G;, and
GiGs+r = Gs+r+i+1Gs+rGi-

(b) If GG = Gl GWGY,

GG, = Gy niG.G;, and
GiGm+r = Gr+i+m+1Gm+rGi .
© If GG} = GhusuGIG
GiGj+r = Gr+i+j+1Gj+rGi )
GGivs = GorirjnGinGiy, and
Gi+rGj+'r = Gs+£+j+ij+rGi+r .
Otherwise, G,G; = G,G, for ¢ and f in I".

The structure of the group %4 of order 16 becomes clearer if it
is recognized as the direct product of two familiar groups. Since
I} ={0,1, 2} and I? = {6}, .o is generated by G,, G,, G,, and G;. Let
H, be the subgroup of &4 generated by G, and G,. Then, if a = G.G,
and b = G,, direct computation using the commuting relations in %4
yields H, = {I, a, b, ab, &?, &’, a’b, a’b} = the dihedral group D, If
H, = {I, G,} then both H, and H, are normal in .&4, H, N H, = {I},
and H.H, = 4. Hence

=D, x Z,

where D, is the dihedral group of order eight and Z, is the cyclic
group of order two.

Detailed proofs of some of the results summarized in this paper
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may be found in the author’s doctoral thesis written at the Univer-
sity of Virginia under Eugene C. Paige.
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