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ZONAL MULTIPLIERS ON THE HEISENBERG GROUP

GlANCARLO MAUCERI

We investigate Lp boundedness of zonal multipliers on
the 2n + 1-dimensional Heisenberg group Hn. These are
multipliers which are invariant under the group SU(n) acting
in the noncentral variables. The result is then applied to
derive sufficient conditions for Lp boundedness for a class
of multipliers associated with SU(n) invariant operators in
the enveloping algebra of Hn. A necessary condition is also
obtained with the aid of group contractions.

1* Introduction* The purpose of this paper is the extension
to higher dimensional Heisenberg groups of some of the results of
[4]. The main tools in the proof of the multiplier theorem in [4]
are the machinery developed by Coifman and Weiss in [1] and the
Fourier analysis on the Heisenberg group [9].

Both of them are available in the more general case of the 2n +
1-dimensional Heisenberg group Hn. However it turns out that a
strict imitation of the methods of [4], if at all possible, would produce
prohibitively long and involved proofs.

These difficulties can be avoided if we restrict our attention to
the sub algebra of multipliers which are invariant under the action
of the group SU(n) acting in the noncentral variables.

We call these multipliers zonal multipliers. It turns out that
zonal multipliers are convolution operators with a zonal tempered
distribution on Hn.

One can show that these convolution operators on Hn may be
realized as averages over SU(n) of convolution operators transferred
from Hnl. Thus we reduce the problem of finding sufficient condi-
tions for their boundedness in Lp(Hn) to the corresponding problem
in Hnl. A repeated application of this argument will enable us
eventually to apply the multiplier theorem in [4].

This method, which is a generalization of the classical method
of rotation used by Calderon and Zygmund to deal with singular
integrals with odd kernels, is due to Coifman and Weiss, who applied
it to several problems in harmonic analysis [2].

Next, in §4, we consider a particular algebra of zonal multipliers
on Hn defined in terms of their symbol F, which is a function defined
in the sectors Sn = {(λ, r) e R2: r ^ n\ λ | > 0}. For these operators the
conditions of the multiplier theorem assume a particularly simple
form, being expressed in terms of growth conditions on the derivatives
of the symbol.
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In the last section we investigate a relationship between Lp

multipliers of Hn and Lp multipliers of Cn with the aid of group
contractions.

Some of the results of this paper were announced without proofs
in [3].

2* Fourier analysis on the Heisenberg group* In this section
we recall the basic facts of harmonic analysis on the Heisenberg
group. The main references here are the papers [8] and [9] of
Geller.

The 2n + 1-dimensional Heisenberg group H* is the nilpotent
Lie group whose underlying manifold is R x C\ The multiplication
is given by:

( ί , z)(jb', z') = ( t + ί ' + Φ(z, z ' \ z + z ' ) , t e R , z , z ' e Cn

where Φ is the skew-symmetric bilinear form Φ(z, zr) =
on Cn x C\ Sometimes we shall also use coordinates (t, x, y)eR x
R2n, where z = x + iy. The Haar measure is the Lebesgue measure
dtdzdz on R x Cn.

The group SU(n) acts as group of automorphisms of Hn in the
following way:

u (t, z) = (ί, w s)

for ueSU(n), (ί, z)eHn.
We say that a function / : £Γn —> C is zonal if / is invariant under

the action of SU(ri).
It is well known that the infinite dimensional representations of

Hn are parametrized by i?*, the set of nonzero real numbers, and
that they can be realized on L\Rn) as follows. For every λeΛ*,
let πλ be the corresponding representation. Then for <peL\Rn):

πχ(t, x, y)φ(ξ) = eiλte*iλ<2>-*>yMξ ~ x) .

Given a function / e L\Hn) the Fourier transform of / is the
operator valued function:

/(A,) = [ j(t, z)πλ(t, z)dtdzdz .

Choosing an appropriate orthonormal basis in the space of each
representation πλ, one can give an explicit expression of the matrix
coefficients of operators /(λ) in terms of /.

For every λ e iί* let {SίfaX a e Nn} be the orthonormal basis in
L\Rn) defined by
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= Π ^ Λ f y ) , * = (α,, - - , an) e N*, ζ = (ξl9 , f J e Λ

Here

is the Hermite function 3ίfh scaled by a factor 2|λ|1/2.
Given multiindices m e Zw, α 6 iVw, we shall use the notation:

mf = max(m£, 0) mi = —minimi, 0)

m + = ( m + f ...f m + ) ; m- = (mϊ, - , m~)

\m\ = Σ m έ a\ = a,\ •• αj.

α ± m = («! ± mx, , an ± m%) .

Define the partial isometries TF«m(λ) on L\Rn) by:

m-,λ for λ > 0
ΐF?(λ) = W™(-X)* for λ < 0 .

Then {T7α

m(λ): meZn, ae Nn} is for every λ 6 i2* an orthonormal basis
in the Hubert space of Hilbert-Schmidt operators on L\Rn).

Given a function /, to find / write:

/(*, z) = Σ /•(«, n, , rn) exp (i

where zό = r5e
ίθ^ and denote by «_̂ Γ/W the Euclidean Fourier transform

of fm with respect to the variable t, i.e.:

^Γ/m(λ, rx, , r j = ( β"'/m(ί, rl9 , r jd ί .
J R

Then, denoting by L) the Laguerre polynomial of degree j and type
k and by

+ fc)!

the corresponding Laguerre function, we have:

(2.1) /(λ) = Σ ΣΛϊ(λ;/)TΓ-(λ)

where

(2.2) Λ?(λ; /) - (2ττH . ^ Γ / (λf n, , r j Π iJ

The inversion formula is:
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f i t , Zl9 ••, Zn)
(2 3)

= ^ T Γ Π
 e ' m Σ R^x' /) Π Kt(21 λ I rϊ) I λ I "

7 Γ Λ + 1 L J Λ m,cc fc=l

For a zonal function /(£, s) = fo(t, \z\) one has iC(λ; /) = 0 for m Φ 0
and i2i(λ; /) = ΛJ(λ; /) if \a\ = \β\ [8]. Hence we write β^λ; /)
for R°a(X; f) when / is zonal and \a\ = N.

Now if we denote by P^(λ) the projection on t h e f ^ + ^ Γ 1N)-

dimensional subspace of L\Rn) spanned by {£%faχ. \a\ — N}, NeN, it
is not difficult to see that

where

RAM f)

( 2 4) _ ,Λ N\ j ^ f l Λ ^ r ^ - i ( 2 | λ | ,
2" \N+n- 1)! Jo

and cΰ2n-i is the surface area of the unit sphere in Rΐn. The inversion
formula becomes:

(2.5) fit, r) = ̂ \ e~iU Σ ^ ( λ ; f)LV\2 \ X \ r2)e~^\ λ
7ΐn+1 JR NeN

We also have the following Plancherel formula:

11/111 =-ζ

3* Zonal multipliers* A left multiplier of Lp(Hn), 1 <£ p ^ oo,
is an operator valued function ikf defined on /ί* and taking values
in ^{U{Rn)), the algebra of bounded operators on L\Rn), such
that the mapping / H+ Mf defined by

(M/Γ(λ) = M(λ)/(λ) xeR*,fe L1 n L'(J5Γ )

extends to a bounded linear operator on Lp(Hn). Right multipliers
are also defined in an obvious way.

We say that a multiplier M is zonal if M commutes with the
action of SU(n) on Lp(Hn).

It is not difficult to prove, using the fact that every Lp multiplier
is an L2 multiplier [10] and the Plancherel formula, that M is zonal
if and only if

M(x) = Σ

where {RN: NeN} is a uniformly bounded sequence of measurable
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functions of λ 6/2*. It is not hard to see also that if M is zonal
then M is a left Lp multiplier if and only if M is a right Lp mul-
tiplier. Therefore in the following we will not distinguish any more
between left and right zonal multipliers.

It is well known that Lp multipliers are operators of convolution
by tempered distributions on Hn [12]. The following theorem shows
that, at least when such a distribution is a continuous zonal function
with compact support, the question of the Lp boundedness of the
corresponding operator can be reduced to the analogous question in
lower dimension.

THEOREM 3.1. Suppose k0 is a continuous function on R x R+

having compact support. It the kernel k(t, z) = \z\2k0(t, \z\) defines
a bounded convolution operator on Lp(£Γίi"1) with norm Np, then the
kernel hit, z) = ko(t,\z\) defines a bounded convolution operator on
Lp(Hn) with norm not exceeding (o)2n-Jo)2n_3)Np9 where α)A;_1 is the
surface area of the unit sphere in Rk.

Proof. The proof is based on an extension of the rotation method
of Calderon-Zygmund due to Coif man and Weiss [2]. We give a
sketch of the argument for completeness.

Given a function / e Lp(Hn), first one shows that it is possible
to express the convolution h*f as an average over SU(n) of certain
transferred operators on Lp(Hn). Then one shows that the Lp norm
of the transferred operators can be bounded by Np. The conclusion
then follows by an application of Minkowski's integral inequality.
More precisely one has:

h*f(tlf zx) = ^ = L \ du \ k(t, z) Ulz)f(tu zx)dtdzdz

where for every fixed ueSU(ri) Uu is the isometric representation
of Hr"-1 on Lp(Hn) defined by:

Ult) f(tlf zj = /((ί, uz)~\tu z,)) .

Note that we are identifying Hn~ι with the subgroup of the elements
of Hn of the form (ί, zu , zn_lf 0).

Since SU(n) acts as a group of automorphisms of Hn it is easily
checked that Uu is a representation of Hnl.

The fact that the norm of the transferred operator

Uu(k)f = [ k{t, z)U%,z)fdtdzdz

is bounded by the norm of the operator of convolution by k on
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Lv{Hn-γ) then follows from the general result on transference [2]
and the amenability of Hn~\

Now we want to use Theorem 3.1 to deduce sufficient conditions
for the boundedness of a generalized convolution operator in terms
of the corresponding multiplier.

In this connection we introduce the difference operator 3ίn defined
on sequences {RN:NeN} of functions of λ e i ί * by:

&nRN(χ) = (N + n - Ϊ)RN(X) + NRN_,(X) for N Φ 0

= (n - l)Λ0(λ) for N = 0 .

THEOREM 3.2. Let ikf(λ) = Σ*NeN RN(X)P^n)(X)f n ^ 2, where
{RN: NeN} is a uniformly bounded sequence of complex valued
continuous functions of λei ί*, and

If the operator valued function m defines a zonal multiplier of
Lp(Hn-1) then M defines a zonal multiplier of Lv(Hn).

Proof. Assume first that M is the Fourier transform of a
continuous function h(t, z) = ko(t, \z\) with compact support. Then:

RN(χ) = ω Nl

(N + n — 1)1

If the kernel k(t, \z\) = \z\2k0(t, \z\) defines a bounded convolution
operator on Lp{Hn~ι), then by Theorem 3.1, h defines a bounded
convolution operator on Lp(Hn). The Fourier transform of k is

Λ"eίϊ

where

RN(X; k)

n — 2)! Jo

Therefore from the classical formulas (see [5]):

Lr\x) = LV\x) = 1

it is easily seen that
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RN(X; k) = ^>-[(N + n - l)iξy(λ) - NRN^(\)] for N ^ 1
O

; ft) - - ^

This proves the theorem when Λf is the Fourier transform of a
continuous function with compact support. For the general case we
shall show that M can be appropriately approximated by multipliers
which are Fourier transforms of continuous functions with compact
support.

Given a function / defined on Hn let

^T,2/(τ, ξ, v)

= \ exp [i(tτ + <f, x) + {η, y))]f(t, x, y)dtdxdy

be its Euclidean Fourier transform. The following lemma gives the
connections between the different transforms of a zonal function.

LEMMA 3.3. Suppose f is a zonal function in L2(Hn); thus
fit, z) - /0(ί, \z\) and J^Γ,2/(τ, ζ) - ( J ^ f 2 / ) 0 ( τ , | ζ | ) .

Then for almost every τ, p, λ

(3.1) U^)2/)o(τ, p) - CΛΣi2*(λ

^ ( λ ; / ) - 7,(2[λl) A 7
(3.2) (iSΓ+ w - 1)!

x exp ( —s2/41 λ \)82n-λd8

where both the series and the integral converge in ZΛ

Proof. Assume first that / is in S^(Hn), the Schwartz space of
fast decreasing functions on Hn. Since it is easily seen that the
Fourier transform in R2n of L%-\2 \ X \ | z |2) exp (-1 λ | | z |2) is

(2|λ |)-%Lr 1( |ζ |72|λ |)exp(-|ζ | 2/4|λ]),

taking the Fourier transform ^7,2 of both sides of the Fourier
inversion formula (2.5) we get (3.1). A similar argument yields (3.2).
The general case f e L\Hn) follows by a limit argument.

LEMMA 3.4. Suppose M satisfies the hypothesis of Theorem 3.2.
Then there exists a family {kε,σ: ε, σ > 0} of continuous zonal functions
with compact support such that:

( i ) M(X) is in the weak operator closure of {kε,σ(X): ε, σ > 0}
for every λ ei?*,
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(ii) The Lp multiplier norms of kε>σ are bounded by a constant
times the Lv multiplier norm of M.

Proof. First we show that M is the strong operator limit of
operators Te, ε > 0, where Tεf = kε*f is the operator of convolution
by a continuous functions kε in L2(Hn). Moreover kε can be chosen
so that the norm of Tε on Lp(Hn) is bounded by a constant times
the norm of M on Lp(Hn) and for every λ e JR* Λf(λ) is in the weak
operator closure of {k£(X): ε > 0}.

Let φε be the function defined by:

By [9, Theorem 1] φεe^(Hn) for every ε > 0.
Moreover from (2.4) it follows easily that

φε(t, z) = ε-(%+1)/Vi(ε-1/2ί, e-^z) .

r _

By (2.4) and the Lebesgue dominated convergence theorem I φεdtdzdz =
J Hn

\imλ-0RN(X; φε) = 1. Hence {φε: ε > 0} is an approximate identity for
the convolution.

Let Convp, 1 ^ p ^ ©o, denote the Banach algebra of all bounded
operators on Lp(Hn) commuting with right translations. It is well
known that ConVp can be identified with the algebra of left multipliers
of Lp(Hn) and that Convp c Conv2 for every 1 <, p <, + oo [io].
Hence the function kε — Mφε is in U(Hn). Moreover, since kε =
M(φε/2*φε/2) = (Mφε/2)*φε/2, kε is also a continuous function. It is also
obvious that M(X) is in the weak operator closure of {kε(X): ε > 0}.
Let Tε be the operator of left convolution by kε. Then ||T||convp ^

To finish the proof of the lemma we need to recall some facts
about the algebras Ap. For p = 1, Ax is the space C0(Hn) of the
continuous functions vanishing at infinity. For p > 1, Ap is the
smallest Banach space of continuous functions on Hn containing all
the functions of the form / = u*v, u e Lp\Hn), v e Lp(Hn), p, pf con-
jugate exponents. It is well known [11] that Ap is a Banach algebra
for the pointwise multiplication and that Conv^ is the Banach dual
of Ap, via the pairing:

<Γ, u*v) = (u, Tv} .

The algebra Ap operates on Conv^ as follows:

for T e Convp, φ, f e Ap. In particular when T is the convolution by
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a function heI/(Hn)9 the product φ-T corresponds to the ordinary
product φh. Now let φ be a zonal C°° function on Hn, with compact
support, such that φ^O and ||<p||2 = l . Define F1 = φ^φf and
Fσ(t, z) — F^σH, σz), for σ > 0. Then Fσ is in Ap and its norm is
bounded by a constant cp independent of σ.

Let kε>σ = i^A- We claim that the family {fcε,σ: ε, σ > 0} satisfies
the conclusion of the lemma. Clearly kε,σ is continuous and has
compact support. Moreover since for every / e Ap:

\<Fσ Tε,f)\ = \(Tε,FJ)\^CP\\M\\ConΎp\\f\\Ap

the norm of (Fσkεy as Lp multiplier does not exceed Cp||ilίf||coiivp.
To prove (i) observe first that the Euclidean Fourier transform of
k is a continuous function vanishing at infinity in the strip {(λ, ζ):
0 < r0 ^ I λ | < r j . Indeed by Lemma 3.3 (^Γf2fc.)(λ, ζ) = (j^Ά)o(λ, I ζ |)
where

From the inequality (see [5]):

I L%(x) I e~*/2 ^ ( ^ + f c ! L ^ (1 + fc)^ for fc ^ 0
JV! k\

and the assumptions on RN{X) it follows that the series is uniformly
convergent in the strip {(λ, ζ): r0 ^ |λ| ^ r j to a continuous function
vanishing at infinity. On the other hand since jFσ(0, 0) = ||<p||2 = 1
and II^Γ^ί^lli is bounded by a constant independent of σ, {^li2Fσ\ σ > 0}
is an approximate identity for the ordinary convolution in R2n+1.
Thus ^,2{Fakε) = ^7,2^*^,2^ converges uniformly to _̂ 7,2&ε in the
strip {(λ, p): r0 ^ |λ| ^ r j . Hence by (3.2) and the Lebesgue dominated
convergence theorem RN(X; kε) = lim^oo RN(X, Fσkε). So M(X) is in
the weak operator closure of the set {kε>σ(X): ε, σ > 0} and the lemma
is proved.

The proof of Theorem 3.2 now follows by an approximation
argument. We omit the details.

REMARK. The same arguments in the proofs of Theorems 3.1
and 3.2 can be used to obtain weak type (p — p) estimates for the
multiplier M on Lp(Hn) from the corresponding estimates for m on
L%Hn-1) [2, Theorem 2.6] for 1 < p < oo.

We now consider a consequence of Theorem 3.2. First we need
to introduce some more notation. Given a sequence {RN(X): NeN}
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of functions of λeJS* define the following difference-differential
operators:

[^+1(λ) - RN(\)]

W = -RNM + (N/X)[RN(X) ~RN

D2RN(X) = - i 4 ( λ ) + [(N + l)/λ] [RN+1(X) -

where R'N(X) denotes the derivative of RN(X) with respect to λ. We
think of D+ and D- as "operators of order one" and A and D2 as
"operators of order two". For every positive integer j let Δj denote
any product of order j of the operators D+y D_, D1 and D2. So, for
instance, Δ1 denotes either D+ or D-, Δ2 denotes either D1 or D2 or
D+D_ and so on. Let £&n be the product Sf% «^. Finally let
Π i 8 > 0, be the projection Σ -P^]W(s ^ (2ΛΓ + l) |λ | < 2s).

Then iterating Theorem 3.2 and specializing the multiplier
theorem in [4] to the case of zonal multipliers, we get:

COROLLARY 3.4. Let {RN(X):NeN} be a sequence of uniformly
bounded functions in C2(R*) such that

(3.3)

for every j = 0, •••,4. Then the zonal multiplier defined by the
operator valued function M(X) = ^NeN RN(x)P^](x) is bounded on
Lp(Hn)9 1 < p< oo.

4. An algebra of zonal multipliers. Let &n be the Lie algebra
of Hn. A basis of $n is given by the left invariant vector fields:

at oZj ot oZj ot

The differential operator T spans the center of $n and its Fourier
transform is dπλ(T) = ixl, where dπλ denotes the derived representa-
tion of πλ. It is also clear that T is invariant under the action of
SU(n). Next consider the left invariant differential operator

It is well known that Sf is hypoelliptic and that it plays much the
same fundamental role on Hn as the Laplacian does on Rn [6]. In
particular Sf is SU(ri) invariant. Its Fourier transform is [7]:

n) \ X \ PT(X) λ 6 Λ* .
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Denote now by Sn the sector {(λ, r) e R2: r ^ n\X\ > 0}. Let J^ be
the family of all functions F in Cn+\Sn) such that

(4.1) \dιF(x)\£C\x\-w, xeSn

for all pairs I e N2 such that 11 \ = ix + l2 ̂  n + 3. Given a function
l let MF(-iT,^f) be the multiplier defined by

MF(-iT, j^)(λ) = Σ*Xλ, (2ΛΓ+w)|λ|)P^(λ) λe i ί* .

Then ^ = {Af^-iΓ, -S*): Fe^Q is a ^-algebra of zonal multipliers
of L\Hn).

THEOREM 4.1. The set ^£% is a *-algebra of zonal multipliers
of L\Hn), l<p < oo.

Proof. The proof is by induction on n. The case n = 1 follows
from Corollary 3.4 using Taylor's formula to express the difference-
differential operators in (3.3) in terms of derivatives of F. We
consider in detail only the case of A which is already entirely
typical. Let r = (2JV + l) |λ | . Then:

D,F{X, r) = -dλF(\, r) - (2ΛΓ + 1) sign(λ)drF(λ, r)

+E[F(\9 r) - F(X, r -
λ

for N Ξg 1 and

A ^ λ , r) = - 3 2 F ( \ r) - sign(λ)3rF(λ, r)

for iV = 0. Hence for iV ̂  1:

, r) = -3iF(λ, r) - (2iV + 1) sign(λ)3rF(λ, r)

, r)
r-2\λ\

Since r ^ |λ| and, for ΛΓ^ 1, r - 2|λ| ^ r/3, from (4.1) follows that

(4.2) |Ai*Xλ, (2iV+ l) |λ | ) | ^ C'(2N+ l ) - 1 ^ ! " 1 for NeN .

It is not hard to see now that (4.2) implies (3.3) for Δ2 — A
Next assume the theorem proved for n — 1, n ^ 2. By Theorem

3.2 the operator M(-iT, £f) is bounded on Lp{Hn), 1 < p < oo,
provided that the multiplier

m(λ) = Σ &«F{\ (2N +n)\XDPJΓ^λ) λ e i 2 *

is bounded on L^/Γ1-1). We claim that m is of the form MG( — ίT,
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where G e ^ . Indeed let G be the function defined by

) = ^ [ 3rF(X, r + ί | λ | ) + «L^±[F(\ r + | λ | ) - F(X, r -

for r ^ (w + l ) | λ | , and by

G(λ, r) = (n - l)F(λ, r + |λ |)

for (w — 1) I λI ^ r 5£ w I λ I and still undefined for w | λ | < r < (w + 1) | λ|.
It is easily seen that: &nF(X, (2JV + w)|λ|) = G(λ, (2iV + w - l ) | λ | )
for XβR*, NeN. Moreover G is n + 2 times differentiate and
|3'G(x)| <: C\x\-]l] for |J | <̂  w + 2 for every & = (λ, r) such that either
0 < (n - l ) | λ | ^ r ^ w|λ | or 0 < (n + l ) | λ | ^ r. Therefore, in order
to complete the proof of the theorem, we need only to show that
the function G can be extended to a Cn+2 function satisfying the
inequalities (4.1) in all the sector Sn_lβ This is precisely the purpose
of the following lemma.

LEMMA 4.2. Let ά^~ he a region in R2 which is the union of
two cones J^l = {(λ, r): cxr ̂  X ̂  c2r, r, X > 0} cmd ^ 7 = {(λ, r): c3r ^
λ ^ c4r, r, λ > 0} vjhere 0 ̂  cx < c2 < c3 < c4. Assume that f is a
function in Ck{^) such that

(4.2) 137Ί»I ^

whenever \l\ = l1 + Z2 ̂  fc. ΓΛe^ ίfeerβ exists a function E(f) defined
and k times continuously differentiate in the region gf = {(λ, r):
cλr ^ X 5j c4r, r, λ > 0} which extends f and satisfies

(4.3) ISMS/taOl ^ C | ^ | - | Z | ^ g 7

whenever \l\ ^ k.

Proof. The proof is based on Whitney's extension theorem.
Let Ω be the region between the two cones, i.e., Ω = {(λ, r): 0 < c2r <
X < c3r). Then there exists a collection of squares with sides parallel
to the axes Ql9 Q2y , Qk, such that

( 1 ) UkQk = Ω.

( 2 ) the Qk are mutually disjoint.
( 3 ) diam(ζ)fc) ^ dist(Qfc, J ^ ) ̂  4 diam (Qfc).

For the proof of this and the following facts we refer the reader
to Chapter VI of Stein's book [13]. Denote by ζ>* the square which
has the same center as Qk, but is expanded by a factor (1 + ε), where
ε is a fixed number, 0 < ε < 1/4. Then each point of Ω is contained
in at most a finite number N of the cubes Qjf. Given the covering
{Q%} of Ω there exists a partition of the identity {φt} subordinated
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to it such that
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daφt{x)\ £ A(diamQ/c)-|α| .(4.4)

For each square Qk fix a point pk e J^~ of minimum distance of
from Qk. Notice that such point exists, even if j ^ ~ is not closed
because the origin is not in ^ 7 The definition of E{f) is as follows:

E(f)(x) =

E(f)(x) =
if

, Pi)<PΪ(x)

where P(x, pτ) is the polynomial giving the Taylor expansion of /
about the point pif that is

, P*) = Σ

It is then clear by Whitney's theorem [13, Ch, VI, 4.7], that E(f) e
Ch(ά^ U Ω). It remains only to show that the inequalities (4.3) are
satisfied. Remark that by (4.2)

djf(χ)= Σ
ljk

and

j \ =

w h e r e x , y e ^ a n d \R5{x, y\ ^ c m a x { | α ; | ~ f c , \y\~k}\x — y \ k ~ w . N o w
let Pj(x, y) be the Taylor polynomial of djf about the point y, i.e.:

= Σ
l

Then as in [13, p. 177] it is not hard to see that

(4.6) Ps{x, h) - Ps(x, a) = Σ Rj+ι(b, a)(°t

for α, be^xeΩ. Now since dist(Qf, ^) is comparable with
diam (Qt) there exist positive constants dl9 d2, dz so that for x 6
Q* I x - Pi I <: dx I p t I a n d d2 \ p t \ ̂  | x \ ̂  dz \ p t .

Let | i | ^ fc and consider djE(f)(x) for xefl. By (4.4):

djE(f)(x) = ΣdjP(%, Pi)<P*{x) + other terms .
i

Disregrading the other terms for the moment and observing that
d''P(x, p^ = Pό(x, pt) we get:
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< V V ^ f(Pi) I rγ __ m \\l\
= 2-ι 2-ι ,- & Pi I

The other terms are themselves sums of expressions like:

w h e r e 0 < \l\, I <̂  j . S ince Yndιφΐ(%) = 0 f o r xeΩ t h e s e s u m s a r e
in t u r n e q u a l t o :

(4.7) Σ [Pj-ι(x, Pύ - Pj-fa a)]dψf(x) α e ^ .

Choose a to be the point of minimum distance of x from ^ 7 Then
since the angle between J^l and ^\ is less than π/2, there exists a
constant Co > 0 such that C0\x\ ^ \a\ ̂  |a?|. Notice also that we
have \a — pt\ ^> 2\x — Pt\. Therefore by (4.4), (4.6) the expression
(4.7) can be majorized by:

which in turn is not larger than c"|

5* Multipliers and group contractions* In this section we
study a relationship between Lp multipliers on Hn and Lp multipliers
on Cn

9 with the aim of obtaining necessary conditions for the boun-
dedness of a multiplier on Lp(Hn). The main tool here is the con-
traction of Hn to Cn introduced by Geller in [8].

Let

fit, z) - Σ / (ί, r)exp(i<m, θ))

where reRl,θe [0, 2π]%, meZn and zk = rke
ίθk, be a function in S^(Hn)

and consider its Fourier transform /(λ) = Σm,«^«(λ; f)W™(X). The
contraction process on the Fourier transform side consists in taking
the limit of jR?(λ; /) as λ —> 0 and α -> + oo in such a way that
(2α, + n)\\\-> r), for i = 1, , w. Let Bm(rl9 , rΛ; /) be this limit.
It is well known that for k > 0 the Bessel function of order k Jk(2rp)
is the limit as λ —> 0 and 2j\X\—>p of ίj(2|λ|r2), uniformly for p in
a compact set. Therefore from (2.2) and the Bessel transform for-
mulas [14, Ch. 2, Theorem 1.6] the function

Σ n, , rΛ; /) exp(i<m, θ - ττ/2»

is the Euclidean Fourier transform of the contracted function f\z) =
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The contraction process has a right inverse. Given a function
n) such that

= Σ (-l) l m - , #/4) exp(i<m, θ - π/
m

where ζk = pke
il3k, (m, θ) = Σfc w^ 4, the operator valued function

1 + n)\\\,-; (2an + n)\\\)W?(\)

is the (noncommutative) Fourier transform of a function / e
which contracts to the inverse (Euclidean) Fourier transform of φ.

Now let M be a bounded function on Cn such that

M(ζ) - Σ (-l) |m+lMm(r?/4, - , ri/4) exp(i(m, ί - -j\) , ζ e C* ,

where as before, ζs — rόe
iθΐ and Mm are for every meZn almost

everywhere continuous on R\. For every ε > 0 define the operator
valued function Mε by:

λ) λeiί* .

THEOREM 5.1. If Mε is for every ε > 0 α multiplier or Lp(Hn)
with norm independent of ε, ίfoew M is a multiplier of Lp(Cn).
Moreover \\M\\conγpic») ^ 2ττ l im supβ_»0 ||Mβ[|c<mv<H»).

Proof. Let g be the index conjugate to p. Ijt suffices to show
that I = \ Mf(z)g(z)dzdz is bounded in absolute value byc||/||p | |flr|| f f

whenever /, fif 6 Cc(Cn), with c independent of / and #. We may as-
sume that Mm decreases rapidly, say

\Mm(ri, -',rl)\ ^ C i β x p t - ^ d m ^ + r2)] ,

where r2 = Σi r?> replacing if necessary the multiplier M by the
multiplier Mσ(σ > 0) defined by

.., r2j4)exp[-σ(|m|2 + r2)

and observing that the constant c will not depend on σ. Therefore
we may apply Fubini's theorem and the Fourier-Bessel transform to
write:

Σ (-1)1""1 exp(i<m, θ'})

x Π Jmk(r'φk)ρkdpkf(z - zr)g{z)dzfdzfdzdz
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with obvious notation. Now choose two functions φ and ψ in the

Schwartz space S^(R) such that | | ^ | | p = IhHIg — 1 andlφ(λ)^( — X)dX =

1, and define //(£, z) = ε-n/2φ{t)f{ε~υ2z)\ gl(t, z) = ε-n/2^{t)g{ε-V2z) for

(t,z)eH\ Then /.* eL»(H% g\eL\H*) and ||//||p = ε (1/ί>-1/2)||/||pf

Let Iε = I Mεfϊg]dtdzdz. By hypothesis there exists A, inde-
pendent of ε,/, g, such that \Iε\ <Ξ -A||/e*||p||flr*||ff. We claim that there
exists a constant c depending only on n such that limε^0 Iε — cl. In
fact:

^ U ί / Σ e^'>Mm((2ak + n)\X\ε)
m,a

x Π ^ ? ' ( 2 | λ | \z'k\*)φ(t - t - Φ(z, 2'))^(ί)/(ε-1 / 2(2 - z'))g{ε-mz)
k

x \X\ndXdtdzdzdt'dz'dz' .

Making the change of variables ζ = ε"1/2£, ζ' = s"17V and performing
the integrations in t and t', we get:

f
flJc

χ/(ζ - ζ'

Now consider the sum

(5.1) s i x ! " Σ Mm((2aι + n)\X\ε,-- , (2an + n)\\\e) Π ^ !

k
Π

k

From the asymptotic formula of Hub's type [15, Theorem 8.22.4] it
follows that l im^ ! (2 |λ | ε | ζ ί | 2 ) = (-l)m* JWjfc(21ζj|ft) as ε -+ 0, ak^oo
in such a way that (2αfc + n)\X\ε-> pk uniformly for ζk in a compact
set. Therefore (5.1) is a Riemann sum approximation to:

(5.2) 2-(-1)** J^ΛΓJ/OΪ/4, , #/4) Π

Since the functions Mm are almost everywhere continuous and fast
decreasing both in the m and p variables, (5.1) tends to (5.2) as
ε —> 0. Therefore lim£_01* — (27Γ)"1/ as claimed.

This proves the theorem.
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