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EXTENSION OF THE

HARDY-LITTLEWOOD-FEFFERMAN-STEIN

INEQUALITY

AKIHITO UCHIYAMA

We will show inequalities concerning the functions of the form
/ * r " φ ( / 0 ( > ) defined on R"1 and give their applications to real
Hardy spaces. These inequalities can be regarded as weak extensions of
the Hardy-Littlewood-Fefferman-Stein inequality concerning harmonic
functions.

1. Introduction. In C. Fefferman and E. M. Stein [6] (p. 172 Lemma
2), (see also Hardy and Littlewood [8]), they showed

THEOREM l.A. Let u(x) be a complex-valued harmonic function defined
on

Letp>0. Then

\u(O)\P<CJB\u(x)\Pdx,

where C is a constant depending only on p and n.

Consequently, if u(x,t) is harmonic on R"+

+ι = {(JC, /): JCEΛ",

/ > 0} and if p > 0, then we have

(1.1) \u(0Λ)f<cί dxf/2\u(x,t)\Pdt.
J\x\<l J\/2

This inequality has some interesting applications to the theory of real
Hardy spaces. (See [6].)

In this paper we show analogous inequalities for functions of the form
f*t~nφ('/t)(x) defined on R"+

+1

9 where / e U ^ ^ + ̂ L^Λ") is arbi-
trary and where φ e C(R") Πf)ι<p< + 00L

p(R") satisfies certain condi-
tions. Our results have weaker forms than (1.1) but still they have some
interesting applications to real Hardy spaces.

First we prepare several definitions.
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Functions considered are complex-valued and measurable. Sets con-
sidered are measurable. Dt denotes 3/3/. For a multi-index γ = (γ 1 ? . . . ,γw),
where yl9. . . ,γw are nonnegative integers, DJ and /(γ) denote
9* + - +y*/dx? . . . dχy» and γx 4- 4- γΛ, respectively. For/ e L2(Rn),
!Ff denotes its Fourier transform. For JC = (xl9... ,xrt) ^ i?w, |JC| denotes
( Σ ^ = 1 x 2 ) 1 / 2 . For (x, t) e Λ£+1, 5(x, /) denotes {^ e Rn: \x - y\ < t).
(φ)t(x) denotes t~nφ(x/t). For a real number α, [α] denotes its integral
part.

For K e L1

loc(Λ/l) and α > 0 let

\\κ\\Aa = sup inf I ^ Γ 1 " ^ / \κ(x) - P(χ)\dx9

B P:άegP<a Jβ

where the supremum is taken over all balls B in Rn, \B\ denotes the
Lebesgue measure of B and where the infimum is taken over all polynomi-
als P(x) of degree < α. Let

Λβ(Λ") = {K e L^iR"): | |κ||A. < +00}.
Let

aa(Rn) = {« e Aβ(Λ»): suppκ c 5(0,1), ||ιc||A. < l } ,

&8'a(R") = | κ e Λ α ( j R " ) : there exists a sequence of functions

{ κ y } ; i o c # β ( Λ » ) such that

(1.2) κ(x)=Σ
7=0

= U
&2'(R") = |κ e Λα(/?"): there exists a sequence of functions

{κj}JLo c ^ « ( Λ " ) s u c h t h a t C1-2) holds}.

REMARK 1.1. Notice the following simple fact: if 0 < β < a and if
φ e @a{R») (or φ e ^(Λ-)) , then cφ e ^ ( Λ " ) (or cφ e ^ ( Λ B ) ) ,
where c is a positive constant depending only on a, β and n.

DEFINITION 1.1. For a > 0 and <p e Λa(/?") we say that φ satisfies
the condition (Lot) if the following three conditions hold:

(I.α.2) ^ φ ( £ ) is (« + [α] + 2)-times differentiable except ξ = 0 and

for any γ with 1 < l(γ) < n + [a] + 2,
(I.α.3) J^φ(0) Φ 0.
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DEFINITION 1.2. For a > 0 and {φl9 φ 2 ? . . . , φ N ) c Λα(IΓ) we say
that the set of functions {φv φ 2,. • ,φN} satisfies the condition (Π.α) if
the following three conditions hold:

(Π.α.l) V i e ^ ( i i " ) , i - l , 2 , . . . , J V f

(Π.α.2) ^φ,.({) (i = 1,2,... , # ) are (w + [α] + 2)-times differentiable
except ξ = 0 and

for any γ with 0 < /(γ) < n + [a] + 2,
(Π.α.3) iπf^GΛ/.w0|Sup/>0ΣfL1|J

Γφ/(/ξ)| > 0.
For the sake of simplicity we put

(1.3) 8 - the left-hand side of (II.α.3).

EXAMPLE 1.1. Let

that is the Poisson kernel. Then cP(x,l) satisfies the condition (I.α) for
any a > 0 if c (> 0) is small enough depending on a and n.

EXAMPLE 1.2. Let φ e &>(Rn) and j R n φ(x) dx Φ 0. Then cφ satisfies
the condition (I.α) for any a > 0 if c (> 0) is small enough depending
only on a and φ.

EXAMPLE 1.3. Let N - 1 and <p(x) = c^Pίx , ! ) . Then {φ} satisfies
the condition (II.α) for any a > 0 if c (> 0) is small enough depending on
a and n.

EXAMPLE 1.4. Let N = n and

Then the set of functions {φ l5 φ 2 , . . . ,φ,J satisfies the condition (Π.α) for
any a > 0 if c (> 0) is small enough depending on a and n.

EXAMPLE 1.5. Let <pv φ 2 , . . . ,φ^

j r φ . ( 0 ) = 0, ι = l,2,...,ΛΓ,

and let (Π.α.3) hold. Then the set of functions {cφ v... ^cφ^} satisfies the
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condition (II. a) for any a > 0 if c (> 0) is small enough depending on a

and{φl9...,φN}.

REMARK 1.2. The author learned the condition (II.α.3) from A.

Calderόn and Torchinsky [1], in which they investigated the area integrals

defined from the kernels that satisfy the conditions of Example 1.5.

Our first result is the following.

THEOREM 1.1. Let

(1.4) 0 < β < α, 0 < ε < l and 0<q<l.

Let φ <Ξ Λa(Rn) satisfy the condition (La). Let K e U&'β(Rn) and / e

(1.5)
Rn

f(x)κ(x)dx

where

(1.6) kβjy,t) = t^l+\y\+ty-β-1+e

and where C is a constant depending only on α, /?, ε, q, ̂ *φ(0) andn.

If φ, a and β are as in Theorem 1.1, then it follows from Remark 1.1

that cφ e 3Sβ(Rn) provided c (> 0) is small enough. Thus substituting

κ(x) = φ(-x) into (1.5) we get

Applying this inequality to the case of Example 1.1, i.e. (φ)t(x) = P{x, t),

and putting

u(x,t) = (f*P(-,t))(x)

we get

\u(y, f ή

CJj \u(y, t)fkβt,(y,
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for any β > 0, any q e (n/(n + /?), 1], any p e [q, + oo) and any ε e
(0,1), where C depends only on β, q, /?, ε and n. (The second inequality
follows from Holder's inequality and from the fact that

+oo

provided q > n/(n + β).) This is the reason why we regard Theorem 1.1
as a weak extension of the inequality (LI).

If we replace the condition (ha) by the condition (Π.α), then we have
the following.

THEOREM 1.2. Let (1.4) hold. Let {φvφ2,.. ,φ#} c &a(Rn) satisfy
the condition (H.α). Let K e <%$'(Rn) andf e U l 2 ^ +o0L

p(RnY Then

(1.7) f{x)κ(x)dx

N I \l/q

where kβ ε is defined by (1.6) and where C is a constant depending only on
α, δ, /?, ε, q, N and n. (For the definition of 8 recall(1.3).)

We prove Theorems 1.1 and 1.2 in §§4-6. In §§2 and 3 we give
applications of these theorems to real Hardy spaces. In §2 using Theorem
1.1 we give another proof of the estimate of grand maximal functions in
terms of radial maximal functions. In §3 using Theorems 1.1 and 1.2 and
using the ideas suggested by Robert Fefferman we give another proof of
the estimate of the Lusin 5-functions in terms of the Littlewood-Paley
g-functions. Since we do not need harmonicity at all in Theorems 1.1 and
1.2, we can develop these arguments in general setting.

NOTATION. For q > 0,/ e Lι

loc(Rn) and x e Rn let

\B\'Ί \f(y)fdy) ,
_. .. JB I

where the supremum is taken over all balls B (c Rn) that contain x. f(x)
denotes/(-x). For a measurable set E, χE(x) denotes the characteristic
function of E. For (x, s) e Rn^1 let

δ ( * , s) = {(}>, 0 e Rl+1: 0 < / < 5, |JC - y\ < s}

Q'(x, s) = {(7, /) e * : + 1 : s/2 < t < 2s, \x-y\z s/2}
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and

Q'\x, s) = { ( y 9 t) e R"+

+ι: 3s/4 < t < 3s/29 \x-y\< s/6}.

The letter C denotes various positive constants.

Acknowledgment The author would like to thank Professor Robert
Fefferman at the University of Chicago for very inspiring conversations to
whom the author owes the fundamental ideas in §3.

2. Grand maximal functions from radial maximal functions. In this
section we give an application of Theorem 1.1. Let a > 0 and let φ satisfy
the condition (I.α). We fix φ. For/ <Ξ U ^ ^ +O0L

p(R") we define a radial
maximal function f*(x) by

f;(x) = sup\f*(ψ)t(x)\.
ί>0

For/ e U! <p< + ό0L
p(R") and β > 0 we define a grand maximal function

f?(x)by

fβ*(x) = sup{|/ (κ),(x)|: / > 0, κ e ®β{R")).

As an application of Theorem 1.1 we get

THEOREM 2.1. Let 0 < β < a. Let φ satisfy the condition (I.α). Let
q > n/(n + β), x e A«,αm//eUls,s + 0 O L ' ( n

/;(χ) < cMq{f;)(x),

where C is a constant depending only on α, β, q, ^φ(O)

Proof. We may assume x = 0. Let K e SSβ(Rn) and ε e (0,1). By
Theorem 1.1 we get

By the argument of dilation we get

\f(*),(0)\
for any t > 0. Since /c e 3Sβ{Rn) is arbitrary, we have
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As a consequence of Theorem 2.1, using the Hardy-Littlewood maxi-
mal theorem we get the following which was originally proved by C.
Fefferman and E. Stein [6].

COROLLARY 2.A. Let α, β and φ be as in Theorem 1.1. Let p >
n/{n + β)andfe\J12P* + 00L'(R"). Then

\\fβ*\\LP<c\\f;\\LP,
where C is a constant depending only on a, β, p, ̂ φ(0) and n.

REMARK 2.1. Theorem 2.1 had been proved by Uchiyama [13] in a
somewhat different method. (See also [12].) Theorem 2.1 for the case φ is
the Poisson kernel had been proved by C. Fefferman and E. M. Stein [6]
p. 170 by using the inequality (1.1). The above proof of Theorem 2.1 is a
generalization of their argument.

3. ^-functions from g-functίons. The author owes the fundamental
idea in this section to Robert Fefferman.

For a > 0, r e R, x e Rn and for a continuous function u{y, t)
defined on Rn

+

+1 let

(3.1) S a , r ( u ) ( * ) 2 = a n ί ί \u(y9

and

(3.2) S0<r(u)(x)

where

Γ(x,a)={(y,t)t=R"+

+1:\x-y\<at}.

Note that if u is harmonic, then Soι(Dtu)(x) and Soι(Dxu)(x) are the
Littlewood-Paley g-functions and *S11(Z)iw)(x) and Shl(Dx u)(x) are the
Lusin S-functions. Our concern is to get the estimates of Sa r(u) in terms
of SOr(u).

First we explain the idea suggested by R. Fefferman, which is also
implicit in R. Fefferman and Stein [7], for the case when u is harmonic.
The following is crucial.

THEOREM 3.A. Let u(y, t) be a complex-valued harmonic function
defined on Rn

+

+ι. Let r e R, q > 0, a > 0 and x e R". Then

where C is a constant depending only on r, q, a andn.



236 AKIHITO UCHIYAMA

Proof. We give a proof only for the case a = 1. We may assume
q < 2. Applying the inequality (1.1) with dilation we get that if (>>, ί) e

Γ(x,l), then

\u(y9t)\'*Ct—l[ [
JB(y, t) Jt/2

<Ct—ιf dzC'/2\u{z,s)\qds

Thus

JT{xΛ)
if \u(y,t)\2t2r-"-1dydt

J ΠΓ7v Λ\

f
\/2

by 2/q > 1 and by Minkowski's inequality. D

COROLLARY 3.A. Let 0 < p < + oo. Let w, r and a be as in Theorem

3.A. Then

\Kr(u)\\LP < C| |S 0 »| | L ,,

where C is a constant depending only on r, /?, a and n.

Proof. Take q e (0, min(/?,2)). By the continuous version of the
vector maximal theorem of C. Fefferman and Stein [5] we get

(3.3)

Combining Theorem 3.A and the inequality (3.3) we get Corollary 3.A. D
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The above clever idea to use the result of [5] is in R. Fefferman and
Stein [7].

COROLLARY 3.B. Let w, a andp be as in Corollary 3. A. Then

\\SaΛ{Dtu)\\LP < C\\S0Λ(Dtu)\\LP

and

where C is a constant depending only on p, a and n.

Since Dtu and Dxu are harmonic, Corollary 3.B is a direct conse-
quence of Corollary 3.A. Corollary 3.B means that the integrals of the/Jth
powers of g-functions dominate those of S-functions.

The argument we have explained so far was suggested by R. Feffer-
man. In the following part of this section, replacing the inequality (1.1) in
the above argument by Theorems 1.1 and 1.2, we extend the above results
to the functions of the form u(y, t) = / * ( φ ) t ( y ) , which are no longer
harmonic. We define

by the formulae (3.1) and (3.2) with

(Two dots : mean two variables y and t.) Our results are the following.

THEOREM 3.1. Let 0 < β < a and -1 < r < β. Let φ satisfy the

condition (La). Let K e 38'β(Rn\ q > n/(n + β - r), a > 0, / e
11) andx €Ξ R». Then

(3.4) ^ j

where C is a constant depending only on α, ̂ "φ(0), /?, r, q, a andn.

COROLLARY 3.1. Let α, /?, r, φ, ιc, a and f be as in Theorem 3.1. Let

p e (n/(n 4- β - r), + oo). Then

where C is a constant depending only on a, ^φ(O), β, r, p, a and n.

COROLLARY 3.2. Let 1 < β < a. Let φ, K and a be as in Theorem 3.1.

Letp e (n/{n + β - 1), + oo) and letf e S^(R"). Then

C is α constant depending only on α, J^φίO), jS, /?, α
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REMARK 3.1. By Remark 1.1 we can substitute K = φ in the above
three results.

REMARK 3.2. If r > -1 and if u(y, t) is a harmonic function defined
by f*P( ,t)(y) w i t h / e \Jι^p^ + QOLp(Rn), then Theorem 3.A follows
from Theorem 3.1 by substituting

φ(χ) = κ(x) = P(x9l)

and by taking a and β so that max(0, r, r - n 4- n/q) < β < α, where
P(Λ:, /) is the Poisson kernel in Example 1.1. Similarly, if r > -1 and if
K C M W P O . O O O w i t h / G U 1 < / ? < + 00L^(i?M), then Corollary 3.A
follows from Corollary 3.1. If u(y, t) = / * P( , ί)(j>) w i t h / e ^( i? w ) ,
then the latter half of Corollary 3.B follows from Corollary 3.2.

THEOREM 3.2. Let 0 < β < a and -1 < r < β. Let { φl9... ,φ^} satisfy
the condition (ILα). Let K G SS^\Rn\ q > n/(n + 0 - r), α > 0, / e

IT.

(3.5) Sβ f Γ(/ (ιc):)(jc) 2 ^CL

where C is a constant depending only on α, δ, )8, r, ήr, #, Λ̂  α«J «. (i^br the
definition of δ recall (1.3).)

COROLLARY 3.3. Let a, β, r,{φι,...,φN), K, a andf be as in Theorem
3.2. Letp ^ (n/(n + β - r), 4- oo). Then

where C is a constant depending only on a, δ, /?, r, /?, a, N and n.

C O R O L L A R Y 3.4. Let a > 0. Le/ {<Pi>---><P#} satisfy the condition

(ll.a).Letf^U1^p< + O0LP(Rn).Letp e (ιi/(ιi + α), +oo). ΓΛe«

(3.6) II/IU^CL ||50)0(/*(φ/):)||L,,
/ = 1

where C is a constant depending only on α, δ, p, N and n.

REMARK 3.3. In Corollary 3.4 \\f\\ΉP means

sup |/ P( , 0(x)| <k .

There are several characterizations of Hp(Rn). See [6] and [2] for details.
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REMARK 3.4. If {<Pi,...,<Pw} is as in Example 1.3 or 1.4, if/is as in
Corollary 3.4 and if p ^ (0,-foo), then the inequality (3.6) had been
shown by [6] p. 172 Remark.

REMARK 3.5. If {φ1,...,φA^} is as in Example 1.5,/? e (0, + oo) and if
/ G Hp(Rn), then the inequality

\\/\\H>< Σ IKO(/*(<P,):)IL,
ι = l

had been shown by Calderon and Torchinsky [1] and the inequality (3.6)
had been shown by [14].

REMARK 3.6. The converse inequality of (3.6) (with another constant
C > 0) is known to hold for p e (n/(n + α), +oo). Let Jf=
L2

dt/ί(0, + oo). Let Γbe the operator that assigns (φ,), * f(x) e L2(Rn, Jf)
t o / e L2(R"). Up e (1, + oo), then the argument of Hubert space valued
singular integral operators ([9] p. 83) gives \\Tf \\LP(<Rn^ < C\\f\\LP(Rn)

provided/e L2(R") Π Lp{Rn). If p e (n/(n + α),l], then it is easy to
show that HT/HL^K",^) ^ C\\f \\HP(R") provided / is a / -atom. (For the
definition of /?-atoms see [2].) The converse inequality of (3.6) follows
from the above two inequalities and Fatou's lemma.

From now we prove the above results. For the proof of Theorem 3.1
we need the following.

LEMMA 3.1. Let 0 < β < α, 0 < ε < 1 and n/(n + β + l-έ)<q<
1. Let φ, K and f be as in Theorem 3.1. Then

(3.7) 1/ f(x)κ(x)dx
\JR"

where

(3.8) V 9 ,ε(0

and where C is a constant depending only on α, ̂ "φ(0), β, ε, q and n.

Proof. By Theorem 1.1 it is enough to show that the right-hand side of
(1.5) is bounded by the right-hand side of (3.7).
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Since kβ ε(y, t) in (1.6) is radial and decreasing as a function of y
variable for each fixed / > 0, we get

Rn

<Mq(f*(φ)t( ))(θyjkβ,ε(y,tydy

Hence the right-hand side of (1.5) is bounded by the right-hand side of
(3.7). D

Proof of Theorem 3.1. We may assume x = 0 and q < 1. First we give
a proof for the case a = 0. Applying Lemma 3.1 with ε e (0, min(l, 1 + r))
and with dilation we get

. + 00

U+ oo

/+0° t^dtίί

U
by Minkowski's inequality

Since

^ n λs)s-rq-χds < +ooI
by ήr > w/(« + β — r) and by ε < 1 + r, we get (3.4) for the case a = 0
and Λ: = 0.

Next we show the case a > 0. Put rzκ(y) = κ(y + z). Then

(3.9) Sα,r(/*(«c):)(0)2 = β - / V ( / (τ,«):)(0)2Λ.
^ ( O , a)

If z G 5(0, fl) and if c > 0 is small enough depending on a, β and n, then
cτzιc G @{ι(Rn). Thus by the result of the case α = 0 we get

i /.+ 00

)2 /(3.10) So > r(/*(vc):)(0)2

Substituting (3.10) into (3.9) we get (3.4) for the case a > 0 and x = 0. D
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The way Corollary 3.1 follows from Theorem 3.1 is the same with the

way Corollary 3.A followed from Theorem 3.A. Corollary 3.2 is obtained

by applying Corollary 3.1 not to the function/but to the function Dx /.

For the proof of Theorem 3.2 we need the following Lemma 3.2,

which can be proved in exactly the same way with Lemma 3.1 just by

replacing Theorem 1.1 by Theorem 1.2. We omit the proof.

LEMMA 3.2. Let 0 < β < α, 0 < ε < 1 and n/(n + β + l - ε ) < # <

1. Let { φ 1 ? . . . ,<£#}, K and f be as in Theorem 3.2. Then

+00 rlt\l//q

( ) ί )jf(X)κ(x)dx<CΣ[fo

where hβ ^ e is defined by (3.8) and where C is a constant depending only on

α, δ, /?, ε, q, N and n.

The way Theorem 3.2 follows from Lemma 3.2 is the same with the

way Theorem 3.1 followed from Lemma 3.1. The way Corollary 3.3

follows from Theorem 3.2 is the same with the way Corollary 3.A followed

from Theorem 3.A.

Proof of Corollary 3.4. Put

κ(x) = DtP(x,ϊ),

where P(JC, t) is the Poisson kernel. By the result of [6] we have

(Recall Remark 3.4.) Thus, putting r = 0, taking β G (max(0, n/p — n), a)

and applying Corollary 3.3 to the above K we get (3.6). D

4. Proof of Theorem 1.2.

LEMMA 4.1. Let 0 < β < a and 0 < ε < 1. Let {φι(x),...,φN(x)}

satisfy the condition (Π.α). Let K G 3&$\Rn). Let 0 < a < C 4 1 . Let £c

fee α measurable set that satisfies

j j dydt < asn + ι

for any ( i , 5) E J i" + 1 , Then, there exist measurable functions kτ(y, t),...,

kN(y,t) defined on Rn

+

+1 such that

(4.2) \kt(y,t)\<ίC4Λkβ9e(y9t)9 i = l,...,N,

for any (y,t) G i ? ^ + 1 and that

(4.3)

(4.1) fί dydt<as
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for any J C G Λ " , where kβ ε is defined by (1.6) and where C 4 1 and C 4 2 are

positive constants depending only on α, β, ε, δ, JV and n. (For the definition

ofQ"(x, s) and δ see §1.)

Since the proof of Lemma 4.1 is lengthy, we postpone it to §5.

Accepting Lemma 4.1 temporarily we prove Theorem 1.2. For (x, s)

[
Let A > 1 and let

(4.4) *-{(x,s)eRl+1:[Σ^\f (φl),(x)\jl>Aw,{x,s)ή.

Let (y, t) e Q"(x, s). Since Q'(y, t) z> β"(x, j), we have

IN \ 1

(4.5) w

Therefore

dydt<fί

by the definition of £

<(S/2)n+ιsn+ιA-1 by (4.5).

So, the set ^defined by (4.4) satisfies (4.1) with

(4.6) a = (3/2)n+1A-\

Let A > 1 be so large that (4.6) < C4 1. Applying Lemma 4.1 with

(4.6) and (4.4) gives kx(y, t)y... ,kN(y, t) that satisfy (4.2) and (4.3). Thus

(4.7) ί f(x)κ(x)dx
J nn

(f(x)dxίf Σ(φi)t(y-x)ki(y,t)dy^-
JRn J Jgc / = 1 I

by (4.3)

dtif Σf*(ψi)t(y)ki{y,t)dy^ LP(R")
\<,p< +oo

dt

by (4.2) and by the definition of S.
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Put ω = «"1/2. For (y, t) e Rn

+

+1 let

S(y, 0 = {(Λ. J . , 0 e Z n + 1 : ί/2 < 2' < It, \y - ωTj\<2i+1},

where Z is the set of all integers and wherey" = (j\,... ,jn) e Z". Note that

Q'{y,t)a

and that if (j, i) e S(y, t), then

Ckβ,e(y> 0 ^ *tf,e

So

(4.8) w,(^,0V.(^0^C £

Note that

dy— < C2in

< C.

Ckβt9(y91).

for any (j, i) e Z" + 1 and that

(4.10)

Therefore,

dt(4.7) < C W / Σ w>27,2<>,>2'>,2<)^y

by (4.8)

by (4.9)

ί.̂  I Σ l/ (φi)ίωi

by (4.10)

which implies Theorem 1.2.
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5. Proof of Lemma 4.1.

LEMMA 5.1. Let a > 0 and let «?c R^+1 be a measurable set that

satisfies (4.1) for any (x, s) ̂  1?++1. Let b > 1 and let K(y, t) be a positive

measurable function defined on Rn^1 such that

(5.1) K(y, t) < bK(x,s)

for any (x, s) <= Rn

+

+ι and any (y, t) e Q\χ, s). Let t0 > 0. Let

T=Q(0,to) or R^x\Q(09to) or β(0,2/0)\β(0, f0).

Then

f ί K(y,t)dydt<Cba[ [ K(y,t)dydt,

where C is a constant depending only on n.

Proof. Let {(j>, , *,-)}£• I c R*l+1 be maximal with respect to the prop-

erties

(yi9 O e T and \yέ - Vj\ + \tt - tj\ > 0.0l(/z + tj) if / Φ j.

Then geometric observation gives

(5.2) Γc

(5.3) f ί dydί<cf ί dydt
Q"(y,,t,) TnQff(yifti)

and

II °°

(5 Λ) y Y / / < c

where the constant C in (5.3)-(5.4) depends only on n. Then

j j K(y,t)dydt

^CbΣff dydt inf ΛΓ(JC,J) by (5.1)

< O>a£ f f ϋ:(^, 0 dydt by (4.1) and (5.3)
J JTnQ"(yιyίl)

<Cba( ί K(y, t) dydt by (5.4),
j JT

which implies the desired result.
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We can extend Lemma 5.1 to more general Γ, but we do not need it
in the sequel.

LEMMA 5.2. Let 0 < β < a and 0 < ε' < ε < 1. Let a > 0 and let

S c Rf1 be a measurable set that satisfies (4.1) for any (x, s) e Rn

+

+ι. Let
(y, t) €= Rl+\ Then

(5.5) / £*„..(*, s)s-ka,,(^^ dχ*L < cakβ99(y, t)9

where kβ ε is defined by (1.6) and where C is a constant depending only on
α, β, ε, ε' and n.

Proof. Put

u(y, t) = the left-hand side of (5.5)

- χ\

«iy >')*'•{ L - x\

'£(0,2)

4- Cat" j j sβ~ε'(\x\ + sy
2"-2-a-β+ε+ε fa ds

by Lemma 5.1

<
Ό

[

< Catβ by β < α.
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If (y, t) <£ Q(0,1) and if / > |y\, then

u(y,t)<taf f sβ~ε'(l +|x| + s)~n~β~1+εΓn-a~ι+ε'dx ds
J ^nβ(θ,2/)

+ Cta[ [ sβ-ε'(\x\ + s)-2n~2-°
J J£nQ(0,2t)c

f

+ Cata[+°° sβ-ε'(t + s)-"~2-a~β+c+ε'ds by Lemma 5.1
•Ό

-"~1+ε< Cat-"~1+ε byε' < ε.

If (y, ί) φ. Q(0,1) and if / < |j^|, then

u(y, t) <aa( f ^- ε ' ( l + |x| + sy-β'1+ε\y\-"-a-1+ε'dx ds
J J4?C\Q(0 |y|/2)

^Π((2(0,2|j|)\ρ(0,|7|/2))

/ I I \ - n — a — 1 + ε ' , ,

X \\y — x\ + t + s) dx ds

a a I I oP-ε ( \γ\ -i_ o\~ ~ ~ p ε AΎ A*

II «3 V I I / MΛ t*ι3

^+00

+ Cataf sβ-ε'{\y\ + sy"~2~a~β+ε+ε'ds by Lemma 5.1

< Catβ\y\~"~β~l+ε byβ<a and ε' < ε.

Thus in all cases we get u(y, t) < Cakβε(y, t). D

LEMMA 5.3. Let a > 0. Let {φi,.. ,φ^} satisfy the condition (Π.α).
Then there exist ψ 1 ? . . . ,ψN e L2(R") Π C°°(Rn) such that

z +oo N

(5.6) /Jo i=1 t

for any £ Φ 0,

(5.7) supp^ψ,^O, i = l,...,N,
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and that

for any multi-index γ with /(γ) < 1, where C is a constant depending only on
α, δ, N andn.

Proof. Let ε e (0,1). Let θ e C°°(0, + oo) be a nonnegative function
such that θ(t) = 1 if t e (ε, 1/ε) and that supp ^ c (ε/2,2/ε). By (Il.α.l)
and (II.α.2) we have 1^,(1)1 < min(|||, C|£|~α) and | D ^ φ z ( ^ ) | < 1 if
/(γ) = 1. Hence if ε > 0 is small enough depending on α, δ, N and «, then

N

For this small ε take ψ l 5 . . . ,ψ^ e L2(i?rt) so that

^/(ί)=^ΪU«(lδl)ί/

(This is due to [1].) Then (5.6)-(5.7) are easy. (5.8) follows from (Π.α.2). D

REMARK 5.1. Similarly we can show that if φ satisfies (I.«), then there
exists ψ e L2(R") Π C°°(/?") satisfying

+ 00 ^

ί ^"φ(/{)^ψ(/ί) — = 1 for any ξ Φ 0,
o '

(5.7)'

and

(5.8)' |Z)Jψ(x)| < C(l + |jc|)"n" [α1"2 for any γ with /(γ) < 1,

where C is a constant depending only on a, J*φ(0) and n.

LEMMA 5.4. Let a > 0. Lei ψ e L2(i?π) n C°°(Λ") Λtfisfr (5.7)'

(5.8)" |DJψ(x)| < (1 + |* |Γ~ [ α l ~ 2 for any γ wϊA /(γ) < 1.

ΓΛen, ίΛere exwto α sequence of functions { vt}f=0 c L^R") such that

(5.9) ψ(jc) = £ 2-^+ 2>(, /.) 2,(x),

(5.10) s u p p l e 5(0,1),

(5.11) ||ϋ(.|L» < C
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and

(5.12) j vXx)xydx = 0

for any multi-index γ with /(γ) < [a] + 1, w/zere C is a constant depending
only on a andn.

Proof. Let h e ό?(Rn) be a nonnegative function such that

suppAc2*(0,l)\2*(0,l/4)

and that

Let {irJ(x)}f^ί be an orthonormal basis for the Hubert space of poly-
nomials of degree ^ [a] + 1 with norm

l/2

Put

/ 00 \ 00

•(*)+Σ*(2-

ύ ( „ \ I V ύ /

= vo\χ) + 2^ OA

and
L oo

t(x)-2-inY ί y Θ

Note that by (5.8)" and by degττy < [a] + 1 the above integrands are
integrable and that

(5.13)

Put
00

ί = 0

00
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Then (5.10) is clear. (5.11) follows from (5.8)" and (5.13). Since {ΣJL i + 1 θk

— £i)T=o are orthogonal to all the polynomials of degree < [a] + 1, (5.12)
for i > 1 is easy. Since / \p(x)xy = 0 for any γ with /(γ) < [α] + 1 by
(5.7)' and (5.8)", (5.12) holds for the case i = 0, too. D

REMARK 5.2. In a similar way with Lemma 5.4 we can show that if
β > 0, K e @β(Rn) and if / κ(x) dx = 0, then CK e 3S^{Rn) with c> 0
small enough depending only on β and n.

LEMMA 5.5. Let 0 < v < [a] + 1 and let 0 < ε < 1. Let ψ e L2(iϊ/ I) Π
C^ίi?") jαtoj^ (5.7)' and(5.S)". Let K e @*'{Rn). Then

(5.14) k*(Ψ),(^) l<C^ e (^0,
wΛere /:„ e is defined by (1.6) ύfnrf wΛere ίAe constant C depends only on

α, Ϊ', ε andn.

Proof. First we assume

(5.15) K G <^O(ΛW).

Lemma 5.4 gives {U/(x)}/lo t h a t satisfy (5.9)-(5.12). Thus

(5.16) |κ*(ψ),(j;)|< f 2 - ^ +

i-0

< Σ 2-^+2> inf / | K (j - x) - P(χ)\ \(v,)rt(x)\dx

by (5.12)

<^2-«+ 2)(2'/)'<α'.

β(0,2),then

( 5 . 1 7 ) | κ .
I "

by J K = 0

sup
l)

Γ " 1 " " 2 by (5.8)".

Since [α] + 1 > p, (5.16) and (5.17) imply

(5.18) \κ
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Next we remove the restriction (5.15). Let K G @*\Rn). By its
definition K can be decomposed into the sum Σy==02~J(κj)2j with Kj e
@°(Rn). Applying (5.18) with dilation to each Kj gives

(5.19) \2'J(κj)2J,*(*)t(y)\ < C2-"»+»k9fi(y/2J9 t/V)

Summing up (5.19) with respect toy gives (5.14). •

LEMMA 5.6. Let 0 < β < a and 0 < ε' < ε < 1. Let {φv...,φN}
satisfy (Π.α). Let ψv...,ψN <Ξ L2{R") Π CM(R") satisfy (5.6)-(5.8). Let
K e <%β'(Rn). Let a > 0 and let Sc R1+1 be a measurable set that satisfies
(4.1) for any (x, s) e Rn

+

+1. Let

(5.20) kltJ(

(5.21) k){

and

'y-x t\^ds(5.22) kr(y,t)=ffΣkΓ\x,s)s-nkJL-Ξ,ί)dxf,

wherei, j e {1,...,JV}, w e {2,3,4,...} and(y, t) e i?"+1

( 5 2 3 ) I*/. /(̂ » 01 ̂  CkAy, t),

(5.24) *>,(-*) = / / Σ(φy
Λ + 7 = 1

( 5 . 2 5 ) | A : z

w ( j , / ) | <

(5.26) /c(x) = / / 2^ (φJrί j - χ) L, K\y> 0 dy~r

N j

Σ (ψi)t(y ~~ χ)k7(y-> 0 Φ—
/ = 1 t

i, y G {1,...,7V}, α«7 m G {1,2,3,...}, uf«7 Λ: G R'
(y, t) G Λ" + 1, wΛere A:α ε/ α«J kβ ε are defined by (1.6) and where C
constant depending only on a, β, ε, ε', δ, TV α«J n.
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(5.23) follows directly from Lemma 5.5 (with v = a). (5.24) follows
from (5.6).

Proof of (5.25). We prove this by induction with respect to m. The
case m = 1 is clear from Lemma 5.5 (with v = β). Suppose that (5.25)
holds for some m. Then

\kr\y,t)\<jj
S

•y^x t
s

dx
s

by (5.23) and by the hypothesis of induction

< (Ca)mkβε(y,t) by Lemma 5.2.

Thus the induction is completed. D

Proof of (5.26). We prove this by induction with respect to m. The
case m = 1 is clear from (5.6). Suppose that (5.26) holds for some m. Note
that applying translation and dilation to (5.24) gives

s\ ds
,-\dz-

j+i 7Zχ

 J s J\ t t I S

Thus, the second term on the right-hand side of (5.26)

Σ()()kΓ(t)4

+ y l

)dΣ
pn + l .
K+ 7 =

\ Λ / \ / \ » *M -t. l / \ τ CIS
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Substituting this into (5.26) gives

«(*) = / / Σ (Ψ,),(y ~ x) Σ k<{y, t) dyΌ-
J J*c i-ι ii *

N

K+1 , -i

v̂  "v̂ 1 dt
Σ (φiM.V ~~ *) Σ k)\y, t) dy—
/ = i /=i *

C C γ^» ^

Thus the induction is completed. D

Proof of Lemma 4.1. The assumptions in Lemma 4.1 give α, /?, ε,
{<Pi,...,9tf}> κ5 ^ a n d ^ . Lemma 5.3 gives {Ψi,-. ,ψ^} Take εr e (0, ε).
Then, applying Lemma 5.6 to these gives us {k™(y, 0}w=i,2,3,...;/=i,...,N
that satisfy (5.25)-(5.26). If C 4 1 in Lemma 4.1 is small enough, then by
(5.25) Σ™=ιk™(y, t) converges everywhere. Put

Then (4.2) follows from (5.25). Since the second term on the right-hand
side of (5.26) goes to zero by (5.25), (4.3) follows from (5.26).

6. Proof of Theorem 1.1. The proof of Theorem 1.1 is very similar to
the proof of Theorem 1.2. All we need is the following Lemma 6.1, which
corresponds to Lemma 4.1. The way Theorem 1.1 follows from Lemma
6.1 is exactly the same with the way Theorem 1.2 followed from Lemma
4.1. We do not repeat this argument.

LEMMA 6.1. Let 0 < β < a and 0 < ε < 1. Let φ satisfy the condition
(Lα). Let K e @'β(Rn). LetO < a < C61. LetS<^ Rn

+

+1 be a measurable set
that satisfies (4.1) for any (JC, S) Ξ Rn

+

+ι. Then there exists a measurable
function k(y, t) defined on l?++1 such that

(6-1) β

for any (y, t) e R"++1 and that

(6.2) κ(x) = ff (φ),(y - x)k(y, t) dy^
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for any x e R", where kβ ε is defined by (1.6) and where C6l and C62 are
positive constants depending only on α, J^φίO), β, ε and n.

Proof. By Remark 5.1 we get ψ that satisfies (5.6)/-(5.8)/. Take
ε' e (0, ε).

Put

-fj
Q'(0,l)

/β/(O,l)

and

Hy> 0 = (Φ - O)*(Ψ),(y) + L~ιχQfφΛ){y, /).

Since

f φ(x) - θ(x) ώc = 0

and since c(φ — θ) e 3#'a{Rn) with c > 0 small enough, Remark 5.2
implies that c(φ - θ) e 38®'{Rn) if c > 0 is small enough. Applying
Lemma 5.5 (with v = a) gives

So,

(6.3)

By (5.6)' and by the definition of θ we get

(6.4) ff^ι(φ),(y-x)k(ytt)dyf

= (φ(x) - θ(x)) + θ(x) = φ(-x]

Similarly put

η(x) = ̂ "fc(0)^*φ(0)~ L~ι f j (ψ)t(y ~ x)

and

k\y,t) = (κ-η)*(ψ)t(y)

Since

* κ(x) -η(x)dx = 0
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and since c(κ - η) e 3&'β{Rn) with c > 0 small enough (recall Remark

1.1), Remark 5.2 implies that c(κ - η) e &$'(Rn) if c > 0 is small

enough. Applying Lemma 5.5 (with v = β) gives

Thus

(6.5) \kι(y,t)\*Ckβ9β(y9t).

By (5.6)' and by the definition of η we get

(6.6) / / (φ)t(y-x)kι(y9t)dy%

= (κ(x)-η(x))+η(x) = κ(x).

(6.3) and (6.4) correspond to (5.23) and (5.24). (6.5) and (6.6) corre-

spond to (5.25) and (5.26) of the case m = 1. Then, the rest is the same

with the preceding section.

Inductively we define

km(y, t) = / / km-\x, ,),-»*(£z2Lf ί

for m = 2,3,4,..., which corresponds to (5.22). Then by the same argu-

ment with the preceding section we get

(6.7) \ k m ( y , t ) \ %

and

Π
1=1

(φ),(y-χ)km(y,t)dyή-
ι

which correspond to (5.25)-(5.26). Put

If C 6 1 is small enough, then by (6.7) this converges everywhere and

satisfies (6.1). Letting m -> oo in (6.8) gives (6.2). D
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