# HOMOGENEOUS RICCI POSITIVE 5-MANIFOLDS 

D. Alekseevsky, Isabel Dotti and C. Ferraris


#### Abstract

We classify all 5-dimensional homogeneous Riemannian manifolds with positive Ricci curvature and among these we determine all Einstein manifolds. A new Einstein metric is found.


## 1. Introduction.

It is well known that a 2 or 3 dimensional Einstein manifold is of constant curvature. On the other hand it was proved by Jensen [J1] that a 4-dimensional homogeneous Einstein manifold is symmetric. In dimension 5, Wang and Ziller showed that $S^{2} \times S^{3}$ admits infinitely many $S^{3} \times S^{3}$ invariant and non-isometric Einstein metrics with positive scalar curvature ( $[\mathbf{W}-\mathbf{Z}]$ ). The purpose of this paper is to classify the 5 -dimensional homogeneous Riemannian manifolds with positive Ricci curvature and to determine those which are Einstein (see [B], 7.4.2 and following statements). We will first show that this problem reduces to studying the $S^{3} \times S^{3}$-invariant metrics on $S^{3} \times S^{3} / S^{1}$, by analyzing the various possibilities (see $\S 3$ ).

The $S^{3} \times S^{3}$ invariant metrics in $S^{3} \times S^{3} / S^{1}$ split naturally into two types, diagonal and non diagonal. For every imbedding of $S^{1}$ into $S^{3} \times S^{3}$ there exists a unique Einstein metric of diagonal type. They coincide (see Remark 2) with those considered in [W-Z]. When the isotropy representation is multiplicity free only the diagonal type occurs (see Proposition 4.1). This family was also considered by E.Rodionov in [R]. When the isotropy representation has equivalent subrepresentations both types of metrics (diagonal and non-diagonal) occur. We find that, in the class of non-diagonal metrics there is a new (unique up to homotethy) Einstein metric.

## 2. The self-adjoint Ricci transformation.

If $M$ is a connected manifold, a Riemannian metric on $M$ is called homogeneous if the isometry group $I(M)$ acts transitively.

Let $M$ be a manifold with a homogeneous metric of positive Ricci curvature. Then, the theorem of Bonnet-Myers implies that $M$ is compact. Moreover, there exist a compact, connected and semisimple Lie subgroup of $I(M)$ acting transitively and effectively by isometries on $M$ ([DM]). Thus,
$M$ is diffeomorphic to $G / H$ where $G$ is a compact, connected and semisimple Lie group, $H$ is the isotropy subgroup at a point in $M$ and the action of $G$ on $G / H$ is effective. The Riemannian metric on $M$ gives rise to a $G$-invariant metric on $G / H$, that is, a Riemannian metric such that left translations by elements of $G$ are isometries.

Given a homogeneous space $G / H$ as above one can describe all its $G$ invariant metrics as follows. Let $\mathcal{G}, h$ be the Lie algebras of $G$ and $H$ and let $\mathcal{G}=h \oplus m$ be an $A d(H)$-invariant splitting of $\mathcal{G}$. If $\pi: G \rightarrow G / H$ denotes the quotient map, then $\pi_{*}$ identify $m$ with the tangent space of $G / H$ at the identity coset $e H$ and the linear isotropy representation, which assigns to each $h \in H$ its differential at $e H$, corresponds to the adjoint representation of $H$ on $m$.

Thus, every $G$-invariant metric on $G / H$ corresponds to an $A d(H)$-invariant inner product on $m$ and conversely, every such product can be translated to all of $G / H$ to produce a $G$-invariant metric.

To compute the self-adjoint Ricci transformation of a $G$-invariant metric on $G / H$ we consider the corresponding $A d(H)$-invariant inner product on $m$ (hence $\pi_{*}$ is orthogonal) and extend this inner product to $\mathcal{G}$ by requiring it to be $A d(H)$-invariant and so that the decomposition $\mathcal{G}=h \oplus m$ be orthogonal. If $G$ is endowed with the left invariant metric obtained by translating the inner product defined on $\mathcal{G}$, then $\pi: G \rightarrow G / H$ is a Riemannian submersion with totally geodesic fibers. We may thus apply Proposition 1 of [DM] and obtain the following expression for the self-adjoint Ricci transformation $\hat{r}$ in $T_{e H}(G / H)$,

$$
\begin{align*}
\left\langle\hat{r} \pi_{*} x, \pi_{*} y\right\rangle= & -\frac{1}{2} \operatorname{tr} a d_{x} a d_{y}-\frac{1}{2} \sum_{i}\left\langle\left[x, h_{i}\right]_{m},\left[y, h_{i}\right]_{m}\right\rangle  \tag{I}\\
& +\frac{1}{2} \sum_{i<j}\left\langle\left[h_{i}, h_{j}\right], x\right\rangle\left\langle\left[h_{i}, h_{j}\right], y\right\rangle
\end{align*}
$$

where $\left\{h_{i}\right\}$ is an orthonormal basis of $m$ and $x, y$ are vectors in $m$.
One can verify easily using (I) that normal metrics (i.e. induced by biinvariant ones) have positive Ricci curvature in any quotient of a compact semisimple Lie group.

## 3. Homogeneous manifolds of positive Ricci curvature.

It follows from $\S 2$ that in order to find all manifolds admitting a homogeneous metric of positive Ricci curvature we need to determine, up to diffeomorphism, all homogeneous spaces $G / H$ where $G$ is a compact, connected and semisimple Lie group and $H$ is a closed subgroup of $G$ containing no
non trivial invariant subgroups of $G$.
Since having positive Ricci curvature is a local property we will assume that $G / H$ is simply connected; this in turn implies that $H$ is connected. Therefore, the imbedding of $H$ in $G$ will be determined by that of $h$ in $\mathcal{G}$.

If $G / H$ is 5 -dimensional, the isotropy representation is a one to one homomorphism $A d: H \rightarrow S O(5)$ with derivative denoted by $J: h \rightarrow s o(5)$. Since $h$ is the Lie algebra of a compact Lie group, it decomposes $h=z \oplus \bar{h}, z$ the center of $h$ and $\bar{h}$ semisimple. We recall that the semisimple real Lie algebras of dimension $\leq 10$ are $s u(2)$, so (4), so (4) $\oplus s u(2)$, su (3) and so (5). Now, the rank of so (5) is 2 hence the rank of $z \oplus \bar{h} \leq 2$. In particular, $\operatorname{dim} z \leq 2$ and rank $\bar{h} \leq 2$. Thus, the possibilities for $h$ we need to consider are
(1) $h=\mathbf{R}$
(2) $h=\mathbf{R}^{2}$
(3) $h=s u(2)$
(4) $h=\mathbf{R} \oplus s u(2)$
(5) $h=s u(2) \oplus s u(2)$
(6) $h=s u(3)$
(7) $h=s o(5)$.

We now analyze the different cases.
(1) If $h=\mathbf{R}$ then $\mathcal{G}=s u(2) \oplus s u(2)$. It is well known that all closed connected subgroups $H$ in $S^{3} \times S^{3}$ with $h=\mathbf{R}$ are given by

$$
H=\alpha_{\left(m, m^{\prime}\right)} S^{1}=\left\{\left(z^{m}, z^{m^{\prime}}\right), \quad z \in S^{1}\right\}
$$

where either $m=1, m^{\prime}=0$, or $m=0, m^{\prime}=1$, or $\operatorname{gcd}\left(m, m^{\prime}\right)=1$. Thus, in this situation, the homogeneous spaces $M_{\left(m, m^{\prime}\right)}=S^{3} \times S^{3} /_{\alpha_{\left(m, m^{\prime}\right)}} S^{1}$ we obtain are all diffeomorphic to $S^{3} \times S^{2}$ (see [ $\mathbf{S m}$ ]). We will study all $S^{3} \times S^{3}$-invariant metrics on $M_{\left(m, m^{\prime}\right)}$ in $\S 4$.
(2) Can not hold since if $h=\mathbf{R}^{2}$ then $\operatorname{dim} \mathcal{G}=7$ and there are no 7dimensional semisimple Lie algebras.
(3) If $h=s u(2)$ then $\mathcal{G}=s u(3)$. The restriction of the tautological representation of $s u(3)$ to $h$ gives a complex representation of $h=s u(2)$ in $\mathbf{C}^{3}$. There are two such representations: a) reducible with decomposition $\mathbf{C}^{3}=\mathbf{C}^{2} \oplus \mathbf{C}^{1}$ and b ) irreducible, equivalent to the symmetric square of the tautological representation of $s u(2)$. Thus, all connected $H$ in $S U$ (3) with $h=s u(2)$ are given by

$$
\left\{\left(\begin{array}{cc}
1 & 0 \\
0 & A
\end{array}\right): A \in S U(2)\right\},\left\{\left(\begin{array}{cc}
A & 0 \\
0 & A
\end{array}\right): A \in S O(3)\right\}
$$

(4) Let $h=\mathbf{R} \oplus s u(2)$. Then $\mathcal{G}=s u(2) \oplus s u(2) \oplus s u(2)$. Denote b $\overline{\mathrm{y}}$ $\alpha: h \rightarrow \mathcal{G}$ a one to one Lie algebra homomorphism and by $p_{i}, i=1,2,3$, the projection of $\mathcal{G}$ onto its i-th component. Then, up to permutation, there are only three possibilities for the images $p_{i} \alpha(s u(2)), \quad i=1,2,3$

1. $(s u(2), s u(2), s u(2))$,
2. $\quad(s u(2), s u(2), 0)$,
3. $(s u(2), 0,0)$.

The first case is impossible since the centralizer of $\alpha(s u(2))$ would be trivial. The third case can not occur, otherwise $\alpha(s u(2))$ would be an ideal of $\mathcal{G}$. Thus, only the second case remains and one obtains that, the 5-dimensional, simply connected homogeneous Riemannian manifold $G / H$ with $h=\mathbf{R} \oplus s u(2)$ is the direct product $S^{3} \times S^{3} / \Delta S^{3} \times S^{3} / S^{1}$, of standard spheres. (Here $\Delta S^{3}$ denotes the diagonal subgroup of the group $S^{3} \times S^{3}$.)
(5) If $h=s u(2) \oplus s u(2), \mathcal{G}$ has to be $s u(2) \oplus s u(3)$ and one can construct ideals of $\mathcal{G}$ contained in a copy of $h$, contradicting effectiveness. To prove this last assertion let $\alpha: h \rightarrow \mathcal{G}$ be a one to one homomorphism, let $p_{1}: \mathcal{G} \rightarrow$ $s u(2)$ and $p_{2}: \mathcal{G} \rightarrow s u(3)$ denote the projections and consider the ideals $h_{1}=\operatorname{ker} p_{1} \alpha$ and $h_{2}=\operatorname{ker} p_{2} \alpha$. Furthermore, it is known (see [G-G]) that $s u(3)$ does not have $s u(2) \oplus s u(2)$ as a subalgebra. Hence $h_{1}$ is an ideal of $h$ isomorphic to $s u(2)$. We may also assume that $h_{1}=\{0\} \oplus s u(2)$. Then the centralizer of $h_{1}$ in $\mathcal{G}$ is given by $s u(2) \oplus \mathbf{R}$. In particular the centralizer of $h_{1}$ in $h$, su $(2) \oplus\{0\}$, is an ideal of $\mathcal{G}$, contradicting effectiveness. Thus (5) is impossible.
(6) Can not hold since every two dimensional representation of $s u(3)$ is trivial and $s u(3)$ has rank 2.
(7) If $h=\operatorname{so}(5)$ then the isometry group has dimension $\geq 15$ and therefore $G / H$ is the sphere of constant curvature, $S O(6) / S O(5)$ (see $[\mathbf{K}-\mathrm{N}], \mathrm{p} .308)$.

We are now in a position to list the simply connected 5-dimensional manifolds admitting homogeneous metrics of positive Ricci curvature.

|  | $G$ | $H$ | $M$ |
| :--- | :--- | :--- | :--- |
| (I) | $S U(2) \times S U(2)$ |  |  |
| (II) | $S U(3)$ | $\alpha_{\left(m, m^{\prime}\right)} S^{1}$ | $S^{3} \times S^{2}$ |
| (III) | $S U(3)$ | $S U(2)$ | $S^{5}$ |
| (IV) | $S U(2) \times S U(2) \times S U(2)$ | $\Delta O(3)$ | $S U(3) / S O(3) \times S O(2)$ |
| (V) | $S O(6)$ | $S O(5)$ | $S^{3} \times S^{2}$ |
| (1) | $S^{5}$. |  |  |

The corresponding homogeneous metrics in case (I) are obtained in §4, Lemma 4.1 and the associated selfadjoint Ricci transformation in Proposition 4.1. In cases II through V the inclusions are the standard ones. In case II the isotropy representation is a 1 -dimensional trivial plus an irreducible one, and the metrics have been studied by Jensen in [J2]. He showed that the only Einstein metric is that of constant curvature. We note that this one
is not induced by the Killing form in G. Finally, the cases III, IV, and V correspond to symmetric spaces.

## 4. Ricci curvatures of $S^{3} \times S^{3}$-invariant metrics.

We recall from $\S 3$ that $M_{\left(m, m^{\prime}\right)}$ denotes the space $S^{3} \times S^{3} /_{\alpha_{\left(m, m^{\prime}\right)}} S^{1}$ where $\alpha_{\left(m, m^{\prime}\right)}(z)=\left(z^{m}, z^{m^{\prime}}\right)$ and either $m=0, m^{\prime}=1$ or $\operatorname{gcd}\left(m, m^{\prime}\right)=1$. When $m=0, m^{\prime}=1$ (or $m=1, m^{\prime}=0$ ), the $S^{3} \times S^{3}$-invariant metrics on $M_{(0,1)}=S^{3} \times S^{3} / S^{1}$ are given by $\left(g_{1}, g_{2}\right)$ where $g_{1}$ is a left invariant metric on $S^{3}$ (see $[\mathrm{M}]$ ) and $g_{2}$ is the standard metric on $S^{2}$. In order to find all $S^{3} \times S^{3}$-invariant metrics on $M_{\left(m, m^{\prime}\right)}, g c d\left(m, m^{\prime}\right)=1$ and their Ricci curvatures, we start by fixing some notation.

Let $\mathcal{G}=s u(2) \oplus s u(2)$ be the Lie algebra of $G=S^{3} \times S^{3}$ equipped with the bi-invariant metric $(x, y)=-\frac{1}{2} B(x, y)$ where $B$ is the Killing form and let $\underline{t}_{\left(m, m^{\prime}\right)}$ be the Lie algebra of $T_{\left(m, m^{\prime}\right)}=\alpha_{\left(m, m^{\prime}\right)} S^{1}$. We denote by $\left\{t, e_{+}, e_{-}\right\}$ (respectively $\left\{t^{\prime}, e_{+}^{\prime}, e_{-}^{\prime}\right\}$ ) an orthonormal basis of the first $s u$ (2) factor in $\mathcal{G}$ (respectively, the second $s u(2)$ factor in $\mathcal{G}$ ) satisfying the relations

$$
\left[t, e_{+}\right]=e_{-},\left[e_{+}, e_{-}\right]=t, \quad\left[e_{-}, t\right]=e_{+}
$$

$$
\begin{equation*}
\text { (respectively } \left.\left[t^{\prime}, e_{+}^{\prime}\right]=e_{-}^{\prime},\left[e_{+}^{\prime}, e_{-}^{\prime}\right]=t^{\prime},\left[e_{-}^{\prime}, t^{\prime}\right]=e_{+}^{\prime}\right) \tag{II}
\end{equation*}
$$

Set

$$
v_{\left(m, m^{\prime}\right)}=m t+m^{\prime} t^{\prime}, \underline{m}=\operatorname{span}\left\{t, e_{+}, e_{+}^{\prime}, e_{-}, e_{-}^{\prime}\right\}, J_{\left(m, m^{\prime}\right)}=a d_{v_{\left(m, m^{\prime}\right)}} \mid \underline{m}
$$

Then it is clear that $t_{\left(m, m^{\prime}\right)}=\mathbf{R} v_{\left(m, m^{\prime}\right)}$ and $\underline{m}$ is an $A d\left(T_{\left(m, m^{\prime}\right)}\right)$-invariant complement. Moreover the matrix of $J_{\left(m, m^{\prime}\right)}$ with respect to the basis $\left\{t, e_{+}, e_{+}^{\prime}, e_{-}, e_{-}^{\prime}\right\}$ is

$$
\left[J_{\left(m, m^{\prime}\right)}\right]=\left[\right]
$$

Convention: When $m=m^{\prime}=1$ we set $v=v_{(1,1)}, \underline{t}=\underline{t}_{(1,1)}$ and $J=J_{(1,1)}$.
We note that $\bar{J}$ defined on $\mathbf{R} s \times \underline{m}$ by $\bar{J} s=t, \bar{J} t=-s$ and $\bar{J}=J$ on the orthogonal complement (with respect to the Killing form) of $\mathbf{R} t$ in $\underline{m}$ give rise to an invariant complex structure on $\mathbf{R} \times M_{\left(m, m^{\prime}\right)}$.

Let $A_{r, s, a, b}$ denote the real matrix

$$
A_{r, s, a, b}=\left[\begin{array}{cc|cc}
\mathrm{r} & \mathrm{a} & 0 & \mathrm{~b} \\
\mathrm{a} & \mathrm{~s} & -\mathrm{b} & 0 \\
\hline 0 & -\mathrm{b} & \mathrm{r} & \mathrm{a} \\
\mathrm{~b} & 0 & \mathrm{a} & \mathrm{~s}
\end{array}\right]
$$

Lemma 4.1. The set of all $S^{3} \times S^{3}$-invariant metrics on $M_{\left(m, m^{\prime}\right)}$, $\operatorname{gcd}\left(m, m^{\prime}\right)=1$, when expressed as symmetric matrices with respect to the basis $\left\{t, e_{+}, e_{+}^{\prime}, e_{-}, e_{-}^{\prime}\right\}$ are given by

$$
B_{\varepsilon, r, s, a, b}=\left[\begin{array}{l|l}
\varepsilon & \\
\hline & A_{r, s, a, b}
\end{array}\right]
$$

with $\varepsilon>0, r>0$, rs $>a^{2}+b^{2}$ and $a^{2}+b^{2}=0$ if $m \neq m^{\prime}$. When $m=$ $m^{\prime}=1$, the inner automorphism $I_{w}, w=\left(e^{i \theta / 4}, e^{-i \theta / 4}\right)$ induces an isometry between the metrics corresponding to $B_{\varepsilon, r, s, \rho, 0}$ and $B_{\varepsilon, r, s, \operatorname{Re} \rho e^{i}} \theta_{, \operatorname{Im} \rho e^{-i}} \theta$.

The proof is straightforward and will be omitted.

## Notes:

1. The metrics for which $a^{2}+b^{2}=0$ (respectively, $a^{2}+b^{2} \neq 0$ ) in Lemma 4.1 were referred to as being of diagonal type (respectively, of non diagonal type) in the introduction.
$\dot{2}$. The manifolds $M_{\left(m, m^{\prime}\right)}$ appear in the classification of 5-dimensional $\phi$-symmetric spaces $[\mathbf{K}-\mathbf{W}]$, as admitting invariant Sasakian metrics. It can be shown that for some choices of $\varepsilon, r, s$ the matrix $B_{\varepsilon, r, s, 0,0}$ induces a Sasakian metric.

Given a matrix $B_{\varepsilon, r, s, a, b}$ as in Lemma 4.1, and if $\lambda, \mu, \lambda \geq \mu$, are the roots of $p_{r, s, a, b}(t)=\operatorname{det}\left(A_{r, s, a, b}-t I\right)$ then

$$
\begin{equation*}
(r-t)(s-t)-\left(a^{2}+b^{2}\right)=(t-\lambda)(t-\mu) \tag{III}
\end{equation*}
$$

from which it immediately follows that

$$
\begin{align*}
r+s & =\lambda+\mu, \quad \lambda \mu=r s-\left(a^{2}+b^{2}\right),  \tag{IV}\\
a^{2}+b^{2} & =(\lambda-s)(\lambda-r)=(r-\mu)(s-\mu) \\
& =(\lambda-r)(r-\mu)=(\lambda-s)(s-\mu) \\
\lambda \neq \mu \quad & \quad \text { when } a^{2}+b^{2} \neq 0 .
\end{align*}
$$

If $a^{2}+b^{2}=0$, then $\left\{t, e_{+}, e_{+}^{\prime}, e_{-}, e_{-}^{\prime}\right\}$ is an orthogonal basis of eigenvectors. When $a^{2}+b^{2} \neq 0$ (hence $m=m^{\prime}=1$ ), an orthogonal basis of eigenvectors for $B_{\varepsilon, r, s, a, b}$ is given by $\left\{t, f_{+}, f_{+}^{\prime}, f_{-}, f_{-}^{\prime}\right\}$, where

$$
\begin{aligned}
& f_{+}=-a e_{+}+(r-\lambda) e_{+}^{\prime}+b e_{-}, \quad f_{-}=J f_{+} \\
& f_{+}^{\prime}=-a e_{+}+(r-\mu) e_{+}^{\prime}+b e_{-}, \quad f_{-}^{\prime}=J f_{+}^{\prime}
\end{aligned}
$$

The following bracket relations will be useful to compute Ricci curvatures in Proposition 4.1. They can be obtained directly using (II) and (IV).

$$
\begin{align*}
{\left[f_{+}, f_{+}^{\prime}\right] } & =\left[f_{-}, f_{-}^{\prime}\right]=0, \\
{\left[t, f_{+}\right] } & =\left[t, f_{+}^{\prime}\right]=\frac{1}{(\lambda-\mu)}\left[(r-\mu) f_{-}+(\lambda-r) f_{-}^{\prime}\right] \\
{\left[t, f_{-}\right] } & =\left[t, f_{-}^{\prime}\right]=J\left[t, f_{+}\right],  \tag{V}\\
{\left[f_{+}, f_{-}\right]_{\underline{m}} } & =(\lambda-r)(r-s) t \\
{\left[f_{+}^{\prime}, f_{-}^{\prime}\right]_{\underline{m}} } & =(r-\mu)(s-r) t, \\
{\left[f_{+}, f_{-}^{\prime}\right]_{\underline{m}} } & =-\left[f_{-}, f_{+}^{\prime}\right]_{\underline{m}}=2\left(a^{2}+b^{2}\right) t .
\end{align*}
$$

If one sets

$$
\begin{aligned}
m_{1} & =\operatorname{span}\left\{e_{+}, e_{+}^{\prime}\right\} \quad m_{2}=\operatorname{span}\left\{e_{-}, e_{-}^{\prime}\right\} \\
p_{1} & =\operatorname{span}\left\{f_{+}, f_{+}^{\prime}\right\} \quad p_{2}=\operatorname{span}\left\{f_{-}, f_{-}^{\prime}\right\}
\end{aligned}
$$

then the decompositions

$$
m=\mathbf{R} t \oplus m_{1} \oplus m_{2}=\mathbf{R} t \oplus p_{1} \oplus p_{2}
$$

are orthogonal with respect to the Killing form $B$ and it follows from (II) and (V) that they satisfy

$$
\begin{align*}
{\left[m_{i}, m_{i}\right] } & =\left[p_{i}, p_{i}\right]=0, \quad i=1,2 \\
{\left[\mathbf{R} t, m_{1}\right] } & =\mathbf{R} e_{-}, \quad\left[\mathbf{R} t, m_{2}\right]=\mathbf{R} e_{+}  \tag{VI}\\
{\left[\mathbf{R} t, p_{1}\right]_{m} } & =p_{2}, \quad\left[\mathbf{R} t, p_{2}\right]_{m}=p_{1} \\
{\left[m_{1}, m_{2}\right]_{m} } & =\mathbf{R} t=\left[p_{1}, p_{2}\right]_{m}
\end{align*}
$$

Let $\langle$,$\rangle be the inner product on m$ given by $\langle x, y\rangle=\left(x, B_{\varepsilon, r, s, a, b} y\right)$. Then it is clear, by the choice of the subspaces $m_{i}, p_{i}, i=1,2$ that $m=$ $\mathbf{R} t \oplus m_{1} \oplus m_{2}$ (resp. $m=\mathbf{R} t \oplus p_{1} \oplus p_{2}$ ) is an orthogonal decomposition with respect to $\langle$,$\rangle when a^{2}+b^{2}=0$ (resp. when $a^{2}+b^{2} \neq 0$ ). Moreover $m_{2}=J_{\left(m, m^{\prime}\right)} m_{1}$ and $p_{2}=J p_{1}$.

Lemma 4.2. The Ricci transformation $\hat{r}$, associated to $\langle x, y\rangle=$ $\left(x, B_{\varepsilon, r, s, a, b}(y)\right)$ verifies
(i) $t$ is an eigenvector of $\hat{r}$,
(ii) for any choice of $\varepsilon, r, s, \hat{r}$ preserves the decomposition $m_{1} \oplus m_{2}$ (resp. $p_{1} \oplus p_{2}$ ) when $a^{2}+b^{2}=0$ (resp. $a^{2}+b^{2} \neq 0$ ) and the eigenvalues of $\hat{r}$ in $m_{1}$ (resp. $p_{1}$ ) coincide with the eigenvalues of $\hat{r}$ in $m_{2}$ (resp. $p_{2}$ ) when $a^{2}+b^{2}=0\left(\right.$ resp. $\left.a^{2}+b^{2} \neq 0\right)$.

Proof. Since $\hat{r}$ commutes with $J_{\left(m, m^{\prime}\right)}, \operatorname{gcd}\left(m, m^{\prime}\right)=1$, (i) follows. To show that $\hat{r}$ preserves the decomposition $m_{1} \oplus m_{2}$ (resp. $p_{1} \oplus p_{2}$ ) we apply (I) to a pair of vectors $x \in m_{1}$ (resp. $\left.p_{1}\right) y \in m_{2}$ (resp. $p_{2}$ ) and then use (VI) together with the fact that the decomposition $\mathbf{R} t \oplus m_{1} \oplus m_{2}$ (resp. $\mathbf{R} t \oplus p_{1} \oplus p_{2}$ ) is orthogonal with respect to both metrics (, ) and $\langle$,$\rangle when$ $a^{2}+b^{2}=0$ (resp. $a^{2}+b^{2} \neq 0$ ). The last assertion in (ii) follows since $\hat{r}$ commutes with $J_{\left(m, m^{\prime}\right)}$ and $m_{2}=J_{\left(m, m^{\prime}\right)} m_{1}, \quad p_{2}=J p_{1}$.

The previous lemma together with the next proposition provide the Ricci curvatures of any $S^{3} \times S^{3}$-invariant metric on $M_{\left(m, m^{\prime}\right)}$.

Set $p=e\left(\alpha_{\left(m, m^{\prime}\right)} S^{1}\right)$.
Proposition 4.1. The self-adjoint Ricci transformation $\hat{r}$ on $T_{p} M_{\left(m, m^{\prime}\right)}$ associated to the metric given by $B_{\varepsilon, r, s, a, b}$ with respect to the orthogonal basis $\left\{t, e_{+}, e_{+}^{\prime}, e_{-}, e_{-}^{\prime}\right\}$ if $a^{2}+b^{2}=0$ is given by $\hat{r}=\operatorname{diag}\left(r_{0}, r_{1}, r_{2}, r_{1}, r_{2}\right)$ where

$$
\begin{aligned}
& r_{0}=\langle\hat{r} t, t\rangle=\frac{\varepsilon^{2}}{2}\left(\frac{1}{r^{2}}+\frac{1}{s^{2}}\left(\frac{m}{m^{\prime}}\right)^{2}\right), \\
& r_{1}=\left\langle\hat{r} e_{+}, e_{+}\right\rangle=\frac{1}{2}\left(2-\frac{\varepsilon}{r}\right), \\
& r_{2}=\left\langle\hat{r} e_{+}^{\prime}, e_{+}^{\prime}\right\rangle=\frac{1}{2}\left(2-\left(\frac{m}{m^{\prime}}\right)^{2} \frac{\varepsilon}{s}\right) .
\end{aligned}
$$

If $a^{2}+b^{2} \neq 0$ (hence $m=m^{\prime}$ ), with respect to the orthogonal basis $\left\{t, f_{+}, f_{+}^{\prime}, f_{-}, f_{-}^{\prime}\right\}, \hat{r}=\operatorname{diag}\left(r_{0}, R, R\right), R=\left(r_{i j}\right)$ a two by two symmetric matrix where, if $\lambda \geq \mu$ are the roots of $p_{r, s, a, b}(t)$ (see (III))

$$
\begin{aligned}
r_{0} & =\langle\hat{r} t, t\rangle=\frac{1}{\lambda \mu}\left\{-\left(a^{2}+b^{2}\right)+\frac{\varepsilon^{2}}{2 \lambda \mu}\left[(\lambda-\mu)^{2}+2 \lambda \mu-4\left(a^{2}+b^{2}\right)\right]\right\} \\
r_{1,2} & =\left\langle\hat{r} f_{+}, f_{+}^{\prime}\right\rangle=\frac{\left(a^{2}+b^{2}\right)(s-r)\left(\lambda \mu-2 \varepsilon^{2}\right)}{2 \varepsilon \lambda \mu} \\
r_{1,1} & =\frac{1}{\left\|f_{+}\right\|^{2}}\left\langle\hat{r} f_{+}, f_{+}\right\rangle=\frac{1}{\lambda}-\frac{\varepsilon}{2 \lambda^{2}}+\left(a^{2}+b^{2}\right) \frac{\left[(\lambda+\mu) \lambda-4 \varepsilon^{2}\right]}{2(\lambda-\mu) \mu \varepsilon \lambda^{2}}
\end{aligned}
$$

$$
r_{2,2}=\frac{1}{\left\|f_{+}^{\prime}\right\|^{2}}\left\langle\hat{r} f_{+}^{\prime}, f_{+}^{\prime}\right\rangle=\frac{1}{\mu}-\frac{\varepsilon}{2 \mu^{2}}+\left(a^{2}+b^{2}\right) \frac{\left[(\lambda+\mu) \mu-4 \varepsilon^{2}\right]}{2(\mu-\lambda) \lambda \varepsilon \mu^{2}} .
$$

The proof consists of a tedious and lengthly but straightforward calculation and we will omit it.

As a corollary we obtain
Corollary 4.1. The metric $B_{\varepsilon, r, s, a, b}$ has positive Ricci curvature if and only if $2 r>\varepsilon, 2\left(\frac{m^{\prime}}{m}\right)^{2} s>\varepsilon$ when $a^{2}+b^{2}=0$ or $r_{0}>0, r_{1,1}>0, \operatorname{det} R>0$ when $a^{2}+b^{2} \neq 0$.

Theorem 4.1. (i) $M_{\left(m, m^{\prime}\right)}, g c d_{\left(m, m^{\prime}\right)}=1, m \neq m^{\prime}$ admits a unique $S^{3} \times S^{3}$-invariant Einstein metric.
(ii) $M_{(1,1)}$ admits two $S^{3} \times S^{3}$-invariant Einstein metrics. (Compare [B] page 472. )

Proof. Because of Proposition 4.1, the analysis of the Einstein condition will be considered separately in two cases: $a^{2}+b^{2}=0$ and $a^{2}+b^{2} \neq 0$.

Case 1. Since in this case $\hat{r}$ is diagonal, the Einstein condition becomes

$$
\begin{equation*}
\frac{\varepsilon}{2}\left(\frac{1}{r^{2}}+\frac{1}{s^{2}} c^{2}\right)=\frac{1}{2 r}\left(2-\frac{\varepsilon}{r}\right)=\frac{1}{2 s}\left(2-c^{2} \frac{\varepsilon}{s}\right) \tag{VII}
\end{equation*}
$$

where $c=\frac{m}{m^{\prime}}$. Then one easily checks that solving (VII) is equivalent to finding $(s, r, \varepsilon)$ satisfying

$$
\begin{align*}
& f_{1}(s, r, \varepsilon)=s^{2}(2 r-\varepsilon)-s\left(2 r^{2}\right)+r^{2} c^{2} \varepsilon=0  \tag{VIII}\\
& f_{2}(s, r, \varepsilon)=s^{2}(2 r-2 \varepsilon)-r^{2} c^{2} \varepsilon=0
\end{align*}
$$

Set $g_{1}(s, r, \varepsilon)=\left(f_{1}+f_{2}\right)(s, r, \varepsilon)$ and $g_{2}(s, r, \varepsilon)=\left(f_{1}-f_{2}\right)(s, r, \varepsilon)$. Since $g_{1}(s, r, \varepsilon)=s\left[s(4 r-3 \varepsilon)-2 r^{2}\right]$ it follows that $s=2 r^{2} / 4 r-3 \varepsilon$ with $r>$ $3 \varepsilon / 4$ is a solution to $g_{1}(s, r, \varepsilon)=0$. On the other hand the discriminant of $g_{2}(s, r, \varepsilon)=s^{2} \varepsilon-s\left(2 r^{2}\right)+2 r^{2} c^{2} \varepsilon$ is $\Delta=4 r^{2}\left(r^{2}-2 \varepsilon^{2} c^{2}\right)$, hence $r$ and $\varepsilon$ must also verify $r^{2}>2 \varepsilon^{2} c^{2}$. If we substitute $s=2 r^{2} / 4 r-3 \varepsilon$ into $g_{2}(s, r, \varepsilon)$ we obtain

$$
h(r, \varepsilon)=\frac{16 r^{2}}{(4 r-3 \varepsilon)^{2}}\left[-r^{3}+r^{2} \varepsilon\left(1+2 c^{2}\right)-r 3 c^{2} \varepsilon^{2}+\frac{9}{8} c^{2} \varepsilon^{3}\right]
$$

$$
=\frac{16 r^{2}}{(4 r-3 \varepsilon)^{2}} h_{1}(r, \varepsilon)
$$

Evaluating $h_{1}\left(\frac{3}{4} \varepsilon, \varepsilon\right)$ and $h_{1}(\sqrt{2}|c| \varepsilon, \varepsilon)$ we obtain

$$
h_{1}\left(\frac{3}{4} \varepsilon, \varepsilon\right)=\frac{9}{16.4} \varepsilon^{3}>0, \quad h_{1}(\sqrt{2}|c| \varepsilon, \varepsilon)=4 c^{2} \varepsilon^{3}\left(|c|-\frac{5}{8} \sqrt{2}\right)^{2}>0
$$

if $\varepsilon>0$ (note that $c=\frac{m}{m^{\prime}} \in \mathbf{Q}$ ). Since for any $\varepsilon>0, \lim _{r \rightarrow+\infty} h_{1}(r, \varepsilon)=-\infty$, there exists a root $r(\varepsilon)$ of the equation $h_{1}(r, \varepsilon)=0$ with $r(\varepsilon)>\frac{3}{4} \varepsilon$ and $r(\varepsilon)>\sqrt{2}|c| \varepsilon$. Thus, $\varepsilon, r(\varepsilon)$ and $s(\varepsilon)=2(r(\varepsilon))^{2} / 4 r(\varepsilon)-3 \varepsilon$ satisfy (VIII).

We show next that the root $r(\varepsilon)$ which was found above is unique.
Let $\varepsilon>0$, $\varepsilon$ fixed. The discriminant of $\frac{\partial}{\partial r} h_{1}(r, \varepsilon)=-3 r^{2}+2 r \varepsilon(1+$ $\left.2 c^{2}\right)-3 c^{2} \varepsilon^{2}$ is $\Delta=\left(1+2 c^{2}\right)^{2}-9 c^{2}$. Hence, if $|c|>1$ or $|c|>\frac{1}{2}, \Delta<0$ and $h_{1}$ is decreasing. When $\frac{1}{2}<|c|<1, h_{1}(r, \varepsilon)$ has two critical points, $r_{ \pm}=\frac{\varepsilon}{3}\left[\left(1+2 c^{2}\right) \pm \sqrt{\Delta}\right]$ and since $r_{-}<\sqrt{2} \varepsilon|c|, h_{1}$ has only one root greater than $\sqrt{2}|c| \varepsilon$. If $|c|=1, h_{1}(r, \varepsilon)=-(r-\varepsilon) 3+\left(\frac{\varepsilon}{2}\right)^{3}$ and if $|c|=\frac{1}{2}$, $h_{1}(r, \varepsilon)=-(r-\varepsilon)^{3}+\frac{5}{4}\left(\frac{\varepsilon}{2}\right)^{3}$ thus the claim is proved.

Finally, since $h_{1}(\varepsilon r(1), \varepsilon)=0$ one gets $\varepsilon r(1)=r(\varepsilon)$. Thus we obtain, when $m \neq m^{\prime}$, a unique $S^{3} \times S^{3}$-invariant Einstein metric on $M_{\left(m, m^{\prime}\right)}$. If $m=m^{\prime}, r(\varepsilon)=s(\varepsilon)=\frac{3}{2} \varepsilon$ and from (VII) it follows that the Einstein constant $E$ is $E=\frac{4}{9 \varepsilon}$.

Case 2. When $a^{2}+b^{2} \neq 0$, the Einstein condition becomes

$$
\begin{gathered}
\lambda \mu=2 \varepsilon^{2} \quad \text { or } \quad s=r \quad \text { and } \\
\frac{1}{\varepsilon \lambda \mu}\left\{-\left(a^{2}+b^{2}\right)+\frac{\varepsilon^{2}}{2 \lambda \mu}\left[(\lambda-\mu)^{2}+2 \lambda \mu-4\left(a^{2}+b^{2}\right)\right]\right\} \\
=\frac{1}{\lambda}-\frac{\varepsilon}{2 \lambda^{2}}+\left(a^{2}+b^{2}\right) \frac{\left[(\lambda+\mu) \lambda-4 \varepsilon^{2}\right]}{2(\lambda-\mu) \mu \varepsilon \lambda^{2}} \\
=\frac{1}{\mu}-\frac{\varepsilon}{2 \mu^{2}}+\left(a^{2}+b^{2}\right) \frac{\left[(\lambda+\mu) \mu-4 \varepsilon^{2}\right]}{2(\mu-\lambda) \lambda \varepsilon \mu^{2}}
\end{gathered}
$$

If $\lambda \mu=2 \varepsilon^{2}$, (IX) is equivalent to

$$
\begin{align*}
\frac{(\lambda-\mu)^{2}+4 \varepsilon^{2}-8\left(a^{2}+b^{2}\right)}{8 \varepsilon^{3}} & =\frac{1}{\lambda}-\frac{\varepsilon}{2 \lambda^{2}}+\frac{a^{2}+b^{2}}{4 \varepsilon^{3}}  \tag{X}\\
& =\frac{1}{\mu}-\frac{\varepsilon}{2 \mu^{2}}+\frac{a^{2}+b^{2}}{4 \varepsilon^{3}}
\end{align*}
$$

One easily checks that $\frac{1}{\lambda}-\frac{\varepsilon}{2 \lambda^{2}}=\frac{1}{\mu}-\frac{\varepsilon}{2 \mu^{2}}$ if and only if $\lambda+\mu=4 \varepsilon$. Thus $\lambda=\varepsilon(2+\sqrt{2}), \mu=\varepsilon(2-\sqrt{2})$. Substituting the values for $\lambda$ and $\mu$ in the first expression in (X) we obtain $a^{2}+b^{2}=\varepsilon^{2}$. Now it is a routine to verify that $r=3 \varepsilon, \quad s=\varepsilon, \quad a=\varepsilon \cos \theta, \quad b=\varepsilon \sin \theta$ gives a 1-parameter family of non homothetic Einstein metrics on $M_{(1,1)}$.

On the other hand, according to Lemma 4.1, they are all isometric to the metric given by $B_{\varepsilon, 3 \varepsilon, \varepsilon, \varepsilon, 0}$ with Einstein constant $E$ equal to $\frac{1}{2 \varepsilon}$. In particular, on $M_{(1,1)}$, the Einstein metrics corresponding to $B_{\varepsilon, \frac{3}{2}} \varepsilon, \frac{3}{2} \varepsilon, 0,0$ and $B_{\varepsilon, 3 \varepsilon, \varepsilon, \varepsilon, 0}$ are not isometric.

To finish the proof we verify next that when $r=s$ there is no solution to the Einstein condition.

If $r=s$ then $\lambda=r+\left(a^{2}+b^{2}\right)^{1 / 2}, \quad \mu=r-\left(a^{2}+b^{2}\right)^{1 / 2}$. Set $\rho=$ $\left(a^{2}+b^{2}\right)^{1 / 2}$ and write $\lambda=r+\rho, \quad \mu=r-\rho, \quad \lambda+\mu=2 r, \lambda-\mu=$ $2 \rho, \lambda \mu=r^{2}-\rho^{2}$. (Note that $r^{2}>\rho^{2}$.) In this case (IX) is equivalent to
(XI) $\frac{1}{r+\rho}\left[1-\frac{\varepsilon}{2(r+\rho)}+\frac{\rho r}{2 \varepsilon(r-\rho)}-\frac{\rho \varepsilon}{r^{2}-\rho^{2}}\right]=\frac{\varepsilon^{2}-\rho^{2}}{\varepsilon\left(r^{2}-\rho^{2}\right)}=$

$$
=\frac{1}{r-\rho}\left[1-\frac{\varepsilon}{2(r-\rho)}-\frac{\rho r}{2 \varepsilon(r+\rho)}+\frac{\rho \varepsilon}{r^{2}-\rho^{2}}\right] .
$$

From the first equality we obtain

$$
\frac{\varepsilon^{2}-\rho^{2}}{\varepsilon}=r-\rho-\frac{3}{2}+\frac{\rho r}{2 \varepsilon}
$$

and from the second one

$$
\frac{\varepsilon^{2}-\rho^{2}}{\varepsilon}=r+\rho-\frac{3}{2}-\frac{\rho r}{2 \varepsilon} .
$$

Now the above two identities yield $r=2 \varepsilon$. But $\frac{\varepsilon^{2}-\rho^{2}}{\varepsilon}=2 \varepsilon+\rho-\frac{3}{2}-\rho=\frac{3}{2} \varepsilon$ gives $\rho^{2}<0$, thus a contradiction.

## Remarks.

1. (i) of Theorem 4.1 was obtained by E. Rodionov in [R].
2. The metrics in $M_{\left(m, m^{\prime}\right)}$ which correspond to matrices with $a^{2}+b^{2}=0$ (see Lemma 4.1), when restricted to $m_{1} \oplus m_{2}$ are $A d\left(S^{1} \times S^{1}\right)$-invariant. Thus, they induce metrics in $S^{2} \times S^{2}$ of the form $r g \perp s g$, where $g$ is the standard metric in $S^{2}$. Wang and Ziller showed in $[\mathbf{W}-\mathbf{Z}]$ that for some choices of $r, s$, the manifolds $M_{\left(m, m^{\prime}\right)}$ carry an Einstein metric uniquely characterized by the requirement that the projection onto $S^{2} \times S^{2}$ is a Riemannian submersion with totally geodesic fibers. Thus
the Einstein metrics obtained in the case $a^{2}+b^{2}=0$ of Theorem 4.1 coincide with those previously obtained in [W-Z].
3. In [B], page 472, it is asserted that for every embedding of $S^{1}$ into $S^{3} \times S^{3}$ the quotient manifold $S^{3} \times S^{3} / S^{1}$ carries a unique $S^{3} \times S^{3}$ invariant Einstein metric. The statement above is true under the assumption that the isotropy representation has no equivalent subrepresentations. On the other hand (ii) of Theorem 4.1 shows that the diagonal embedding $z \rightarrow(z, z)$ of $S^{1}$ into $S^{3} \times S^{3}$ is exceptional.
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