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1. G. H. Hardy and J. E. Littlewood [1 proved the ollowing
theorem concerning the convergence of Fourier "series at a point.

Theorem HL. If
( 1 ) [(u) du-

and

(2)

then the Fourier series of f(t) converges at t--x.
Recently G. Sunouchi 2] proved the following
Theorem S. If (1) holds and

( 3 lim lim supf,-- cp,(t)-cp,(t + h) dt=O (/> 1 v >0),

then the Fourier series of f(t) converges at t-x.
The object of this paper is to prove a eonvergenee theorem

similar to Theorem S, replaced the first condition by the weaker
in order and the seeond condition by the stronger. More preeisely
we prove the following

Theorem 1. Let O < a< l. If
(4) q,(t)-q,(t’)-o(1/(log-(tl__-t--i-) } (t,t’->O)

and

(5) lim f(log

p,(t)-o.(t + r/n) dt-O (v >0),
t

second condition.
Theorem 2. Let a>O. If

o

and

(7) lim
r -->, (oglog n)a/n

It-t’l, ) (t, t’-->0)

,(t)-(t+ r/n) dt-O (0)

then the Fourier series of f(t) converges at t-x.

then the Fourier series of f(t) converges at t=x.
As S. Izumi and G. Sunouchi [3] have proved, in the case al

the Fourier serles of f(t) converges uniformly at t-x without the
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In Theorems 1 and 2, if the conditions (5) and (7) are replaced by
a,,-O(eClg/n) (0< a< 1), a=O(ee’/n) (a>l)

respectively, then the Fourier series converges uniformly at x,
where a is the n-th Fourier cosine coefficients of q.(t) (cf. [4).

2. Proof of Theorem 1. We assume x=0 and f(0)-0, and
further put 0(t)=(t).

s.(O)= _(t) sin nt_ dt +J t

lf%f’’/+f +0(1)

+ + o(1 ,

say, where is he least number 1 such that ec" is an odd
integer. We can see I=o(1) and

f(o/ -f(+>/ sinntJ- 9(t) sin nt dt= (t) dt
t = t

/n

y/"- ( k) sin,

/
=o t + k/n

where =e(’. By the first mean value theorem for /nO2v/n,
"- (- 1) (0+ k/n)J= -2

n0+k

(/2k+-o 1
/ k /

[" (2k+O-p((2k+1)+O+(1)P( n n

( 1 (-n 1 )=o( 1 100)=o(1).
Pot he roof of K=o(1), we divide the integral into wo ars such
h

K= + (t). sin nt dt &+K,
t

where is a positive number <, then we have easily K=o(1),
since (t) is Lebesgue integrable. And

h (t). sin dt
t

t+ sinntdt

( sinnt dt+o(1)t+ t+/n
1 fl ln)
2 J {(t) (t+t }sinntdt
/n

p(+/) sin d+ o(1)-+g
/ +/
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where .f 7(/ r/n) sin nt dr--o(1).
n’
1,

t (t + rln)
Thus we have K=o(1). Therefore the heorem is proved.. Proof of Theorem 2. Similarly as in the proof of the pre-
vious theorem, we assume x=0, f(0)-0 and further we divide the
integral into three parts such that

(0)= p() sin d+ o(1)

+ +
/ (log log)/-

=1 I+J+K+o(1)
where is the least number 1 such that e( is an odd
inteter. Similarly as in the proof of Theorem l, we cn prove
that I=o(1), J=o(1), and K=o(1).

4. More generally we can prove the following
Theorem . If (n),

1 )) (t, t’+0)(t)-(t’)=o (1/ (I t-t’
and

lim fl’ o(t)-cp(t + r/n) dt=O ( >0),

then the Fourier series of f(t) converges at t=x.
The theorem has the significance in the case (n)-O(log n)only.
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