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1. We suppose throughout that

p>_0, -,
----0

and that the radius of convergence of the power series

is 1. Given any series

(i) a,
’-0

with the sequence of partial sums {s}, we shall use the notation:

2 p,(x)--
’-0

If the series (2) is convergent in the open interval (0, 1), and if

lim P’(X) s,
-.-o

we say that the series a, or the sequence (s,} is smmable (J, p)
--0

to s. As is well known, this method of summability is regular. (See,
Borwein 1, Hardy 2, p. 80.)

Now we write

P,---Po+Pl+ P.,, n--O, 1, ...,
and

1 ps, n--0,1
-0

with p,>0. If
--0

or the sequence {s,} is summabie (, p,) to s. This method of sum-
mability is also regular, and is equivalent to the Riesz method
(R, P_, 1). (See, Hardy 2J, pp. 57, 86, Jurkat 4, Kuttner 5,6_.)

We shall first state the following
1)Theorem 1. (N,

*) Dedicated to Professor Kinjir5 Kunugi for his 60th Birthday
1) Given two summability methods A, B, we say that A implies B if any series

or sequence summable A is summable B to the same sum. We say that A is
equivalent to B if A implies B and B implies A.
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The proof of this theorem may be deduced from a general theorem,
however we shall give here a sketch of a brief proof. (See, e.g.,
Hobson 3, p. 181.)

From (3) we get

with t_-P_- 0. Hence

E

--0

=(l--x) E
from the assumption of the theorem. Now since

p,(x) (i--x),=o t.P.x"

E t.PxE Pt(x)

p.x P(x)’

we have, again from the assumption of the theorem,

lim p(x)_ lim P---(x-)=s,
-.-o p(x) -.-o P(x)

which proves the theorem.

2. Concerning the (, p,) summability we know the following
Tauberian

Theorem 2. Suppose that

that
p.>0, n=0,1,...,

and that the series (1) is summable (R, P, 1). Then (1) converges to
the same sum. (See, Hardy [2, p.124.)

Since (2, p,) implies (J, p.), we can expect Tauberian theorems
of the similar type for the (J, p.)summability. We shall prove here
the following

Theorem 3. Suppose that

4 =0 =0(1) for
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that

(5) O<p<_M, n-O, 1, ...,
with some constant M, and that

n =0(1).(6)

Suppose that the series (1) is summable (J, p,) to s, and that

Then (1) converges to s.

Proof. We have, for Ox 1,

Here we get

--0 =0

n=O _J_ n=m+l

I+ J, say.

<__A__ {.1 a po +p! a (o+p) + +

+p a (po+p+ +p-) },P

and therefore, when x- 1-+/-,
m

[i]< P, 1 { laleo

( 1)"’P--"
pl

pl
+

+p a.lP + +p alP_).P P
Now, from (7), we see
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a P-=o(1) for m---.

Hence, according to (4), we have

8 I= o (1) for

Next we shall estimate J. For any , >0, let m be so chosen
that

for n>m, then

ls-s I<e{,,+ +.+ + +-}p+ P+
=Q, say.

Therefore we have

(9)

ff x be ehosen to be equal to 1 --1 Since

we get

from (4) and (5).

P P.

Also, again using (5), we have

2) We use M to denote a constant, possibly different at each occurrence.
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_<M,
for large m, from (6).

Letting m increase indefinitely, we have

lim s-- lim P’() s
-o p(x)

from (8) and (10), which proves the theorem.
3. The assumptions of Theorem 3 seem to be very complicated,

however it follows from this theorem the following
Corollary. Suppose that there exist two numbers a, M such

that

(11) O<a<_p_M n-O, 1,....

Suppose that the series (1) is summable (J, p) to s, and that

Then (1) converges to s.
Proof. It suffices to prove that (11) implies (4) and (6). From

(11), we see

m/l

0 n=0

<_M

for large m. Finally we see, from (11),

< n <IP.
for lre . e reeh the desired eoneluson.
mz. In the eoroHry, the condition (7) my be repleed by
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