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78. Information and Statistics. I

By Yukiyosi KAWADA
Department of Mathematics, Faculty of Science,
University of Tokyo

(Communicated by Shokichi IYANAGA, M. J. A., Sept. 14, 1987)

This short note is a summary of an axiomatic consideration of an
information and its applications to statisties.?

I. Axioms of an information 1. Under an information we usually
understand the Kullback-Leibler information (1951):

(1) Iei(p, @)= i D, log 0./ q)

where p=®, ---,0,), 4=(q1, - -+, q,) are two finite probability distribu-
tions. There are, however, similar known functions I(p, ¢) which may be
also called informations. For example,

(2) I(p, 9= (i Did% ‘) —1 (Pearson’s information, 1900)
k=1

which can be expressed as (3 &, (n, —ng)?/nq,)/n when p=(n,/n, - --,n,/n)
(n=n+---+n,), and

(3) I(p, q)=2(1—ka:]1 p}/zq}c/z) (Kakutani’s information, [5], 1948).

These are included as special cases of the family
(4) 1, 0=1{(5 o) -1}, —Lsi<e, 120,
namely, I[,=1I', I,=1""?, and we define I’=1,,.
We can easily see that
IR(P,4)§I"(P,Q) for .2<ﬁ
and
lim I**(p, q)=I"(p, q) for lim 2,=24,.

n—co n—oo

We call I° the parabolic information, I* (1>>0) a hyperbolic information
and I"#(1/2=p>0) an elliptic information.
Remark. (i) The function I-#(p,q) for 1/2=x>0 was introduced
by several authors [4], [7] and the general case was also considered in [9].
(ii) In the definition (4) we can extend the value 2 for 21<—1/2
formally. Then we have

Ip, )= —%P-l(q,w, >1

I"'(p, =0
I*(p, =1"F 1 (g, p), 1/2<pu<1.
2

1) The details will be published in the Proceedings of the Institute of Statistical
Mathematics (Tokei Stiri) in Japanese.
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Theorem 1. The function I'(p,@)=I"(pyy -+ s Pn; i+ +» Q) (—1/2=Z2
<°°) (pk—_>—_0’ quO, p1+ et +10m=(11+ e +qm=1) m=1’2a . ) satisﬁes the
following conditions :

(I) Reducibility. If p,=q,=0, then

D@y 3 Dns Qs -5 Q) =D (Dys -+ -5 Dy 3 Qs =7+ Qs

(II) Symmetry.

Py -3 Pms Q- Q) =Dy - 5 D3 Qi+ + 5 Qi)

for any substitution (i, - - -,1,) of 1, ---, m).

(III) Non-negativity.

I'(p,9)=0

for any p, q, and the equality holds if and only if p=q.

(V) Convexity and (V) Invariance.

DD+ D0 Doy -+ » P s Tt os Tos -+ + 5 )
<Py Do s Ps Ty Gos ** + 5 Q)

holds in general and the equality holds if and only if q,/P;=q./D,.

(V1) Additivity and pseudo-additivity. Let pQp’, q®q’ be the direct

product distributions. If A=0 the additivity holds:
I'(pQp’, ®@q)=1(p, ) +1(p’, 9.
In general the pseudo-additivity holds:
P(pQp’, 4@¢)=1Ip, P+ 1'(p’, ) +2I'(p, ) - I'(p’, 4).
(VID) Continwity. If lim,_. p,=p, and lim,_. q,=4q,, then
lim p(Pm qn)=p(l70, qo)-

n—co

(VIII) Relativity. Let p*=(py,), ¢*=(q;) k=1, -, m;j=1,---,7)
be probability distributions. Put Dy=D27%1 Vs Q=171 0x; and p=(Dy),
g=(q.). Define the conditional probadbility: p™ = ;| D), 4% = (@] qx)
G=1,---,7) for k=1, ...,m. Then

I(p*, q¢*)=I(p, q)+g_j1 D a F(p™, q).
For 2=0 these properties are proved in Kullback [8].

Remark. We see easily that (VIII) implies (VI), and (III) and (VIII)
imply (IV) and (V).

Theorem 2. Let us fix a constant 2 (—1/2<1<o0) and assume that a
function I (P, -, Dn} Qs -+ +» Q) Satisfies (I) reducibility, (II) symmetry,
(III) non-negativity, (VII) continuity, and (VIII) relativity. Then

I(p, 9)=cl(p, @)
for some constant ¢>0.

2. Now we shall consider about “information” which we define by the
following system of axioms.

Definition 1. Let p=(®,, -, D)y 4= - - 5 @) ooy Pe= 2001 G=1)
be finite probability distributions (m=1,2,---). A function I(p,q)=
IPy, -+, 0,3 Qs -+ -5 Q) is called an information if the function I satisfies
the axioms: (I) reducibility, (II) symmetry, (111) non-negativity, (IV) con-
vexity, and (V) invariance.

The functions I*(p,q) (—1/2<1<0) are informations in the above
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sense. We can also define an information in the form I(p, ¢)=F,(p, q),
-+, I(p, q)) by using a suitable function F(«,, - - -, ,) from known informa-
tions I,, ---,I.. For example, I=al,+bl,, I=al}+blZ, a>0, b>0, etc. In
particular,

(5), I(p, q>=—21— log (1+21(p, ¢)), >0,

(5 i-ﬂ(p,q)=:ﬂllog (A—puI-“(p, ), 0<y<%

are also informations which satisfy the additivity.

Remark. (i) I-*was introduced by Kudé [7] (1953) and I* and [-#
were also considered by Rényi [10] (1961).

(ii) The functions d(p, @) = i |pc—a:D/vV2 and D(p, )=
Oor (e — @)D are not informations in the above sense.

3. Definition 2. A continuous information is called fundamental if
I(p, q) can be expressed as
(6) I(P: II)=L(2?1, Q1)+ . +L(pm’ qm)
by a continuous function L(x,y) defined for 0<a<1 and 0<y<1.

For example, I.;, I, I.,I* are fundamental, but [*, I-* are not
fundamental.

Theorem 3. In order that a function I(p,q) defined by (6) is an in-
formation it is necessary and sufficient that
(i) L(,0=0, L(1,1)=0,
(ii) if p,/@=D:/ =D+ 0) /(¢ + ) D +D0: L1, ¢,+¢, 1), then

L(p,, )+ L(p,, @)= L(p,+ D5 01+,
(i) if ;+1.=Z1, @+ <1, then
L(p,, ¢.)+L(Dy, @) ZL(D1 412, €1+ a2)

and the equality holds if and only if p,/ =0,/ ;.

Theorem 4. A fundamental information I(p,q) cun be expressed in
the form

(7) 1(p, q>=k§ 2K (g0 Do)

by a non-negative strictly convex function K(x) with K(1)=0, and con-
versely the function defined by (7) s a fundamental information. If we
assume furthermore the differentiability of K(x), such function K(x) is
uniquely determined by I,

Examples.

I'(p, g)= 5": pK%q. /D),  K'(x)=—log z+(2—1)=0.

Ip, q)=§l DK/ D)y, 20, EKXx)=(x'—1)/14+(x—1D=0.

Theorem 5. Let I(p,q) be a differentiable fundamental information
(i.e. L(z,y) in (6) be three times differentiable in x and y).
(i) If I(p, g satisfies the additivity :
I(p®p’, 4®@4)=1(p, 9 +1(p’,q),
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then we have
1(17, q)=011°(p, tl)+CzI°(q,p), 61;07 0220—
(ii) If I(p, q) satisfies the relation
I(p®p’, q®@q)=1(p, ) +1(p’,¢)+1(p, 9 -1(p’, q)
then we have

I(p,)=21(p,q, or =2Iq,p)
by some 2>0,
(3ii) If I(p, q) satisfies the relation

I(p®p’, 4®¢)=1(p,9)+1(p’,¢)—1(p,q)-1(p’, q)
then we have

I(p,q)=pl “(p,q), or =pl“q,p)
by some p (1/2=p>0).
Remark. Rényi [10] characterized I°, I* and I-* by different axioms.
Let I be a differentiable fundamental information (7). Let p=(p,),
q=(q,) and ¢°=(q%) be probability distributions and put p,=q¢%+u,, q,=¢"
+ Vs (k=1a v -,1%).
If Ju, | <e, |vx|<e (k=1, - - -, m), then we have

(8) g, =23 L w—v)y+R, R=0@),

@
2 =1 gf,
where a=(d'K/dx*)(1)=20. We call « the tnvariant of I.
The invariant « of I* is given by a(I) =142 (—1/2<21<0),
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