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Abstract
We consider the linear integro-differential operatorL defined by

Lu(x) =
Z

Rn
(u(x + y)� u(x)� 1[1,2](�)1fjyj�2g(y)y � ru(x))k(x, y) dy.

Here the kernelk(x, y) behaves likejyj�n�� , � 2 (0, 2), for small y and is Hölder-
continuous in the first variable, precise definitions are given below. We study the
unique solvability of the Cauchy problem corresponding toL. As an application
we obtain well-posedness of the martingale problem forL. Our strategy follows the
classical path of Stroock-Varadhan. The assumptions allowfor cases that have not
been dealt with so far.

1. Introduction

A linear operatorA: C2
0(Rn)! C(Rn) is said to satisfy the global maximum prin-

ciple if Au(x�) � 0 for all x� 2 fx 2 Rn; u(x) � u(y), 8y 2 Rng. It is well-known
that infinitesimal generators of strongly continuous contraction semi-groups onC0(Rn)
generating Markov processes satisfy the global maximum principle. Surprisingly, the
global maximum principle implies already a certain structure of A, see [12]. More pre-
cisely, A is the sum of a possibly degenerate elliptic diffusion operator with bounded
coefficients, a drift and a jump part which we callL. Since L alone generates pure
jump processes which generalize Lévy processes it is sometimes called a Lévy-type
operator, see [19], [5], [17] and [22] for surveys.

It is the aim of this work to study important properties of theoperatorL which is
defined by

(1.1) Lu(x) =
Z

Rn

(u(x + y)� u(x)� 1B2(y)y � ru(x))k(x, y) dy

2000 Mathematics Subject Classification. Primary 47G20; Secondary 47G30, 60J75, 60J35,
60G07, 35K99, 35B65, 47A60.�Partially supported by DFG (German Science Foundation) through SFB 611.

†Partially supported by DFG (German Science Foundation) through SFB 611.



662 H. ABELS AND M. K ASSMANN

if 1 � � < 2 and

(1.2) Lu(x) =
Z

Rn

(u(x + y)� u(x))k(x, y) dy

if 0 < � < 1. Herek: Rn� (Rn nf0g)! (0,1) is Hölder continuous of order� 2 (0, 1)
in x 2 Rn, measurable iny 2 Rn n f0g and can be decomposed ask = k1 + k2 such
that k1(x, y) = 0 for jyj � 2, k1 is (n + 1)-times differentiable iny, and the following
estimates are satisfied:

k��y k1( . , y)kC� (Rn) � Cjyj�n���j�j, 0< jyj � 2,(1.3)

k1(x, y) � cjyj�n��, 0< jyj � 1, x 2 Rn,(1.4)

kk2( . , y)kC� (Rn) � Cjyj�n��0 , 0< jyj � 1,(1.5) Z
jyj�1
kk2( . , y)kC� (Rn) dy<1,(1.6)

limjyj!1 kk2( . , y)kC� (Rn) = 0(1.7)

for all � 2 Nn
0 with j�j � N := n + 1, where 0� �0 < � < 2. Moreover, we assume

k1(x, �y) = k1(x, y) if � = 1. There are many examples satisfying these assumptions,
see the discussion below. A model case is given byk(x, y) = cjyj�n��, y 6= 0, which
leads toL =�(�1)�=2. Other examples are given byk(x, y) = g(x, y)jyj�n��, y 6= 0, if
g is sufficiently smooth, positive and bounded from above and away from zero. Note
that g does not need to be homogeneous iny nor in x.

Our main result concerning the Cauchy-Problem forL is given by the follow-
ing theorem. In the followingCs(Rn), s > 0, denotes the Hölder-Zygmund space and

Cs
0(Rn) = C1

0 (Rn)
k.kCs

. For a precise definition of the function spaces we refer to Sec-
tion 2.1 below.

Theorem 1.1. Let k satisfy(1.3)–(1.5),let L be defined as in(1.1), and let T> 0,
0< s< � , 0< � < 1. Then for every f2 C� ([0, T ]; Cs

0(Rn)) with f (0) = 0 there is a
unique u2 C1,� ([0, T ]; Cs

0(Rn)) \ C� ([0, T ]; Cs+�
0 (Rn)) solving

�tu� Lu = f in (0, T)� Rn,(1.8)

u(0, � ) = 0 in Rn.(1.9)

If f is non-negative, then u is non-negative as well.

The latter theorem will be a direct consequence of the fact that L generates an an-
alytic semi-group onCs

0(Rn) with 0< s< � . In order to prove this we will construct an
approximate resolvent toL using pseudodifferential operators with non-smooth symbols.
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Further down we formulate and prove an important corollary to the above theo-
rem. It involves the martingale problem which we briefly review. By D([0,1); Rn)
we denote the space of all càdlàg paths. A probability measure P� on D([0,1); Rn)
is said to be a solution to the martingale problem for (L, D(L)) with domain D(L)
being contained in the set of bounded functionsf : Rn! R, L defined as in (1.1) and� a probability measure onRn if, for any � 2 D(L)

��(5t )� �(50)� Z t

0
(L�)(5s) ds

�
t�0

is a P�-martingale with respect to the filtration (� (5s; s � t))t�0 and P�(50 = �) = 1.
Here5 is the usual coordinate process, i.e.,5: [0,1)�D([0,1);Rn)! Rn, 5t (!) =!(t). If for every � there is a unique solutionP� of the martingale problem, we say
that the martingale problem for (L, D(L)) is well-posed.

As a corollary to Theorem 1.1 we obtain the following result.

Theorem 1.2. Let L be defined as above. Then the martingale problem for
(L, C1

0 (Rn)) is well-posed.

Proof. The existence of a solutionP� for a given distribution� on Rn has been
established by several authors, see Theorem 2.2 in [40], Theorem IX.2.31 in [20] and
Theorem 3.2 in [15]. Note that these papers establish existence for a class which is
much larger than the class for which uniqueness is shown. Because of these results,
it is sufficient for us to prove uniqueness. Theorem 1.1 and more precisely, Corol-
lary 2.17 below, provide a bounded analytic semi-group (Tt )t�0 on Cs

0(Rn) for any s 2
(0, � ) with generator (L, Cs+�

0 (Rn)). In particular, this implies thatR(� � L) = Cs
0(Rn)

is dense inC0(Rn) for all � > 0 and the condition of the Hille-Yosida theorem for
Feller semi-groups, cf. [21, Theorem 17.11] are satisfied, where the global maximum
principle is easily verified. ThusL is a closable operator onC0(Rn) such thatL gener-
ates a Feller semi-group. Uniqueness of the martingale problem now follows from [14,
Chapter IV, Theorem 4.1].

Studying the existence of pure jump processes, i.e., processes without a diffusion
component, together with their properties is a field of stillincreasing interest. We list
some references dealing with the martingale problem for non-local operators such as
L. In the casek(x, y) = k(y) with k as in (1.1)L is a generator of a Lévy jump pro-
cess, i.e., a jump process with independent stationary increments. There are different
and more elegant approaches than the martingale problem to the existence of a corre-
sponding process, see [7], [38].

The martingale problem for an operator of the formA + L where A is a non-
degenerate elliptic operator andL is an operator of our type has been studied first in
[27], [40], [30]. SinceA is a second order operatorL is a lower order perturbation of
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A for many questions. [28], [29] seem to be the first articles treating the martingale
problem for pure jump processes generated by operators likeL. The main assump-
tions are thatk(x, y) is a perturbation of̃k(x, y) = jyj�d��, y 6= 0, together with quite
strong regularity assumptions. More general results have been obtained in [35] using
techniques from partial differential equations. In the latter articlek(x, y) is assumed to
be twice continuously differentiable in the first variable.

Strong results on the well-posedness have been obtained in [32], [33], [34]. The
authors use a setup similar to the one of the so called Calderon-Zygmund approach
in the theory of partial differential equations. In [32], [33] k(x, y) is assumed to be
only continuous in the first variable but some additional homogeneity is assumed in the
second variable. To add a personal comment, these results have been underestimated
in the literature from our point of view. This is maybe due to the fact that the journal
is not available easily and that the articles are written in asomewhat dense style.

Using pseudodifferential operators and anisotropic Sobolev spaces built with con-
tinuous negative definite functions [15] proves well-posedness of the martingale prob-
lem under assumptions likex 7! k(x, y) 2 C3n(Rn) but allowing for a more general
dependence ofk(x, y) on y. Moreover, the extension ofL to a generator of a Feller
semi-group is discussed. See [10] for similar techniques ininfinite dimensions and [36]
for related questions. In the setting of [15] a parametrix for the pseudodifferential op-
erator is constructed in [11]. These results do not apply to our setting since we assume
only Hölder regularity of the mappingx 7! k(x, y).

The results of [35], [32], [33], [15] and the ones in the present work do not
imply one another but have a large region of intersection. The assumptions on the
x-dependence ofk(x, y) in [35], [15], [34] are more restrictive but the assumptions on
the y-dependence are partly weaker than ours. The situation is reversed when compar-
ing our results to [32], [33]. Our techniques solving the Cauchy problem are different
from [35], [15] and [32].

The authors of [13] prove solvability of the Cauchy problem for a time dependent
pseudodifferential operatorL(t) = p(t , x, Dx) where the principal part of the symbol
p(t , x, � ) is homogeneous in� of degree� 2 [1, 2] and uniformly Hölder continuous
in (t , x). Their results do not apply to the uniqueness for solutionsof the martingale
problem since sufficient regularity of solutions to the Cauchy problem is not provided.

In the above list we do not mention results concerning what issometimes called
“stable-like” cases, i.e. whenk(x, y) � jyj�d��(x), y 6= 0. Well-posedness of the martin-
gale problem is proved in one spatial dimension in [4] when�( � ) is Dini-continuous.
Uniqueness problems for stochastic differential equations in similar situations but in-
cluding higher dimensions and also diffusion coefficients are considered in [45]. The
techniques of [4] can be extended to higher dimensions and toa larger class of prob-
lems, see to a larger class of problems, see [6]. See [18], [25] for results on the ques-
tion when the linear operators of typeL extend to generators of Feller processes in
the case when they-singularity of k(x, y) is of variable order. [16] provides such a re-
sult together with well-posedness of the martingale problem whenx 7! �(x) is smooth
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where�(x) is the order of differentiability ofL.
One scope of this contribution is to present an application of the theory of pseudo-

differential operators with non-smooth coefficients to jump processes. We hope to draw
the attention of probabilists to this method.

2. The Cauchy problem for Lévy-type operators

2.1. Preliminaries and notation. The characteristic function of a setA is de-
noted by1A. Furthermore, we defineh�i := (1 + j� j2)1=2 for � 2 Rn. Moreover, we
define6Æ := fz 2 C n f0g : jargzj < Æg for 0< Æ � � .

As usual, C1
0 (Rn) denotes the set of all smooth and compactly supported func-

tions f : Rn! R, S(Rn) denotes the space of all smooth and rapidely decreasing func-
tions, andS 0(Rn) = (S(Rn))0 the space of tempered distributions.Ck(Rn), k 2 N, shall
be the usual Banach space of continuous functions with bounded continuous deriva-
tives up to orderk. By Ck

0(Rn) we denote the closure ofC1
0 (Rn) with respect to the

norm of Ck(Rn). Cs(M; X), wheres 2 (0, 1), M � Rn, M closed, andX is a Banach
space, is the space of uniformly bounded Hölder continuous functions f : M ! X of
order s with uniformly bounded Hölder constant. Moreover,Cs(M) = Cs(M; R) and
f 2 C1,s([0, T ]; X) iff f : [0, T ] ! X is continuously differentiable and (d=dt) f 2
Cs([0, T ]; X). Finally, if f : Rn ! R, we define (�h f )(x) = f (x + h), x, h 2 Rn, and1h f = �h f � f .

For functions f 2 S(Rn) the Fourier transformF and its inverseF�1 are de-
fined via

F ( f )(� ) =
Z

e�i x �� f (x) dx, F�1( f )(x) =
Z

ei x �� f (� ) d̄� ,

where ¯d� = (2�)�nd� . When there is ambiguity we use subscripts to indicate the vari-
ables with respect to which the Fourier transform is taken, i.e., F ( f ) would be written
asFx 7!� ( f ). Finally, F: S 0(Rn)! S 0(Rn) is defined by duality andDx j := (1=i )�x j , j =
1, : : : , n, where�x j is the usual partial derivative.Dx denotes the vector (Dx1, : : : , Dxn ).

We use a dyadic partition of unity' j 2 C1
0 (Rn), j 2 N0, which satisfies supp'0 �

B2(0) and supp' j � f2 j�1 � j� j � 2 j +1g for j 2 N. Then the Hölder-Zygmund space
Cs(Rn), s> 0, consists of all f 2 S 0(Rn) satisfying

k f kCs = supf2ksk'k(Dx) f kL1 : k 2 N0g <1,

where

'k(Dx) f = F�1['k(� )F [ f ](� )].

Note thatCs(Rn) = Bs11(Rn), whereBs
pq(Rn), s 2 R, 1� p, q �1, denotes the usual

Besov space. Moreover, it is well-known thatCs(Rn) = Cs(Rn) for s 2 R+ nN, cf. [42,
Appendix A] or Triebel [44, Section 2.7].
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The closure ofC1
0 (Rn) in Cs(Rn) is denoted byCs

0(Rn). We will use the following
sufficient criterion for a function to belong toCs

0(Rn):

Proposition 2.1. Let 0< s< s0 < 1. Then every f2 Cs0 (Rn) satisfying

(2.1) lim
R!1k f kCs(RnnBR(0)) = 0

belongs toCs
0(Rn).

Proof. Let '"(x) = "�n'("�1x), ' 2 C1
0 (Rn) with

R '(x) dx = 1, be a standard
mollifier. Then '" � f !"!0 f in Cs(Rn) since f 2 Cs0 (Rn). Moreover, (2.1) implies
that each'" � f can be approximated by smooth, compactly supported functions up to
an arbitrarily small error inCs(Rn). This proves the proposition.

2.2. Pseudodifferential operators with non-smooth symbols. In the following,
the principal part of the Lévy-type operator will be represented as pseudodifferential
operator with a symbol of the following kind:

DEFINITION 2.2. Let n, n0 2 N, N 2 N0, m 2 R, and let � 2 (0, 1). Then a
function p: Rn0 �Rn! C belongs toC�Sm

1,0;N(Rn0 ; Rn) if p(x, � ) is Hölder continuous

w.r.t. x 2 Rn0 , N-times continuously differentiable w.r.t.� 2 Rn and satisfies

(2.2) k��� p( . , � )kC� (Rn) � Ch�im�j�j
uniformly in � 2 Rn and for all j�j � N. Moreover, let

kpkC� Sm
1,0;N

:= sup�2Rn,j�j�N
h�i�m+j�jk��� p( . , � )kC� (Rn).

REMARK 2.3. Note that
T�>0,N2N C�Sm

1,0;N(Rn; Rn) coincides with the classical
symbol classSm

1,0(R
n; Rn) as defined in [23]. A first treatment of pseudodifferential

symbols which are merely Hölder continuous in the space variable x and the associ-
ated operators was done by Kumano-go and Nagase [24]. Further results and many
references can be found in the monographs by Taylor [42, 43].

Fora = a(x, y, � ) 2 C�Sm
1,0;N(Rn�Rn;Rn) we define the associatedpseudodifferential

operator in (x, y)-form (formally) by

(2.3) a(x, Dx, x) f :=
Z

Rn

Z
Rn

ei (x�y)��a(x, y, � ) f (y) dy d̄� .

So far, it is not clear whethera(x, Dx, x) f in (2.3) is well-defined even forf 2 C1
0 (Rn).

This will be clarified later in each particular situation we have to deal with.
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REMARK 2.4. In order to underline the connection between the operator a(x, Dx, x)
and the corresponding symbola(x, y, � ) we write a(x, � , y) instead ofa(x, y, � ) in the
sequel.

In the special case thata(x, � , y) = p(x, � ), p 2 Sm
1,0;N(Rn; Rn), and f 2 S(Rn),

the operator in (2.3) is well-defined as iterated integrals and coincides with

p(x, Dx) f =
Z

Rn

ei x �� p(x, � ) f̂ (� ) d̄� ,

which is a pseudodifferential operator inx-form. The adjoints ofx-form pseudodifferential
operators are the pseudodifferential operators iny-form, which corresponds to the case
a(x, � , y) = p(y, � ), p 2 Sm

1,0;N(Rn; Rn), and is (formally) given by

p(Dx, x) f := F�1

�Z
Rn

e�iy�� p(y, � ) f (y) dy

�
.

If f 2 S(Rn), the inner integral defines a bounded continuous function in � 2 Rn and
p(Dx, x) is a well-defined operatorp(Dx, x) : S(Rn)! S 0(Rn).

REMARK 2.5. Working with non-smooth symbols it is important to distinguish
between pseudodifferential operators inx-form and in y-form since the mapping prop-
erties are different, cf. Theorem 2.6 below. The principal part of the operatorL will
be a pseudodifferential operator inx-form; but it is important to take the approximate
resolventQ� = q�(Dx, x) � (�� L)�1 as an operator iny-form, not in x-form. Other-
wise the mapping properties ofQ� would not fit to (�� L)�1: Cs

0(Rn)! Cs+�
0 (Rn) for

0 < s < � . This technique was already successfully applied to the resolvent equation
of the Stokes operator in suitable domains with non-smooth boundary, cf. [3, 1]. An
alternative way for a parametrix construction is describedin [2, Section 6], where the
operator is first reduced to a zero order operator and then theparametrix is constructed
in x-form. The latter article deals with pseudodifferentialboundary value problems; but
the construction also applies to pseudodifferential equations onRn.

Mapping properties of pseudodifferential operators with non-smooth coefficients
have been studied by several authors starting with the pioneering work of Kumano-go
and Nagase [24], cf. Taylor [42, 43] and the references giventhere. For our pur-
poses we will use the following theorem, which is a consequence of the results by
Marschall [31].
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Theorem 2.6. Let N> n=2, � 2 (0, 1), and let p2 C�Sm
1,0;N(Rn; Rn). Then

(2.4) p(x, Dx) : Cs+m
0 (Rn)! Cs(Rn) if 0< s< � , s + m> 0

and

(2.5) p(Dx, x) : Cs+m
0 (Rn)! Cs(Rn) if s > 0, 0< s + m< �

are bounded operators. Moreover, the operator norms can be estimated by CkpkC� Sm
1,0;N

,
where C is independent of p2 C�Sm

1,0;N(Rn; Rn).

REMARK 2.7. Note that for an operatorp(x, Dx) in x-form the order of the range
spaceCs is limited by the smoothness of the symbol inx. For the corresponding oper-
ator in y-form, p(Dx, x), the order of the domainCs+m

0 is limited by � .

Proof of Theorem 2.6. First of all, we note that the symbol classC�Sm
1,0;N(Rn;Rn)

coincides with the symbol classSm
1,0(� , N) defined in [31]. Moreover, if f 2 S(Rn),

then p(x, Dx) f defined as above coincides with the definition in [31] as a limit of
operators obtained from a symbol decomposition, cf. proof of [31, Proposition 2.4].
Hence [31, Proposition 2.4] implies that

kp(x, Dx) f kCs(Rn) � Ck f kCs+m(Rn)

for f 2 S(Rn) provided that 0< s< � and s + m> 0.
By our definition of p(Dx, x) : S(Rn)! S 0(Rn)

hp(Dx, x) f , gi =
Z

Rn

Z
Rn

ei x �� p(y, � ) f (y) dy ĝ(�� ) d̄� =
Z

Rn

f (x)q(x, Dx)g dx

for all f , g 2 S(Rn) with q(x, � ) = p(x, �� ). Because of [31, Proposition 4.3],
q(x, Dx)� : Cs+m(Rn)! Cs(Rn) provided that 0< s + m< � and s> 0.

Finally, it is easy to observe that all estimates done in the proof of [31, Proposi-
tion 4.3] are uniform for allp 2 C�Sm

1,0;N(Rn; Rn) with kpkC� Sm
1,0;N
� 1, which is noth-

ing but the boundedness of the linear mapping from the symbolspaceC�Sm
1,0;N(Rn;Rn)

into the corresponding space of linear operators.

The next important ingredient are kernel estimates of the Schwartz kernel associ-
ated to a pseudodifferential operator. We follow the presentation given in [39, Chap-
ter 6, Paragraph 4]. Givena 2 C�Sm

1,0;N(Rn � Rn; Rn) we define for j 2 N0

k j (x, y, z) := F�1� 7!z[a j (x, . , y)], a j (x, � , y) := a(x, � , y)' j (� ),

where' j is the Dyadic partition of unity introduced above.
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First of all, we have

Lemma 2.8. Let a 2 C�Sm
1,0;N(Rn � Rn), m 2 R, N 2 N0, � 2 (0, 1), and let

k j (x, y, z) be defined as above. Then

(2.6) k��z k j ( . , . , z)kC� (Rn�Rn) � C�,MkakC� Sm
1,0;N
jzj�M2 j (n+m�M+j�j)

for all � 2 Nn
0, M = 0, : : : , N, where C�,M does not depend on j2 N0 and a 2

C�Sm
1,0;N(Rn � Rn; Rn).

Proof. We start with

z
 D�
z k j (x, y, z) =

Z
Rn

ei z�� D
� [��a j (x, � , y)] d̄�
for all �, 
 2 Nn

0. We estimate the integral on the right hand side from above. Firstly,
the integrand is supported in the ballfj� j � 2 j +1g, which has volume bounded by a
multiple of 2nj . Secondly, since the support is also limited by the condition 2j�1 � j� j
(when j 6= 0) andc2 j � h�i � C2 j on f2 j�1 � j� j � 2 j +1g,

jD
� [��a j (x, � , y)]j � C�,
 kakC� Sm
1,0;N

2 j (m+j�j�j
 j)
due to the symbol estimates of��a j (x, � , y) 2 C�Sm+j�j

1,0;N (Rn � Rn; Rn). Hence

sup
x,y2Rn

jz
 D�
z k j (x, y, z)j � C�,
 kakC� Sm

1,0;N
2 j (n+m+j�j�M), whenever j
 j = M.

Taking the supremum over all
 with j
 j = M, gives (2.6) withC� (Rn � Rn) re-
placed byC0(Rn�Rn). In order to get the same forC� (Rn�Rn) one simply replaces
a j (x, � , y) and k j (x, y, z) by a j (x, � , y) � a j (x0, � , y0) and k j (x, y, z) � k j (x0, y0, z),
resp., in the estimates above and uses that

jD
� [��(a j (x, � , y)� a j (x
0, � , y0))]j

� C�,
 kakC� Sm
1,0;N

2 j (m+j�j�j
 j)(jx � x0j + jy� y0j)� .
This finishes the proof.

Using the latter lemma, we are able to prove the following kernel estimate:

Theorem 2.9. Let a2 C�Sm
1,0;N(Rn � Rn; Rn), � 2 (0, 1), m > �n, and N2 N0

such that N> n+m and let kj be defined as above. Then for every x, y, z2 Rn, z 6= 0,

k(x, y, z) :=
1X
j =0

k j (x, y, z)



670 H. ABELS AND M. K ASSMANN

exists, converges uniformly in x, y 2 Rn, jzj � " > 0, and satisfies

k��z k( . , . , z)kC� (Rn�Rn) �
(

C�kakC� Sm
1,0;N
jzj�n�m�j�j for jzj � 1,

C�kakC� Sm
1,0;N
jzj�N for jzj � 1,

uniformly in z 6= 0 for all � 2 N0 with j�j < N � n � m, where C is independent of
a 2 C�Sm

1,0;N(Rn � Rn; Rn).

Proof. First we consider the case when 0< jzj � 1. We brake the above sum into
two parts: the first where 2j � jzj�1, the second where 2j > jzj�1. In order to estimate
the first sum we use (2.6) withM = 0:

X
2 j�jzj�1

k��z k j ( . , . , z)kC� (Rn�Rn) � CkakC� Sm
1,0;N

X
2 j�jzj�1

2 j (n+m+j�j),
where X

2 j�jzj�1

2 j (n+m+j�j) = O(jzj�n�m�j�j)
sincen + m + j�j > 0.

Next, for the second sum, we use again (2.6) withM = N and get the estimateX
2 j>jzj�1

k��z k j ( . , z)kC� (Rn�Rn) � C�kakC� Sm
1,0;N
jzj�M

X
2 j>jzj�1

2 j (n+m+j�j�M)

� C0�kakC� Sm
1,0;N
jzj�n�m�j�j.

Finally, we consider the situationjzj � 1. SinceN > n + m + j�j, (2.6) shows that

1X
j =0

k��z k j ( . , z)kC� (Rn�Rn) � C�jzj�NkakC� Sm
1,0;N

1X
j =0

2 j (n+m�N+j�j)
� C0�kakC� Sm

1,0;N
jzj�N .

Hence the proof is complete.

The following corollary shows that (2.4) can be improved top(x, Dx): Cs+m
0 (Rn)!

Cs
0(Rn) under the same assumptions.

Corollary 2.10. Let N> n +m, � 2 (0, 1), let p2 C�Sm
1,0;N(Rn; Rn), and let f 2

C1
0 (Rn). Then p(x, Dx) f 2 Cs

0(Rn) for all 0< s< � with s+ m> 0 and p(Dx, x) f 2
Cs

0(Rn) provided that0< s + m< � and s> 0.
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Proof. For simplicity we only treat the case of the operator in x-form. The other
case is treated in the same way.

Fix 0< s< � with s+m> 0 and chooses0 2 (s, � ). Then p(x, Dx) f 2 Cs0 (Rn) due
to Theorem 2.6. Hence, using Proposition 2.1, it is sufficient to show (2.1). Because
of Theorem 2.9 witha(x, � , y) = p(x, � ),

p(x, Dx) f =
1X
j =0

p j (x, Dx) f =
1X
j =0

Z
Rn

k j (x, x � y) f (y) dy

=
Z

Rn

k(x, x � y) f (y) dy for all x 62 supp f .

The latter representation and the kernel estimate stated inTheorem 2.9 imply that for
sufficiently largeR> 0

kp(x, Dx) f kCs(RnnBR(0))

� sup
z6= 0
jzjNkk( . , z)kCs(Rn) supjxj�R

�Z
supp f

jx � yj�N dyk f kCs(Rn)

�

� Cjsupp f jk f k1jRj�N !R!1 0.

Hence (2.1) holds and thereforep(x, Dx) f 2 Cs
0(Rn). The statement forp(Dx, x) f is

proved in the same way.

Recall that, ifa 2 Sm
1,0(R

n � Rn; Rn) is a smooth symbol, then by the results of
the classical theory of pseudodifferential operators

a(x, Dx, x) = p(x, Dx),

where p 2 Sm
1,0(R

n � Rn; Rn) and

p(x, � ) = a(x, � , x) + r (x, � ),

with r 2 Sm�1
1,0 (Rn; Rn), see [23, Chapter 2, Section 3]. In the casea 2 C�Sm

1,0;N(Rn �
Rn; Rn), 0� � � m, the following result can be applied to

r (x, � , y) = a(x, � , y)� a(x, � , x).

Proposition 2.11. Let r 2 C�Sm
1,0;N(Rn � Rn; Rn), where � 2 (0, 1), 0� m < � ,

and N = n + 1. Moreover, we assume that r(x, � , x) = 0. Then

r (x, Dx, x) :=
1X
j =0

r j (x, Dx, x)
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converges absolutely inL(Cs(Rn)) for each0< s< � �m and satisfies

(2.7) kr (x, Dx, x)kL(Cs
0(Rn)) � Ckr kC� Sm

1,0;N
,

where C does not depend on r2 C�Sm
1,0;N(Rn � Rn; Rn). Moreover, r (x, Dx, x) maps

Cs
0(Rn) into itself.

Proof. First we denote

r M (x, Dx, x) f :=
MX
j =0

r j (x, Dx, x) f .

Using that

r j (x, Dx, x) =
Z

Rn

Z
Rn

k j (x, y, x � y) f (y) dy, f 2 S(Rn),

we have

r M (x, Dx, x) =
Z

Rn

kM (x, y, x � y) f (y) dy, f 2 S(Rn),

with kM (x, y,z) :=
PM

j =0k j (x, y,z). Note thatkM (x, x,z) = k j (x, x,z) = 0 sincer (x,� , x) =
0. By the proof of Theorem 2.9 it is obvious that

kkM ( . , z)kC� (Rn�Rn) �
�

Ckr kC� Sm
1,0;N
jzj�n�m if jzj � 1,

Ckr kC� Sm
1,0;N
jzj�n�1 if jzj � 1,

uniformly in z 6= 0 and M 2 N. But this implies

(2.8)
jkM (x, y, x � y)j = jkM (x, y, x � y)� kM (x, x, x � y)j

� Ckr kC� Sm
1,0;N
jx � yj�n�m+� (1 + jx � yj)m�1.

Hence Lebesgue’s theorem on dominated convergence impliesthat

r (x, Dx, x) f = lim
M!1 r M (x, Dx, x) f =

Z
Rn

k(x, y, x � y) f (y) dy

exists for everyx 2 Rn and f 2 L1(Rn). Moreover, since (2.8) holds fork(x, y, x� y)
as well, we conclude

(2.9) kr (x, Dx, x)kL(L1(Rn)) � Ckr kC� Sm
1,0;N

.
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In order to prove (2.7), we use the relation

1hr (x, Dx, x) f = r (x, Dx, x)(1h f ) +
Z

Rn

kh(x, y, x � y) f (y + h) dy,

where (1h f )(x) = f (x + h)� f (x), h 2 Rn, and

kh(x, y, z) = k(x + h, y + h, z)� k(x, y, z).

Moreover, kh(x, y, z) is the kernel belonging torh(x, Dx, x) with rh(x, � , y) = r (x +
h, � , y + h)� r (x, � , y) and it is easy to prove that

krhkC��sSm
1,0;N
� CjhjskrhkC� Sm

1,0;N

uniformly in h 2 Rn for each 0< s < � . Hence using (2.9) forr and rh, we con-
clude that

k1hr (x, Dx, x) f kL1 � Ckr kC� Sm
1,0;N
k1h f kL1 + CkrhkC��sSm

1,0;N
k f kL1

� Ckr kC� Sm
1,0;N
k f kCs(Rn)jhjs

for 0 < s < � � m. This finishes the proof of (2.7). The last statement is proved by
showing thatr (x, Dx, x) f 2 Cs

0(Rn) for f 2 C1
0 (Rn). This can be done in the same

way as in Corollary 2.10 using the decay of the kernelk(x, y, z) as jzj ! 1 and
Proposition 2.1.

2.3. Application to the resolvent equations. In this section we construct an ap-
proximate resolventQ� to a Lévy-type operatorL as introduced in (1.1), (1.2). Here
Q� = q�(Dx, x) is a pseudodifferential operator obtained by inverting the symbol of the
principal part of�� L.

More precisely, because of the assumption on the kernel, we have a decomposition

Lu(x) = L1u(x) + L2u(x), u 2 S(Rn),

where L j denotes the same kind of operator with kernelk j , j = 1, 2. HereL1 can be
considered as principle part andL2 is of lower order in the following sense:

Lemma 2.12. Let L2 be as above. Then L2 extends to a bounded operator
L2 : Cs+�00

0 (Rn) ! Cs
0(Rn) for any �00 > �0 and 0 < s < � provided that s+ �00 > 1

if � � 1.

Proof. First of all, if u 2 Cs0 (Rn) and 1< s0 < 2, then

(2.10) ju(x + y)� u(x)� y � ru(x)j � CkukCs0 (Rn)jyjs0 , jyj � 1.
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First we assume that 1� �0 < � < 2. Then (2.10) withs0 = �00 yields

(2.11)

kL2ukL1(Rn)

� C

 
sup

x2Rn,jyj�1
jyjn+�0 jk2(x, y)j + Zjyj�1

kk2( . , y)k1 dy

!
kukC�00 (Rn)

with a constantC independent ofk2. Moreover,

(2.12) 1h(L2u) = L2(1hu) + L2
h(�hu),

where L2
h is the Lévy-type operator with kernelk2

h(x, y) := k2(x + h, y)� k2(x, y). By
the assumptions on the kernel,

sup
x2Rn,jyj�1

jyjn+�0 jk2
h(x, y)j + Zjyj�1

kk2
h( . , y)k1 dy� Cjhjs

uniformly in h 2 Rn. Therefore using (2.11) withL2 replaced by holds forL2
h and k2

replaced byk2
h we conclude

kL2
h(�hu)kL1(Rn) � CjhjskukC�00 (Rn).

Hence, using the inequality above, (2.12), and (2.11), we conclude

k1h(L2u)kL1(Rn) � C(k1hukC�00 (Rn) + jhjskukC�00 (Rn)) � ChskukCs+�00 (Rn),

where we have usedk1hukC�00 (Rn) � CjhjskukCs+�00 (Rn). The latter inequality can be
easily proved by first proving the casess = 0, 1 and then using interpolation. Hence
L2 : Cs+�00 (Rn)! Cs(Rn).

Secondly, if 0< � < 1, then the proof above is easily modified using

ju(x + y)� u(x)j � CkukCs0 (Rn)jyjs0 , jyj � 1,

for u 2 Cs0 (Rn) and s0 2 (0, 1) instead of (2.10).
It remains to consider the case 0� �0 < 1� �. Using (2.10) withs0 = s+�00 2 (1, 2)

we conclude as before

(2.13)

kL2ukL1(Rn)

� C

 
sup

x2Rn,jyj�1
jyjn+�0 jk2(x, y)j + Zjyj�1

kk2( . , y)k1 dy

!
kukCs+�00 (Rn)

with a constantC independent ofk2. We use again (2.12). The second term can be
estimated in the same manner as before to obtain

kL2
h(�hu)kL1(Rn) � CjhjskukCs+�00 (Rn).
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But the first term in (2.12) has to be estimated differently: Using (2.10) withu replaced
by 1hu, we have on one hand

j1hu(x + y)�1hu(x)� y � r1hu(x)j
� Ck1hukCs+�00 (Rn)jyjs+�00 � C0kukCs+�00 (Rn)jyjs+�00 , jyj � 1.

On the other hand

j1hu(x + y)�1hu(x)� y � r1hu(x)j
� Ck1hukC1(Rn)jyj � C0jyjjhjs+�00�1kukCs+�00 (Rn), jyj, jhj � 1.

Interpolation of both inequalities yields

j1hu(x + y)�1hu(x)� y � r1hu(x)j � Cjhjsjyj�00kukCs+�00 (Rn)

uniformly in jhj, jyj � 1. With this inequality

kL21hukL1(Rn) � CjhjskukCs+�00 (Rn), jhj � 1,

is proved in the same way as before.
Finally, if f 2 C1

0 (Rn), one easily provesL2 f 2 Cs
0(Rn) with the aid of Proposi-

tion 2.1 and (1.7).

For the principal partL1, we use

u(x + y)� u(x)� y � ru(x) = F�1� 7!x[(eiy�� � 1� i � � y)û(� )],

u(x + y)� u(x) = F�1� 7!x[(eiy�� � 1)û(� )].

HenceL1 can be represented as a pseudodifferential operator

L1u(x) =
Z

Rn

ei x �� p(x, � )û(� ) d̄� ,

where

p(x, � ) :=
Z

Rn

(eiy�� � 1� i � � y)k1(x, y) dy if � 2 [1, 2),

p(x, � ) :=
Z

Rn

(eiy�� � 1)k1(x, y) dy if � 2 (0, 1).

Note that in the borderline case� = 1 we also have

p(x, � ) =
Z

Rn

(eiy�� � 1)k1(x, y) dy

sincek1(x, �y) = k1(x, y) by the assumptions.
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The following lemma shows thatp is a symbol in the class studied above.

Lemma 2.13. Let k1 : Rn � Rn ! R be N-times differentiable w.r.t. the second
variable satisfying

(2.14) k��y k1( . , y)kC� (Rn) � Cjyj�n���j�j
for all 0< jyj � 2 and j�j � N and k1(x, y) = 0 for jyj � 2 and k1(x, �y) = k1(x, y)
if � = 1. Then p2 C�S�1,0;N(Rn; Rn) where p is defined as above.

Proof. We denotef (s) = eis � 1� is, s 2 R, if � 2 [1, 2) and f (s) = eis � 1,
s 2 R, if � 2 (0, 1). Let 
 , � 2 Nn

0 with m = j
 j = j�j � N. Then

��� (� 
 f (y � � )) = ��� (�
y Fm(y � � )) = �
y (��� Fm(y � � )) = �
y (y� f (y � � ))

where Fm denotes them-th primitive of f . Therefore

��� (� 
 p(x, � )) =
Z

Rn

�
y (y� f (y � � ))k1(x, y) dy

= (�1)m
Z

Rn

y� f (y � � )�
y k1(x, y) dy

= (�1)mj� j�n�m
Z

Rn

z� f

�
z � �j� j

�
(�
y k1)

�
x,

zj� j
�

dz.

Hence, if� 6= 1

k��� (� 
 p( . , � ))kC� (Rn) � Cj� j�n�m
Z

Rn

jzjm jzj j
1 + jzj

���� zj� j
����
�n���m

dz

� C0j� j�,

where j = 2 if � � 1 and j = 1 else. Moreover, if� = 1, we use that

��� (� 
 p(x, � )) = (�1)mj� j�n�m
Z
jzj�1

z� f

�
z � �j� j

�
(�
y k1)

�
x,

zj� j
�

dz

+ (�1)mj� j�n�m
Z
jzj>1

z�(ez��=j� j � 1)(�
y k1)

�
x,

zj� j
�

dz

sincek1(x, �y) = k1(x, y) by assumption. Therefore

k��� (� 
 p( . , � ))kC� (Rn) � Cj� j�n�m
Z

Rn

jzjm jzj2
1 + jzj2

���� zj� j
����
�n���m

dz

� C0j� j�,

also in the case� = 1.
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Since�, 
 2 Nn
0 with j�j = j
 j � N are arbitrary, the latter estimate implies

k� 
 ��� p( . , � )kC� (Rn) � Cj� j�
for all j�j = j
 j � N, which is easy to prove by induction. Hence

k��� p( . , � )kC� (Rn) � Cj� j��j�j
since
 2 Nn

0 with j
 j = j�j is arbitrary.

Hence (1.3), Lemma 2.13, Theorem 2.6, and Corollary 2.10 imply that

p(x, Dx) : Cs+�
0 (Rn)! C�0 (Rn)

for all 0< s< � . Moreover, (1.4) implies

�Re p(x, � ) =
Z

Rn

(1� cosy � � )k1(x, y) dy

� c
Z

B2(0)
(1� cosy � � )jyj�n�� dy� Cj� j�

for all j� j � 1 and� Re p(x, � ) � 0 for all � 2 Rn. Since jp(x, � )j � Ch�i�, we
conclude that ���� Im p(x, � )

Re p(x, � )

���� � M

uniformly in j� j � 1. Thus p(x, � ) 2 C n 6Æ for Æ := � � arctanM > �=2 and for allj� j � 1.
Hence, we can define

q�(y, � ) := (�� p(y, � ))�1, y, � 2 Rn, � 2 6Æ0 , j�j � R,

for 0< Æ0 < Æ and R> supx2Rn,j� j�1jp(x, � )j.
Since p 2 C�S�1,0;N(Rn; Rn), we haveq� 2 C�S��1,0;N(Rn; Rn). More precisely, the

following lemma holds:

Lemma 2.14. Let q�, Æ be defined as above and� 2 6Æ0 where Æ0 2 (0, Æ) is
arbitrary. Then there is some R> 0 such that q� 2 C�S��1,0;N for all � 2 6Æ0 with j�j �
R. Moreover, for each�0 2 [0, �]

kq�kC� S��01,0;N
� CÆ0 (1 + j�j)�(���0)=�

uniformly in � 2 6Æ0 with j�j � R.
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Proof. First of all, by a simple geometric observation

j�� zj � cÆ0 maxfj�j, jzjg if � 2 6Æ0 , z 2 C n6Æ
provided that 0< Æ0 < Æ. As seen abovep(x, � ) 2 Cn6Æ for j� j � 1 and someÆ > �=2
and jp(x, � )j � cj� j� for j� j � 1. Hence

(2.15) j�� p(x, � )j � cÆ0 maxfj�j, j� j�g
for all j� j � 1 and� 2 6Æ0 with 0 < Æ0 < Æ arbitrary. Moreover, sincejp(x, � )j � C
for all j� j � 1 and x 2 Rn, we conclude that (2.15) holds for all� 2 Rn and � 2 6Æ0
with j�j � R for someR> 0 sufficiently large. Using this,p 2 C�S�1,0;N(Rn; Rn), and
the chain rule, one derives in a straight-forward manner that

k��� q�( . , � )kC� (Rn) � CÆ0 h�i�j�jj�j + j� j� � CÆ0 j�j�(���0)=�h�i��0�j�j
uniformly in � 2 Rn and � 2 6Æ0 , j�j � R> 0 and for all j�j � N, which proves the
statement.

Application of Theorem 2.6, Corollary 2.10 and the lemma above gives:

Corollary 2.15. Let q�, Æ, Æ0 be as above and let0< s< � . Then

q�(Dx, x) : Cs
0(Rn)! Cs+�

0 (Rn)

is a bounded linear operator, which satisfies

kq�(Dx, x)kL(Cs
0(Rn),Cs+�0

0 (Rn)) � CÆ0 j�j�(���0)=� for all � 2 6Æ0 , j�j � R,

for all 0� �0 � � with some sufficiently large R> 0.

Now we are in the position to prove the following key lemma.

Lemma 2.16. Let q�, Æ, Æ0 be as above and let0< s< � . Then

(�� p(x, Dx))q�(Dx, x) = I � R�
with

kR�kL(Cs
0(Rn)) � CÆ0 j�j�"

uniformly in � 2 6Æ0 with j�j � M for sufficiently large M> 0 and some" > 0 de-
pending on s, � .
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Proof. First of all, for eachf 2 C1
0 (Rn), q�(Dx, x) f 2 Cs0+�(Rn) with s< s0 < � .

We conclude

NX
j =0

' j (Dx)q�(Dx, x) f ! q�(Dx, x) f in Cs+�(Rn) as N !1.

Therefore

q�(Dx, x) f =
1X
j =0

' j (Dx)q�(Dx, x) f =
1X
j =0

q�, j (Dx, x) f

whereq�, j (� , y) = q�(� , y)' j (� ). Hence

(�� p(x, Dx))q�(Dx, x) f =
1X
j =0

(�� p(x, Dx))q�, j (Dx, x) f

= f +
1X
j =0

a�, j (x, Dx, x) f ,

wherea�, j (x, y, � ) = a�(x, � , y)' j (� ) and

a�(x, y, � ) =
�� p(x, � )�� p(y, � )

� 1 = (p(y, � )� p(x, � ))q�(y, � ).

Using Lemma 2.14, we conclude

ka�kC� S���01,0;N
� CkpkC� S�1,0;N

kq�kC� S��01,0;N
� CÆ0 (1 + j�j)�(���0)=�.

Sincea�(x, � , x) = 0, we can use Proposition 2.11 to conclude that

a�(x, Dx, x) =
1X
j =0

a�, j (x, Dx, x)

is well-defined as limit inL(Cs
0(Rn)) and satisfies

ka�(x, Dx, x)kL(Cs
0(Rn)) � Cka�kC� S���01,0;N

� CÆ0 (1 + j�j)�(���0)=�
for each 0< �0 < � with � � �0 < � � s.

Recall that an unbounded operatorA: D(A) � X! X generates an analytic semi-
group on a Banach spaceX if and only if A is closed,D(A) is dense, and there are
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someÆ > �=2, ! 2 R, and M � 1 such that (� � A)�1 exists for all� 2 ! +6Æ and
satisfies

(2.16) k(�� A)�1kL(X) � Mj�� !j for all � 2 ! +6Æ,
cf. [37].

Corollary 2.17. Let 0 < s < � . Then p(x, Dx) and L generate an analytic semi-
group onCs

0(Rn) with domainsD(L) = D(p(x, Dx)) = Cs+�
0 (Rn). Moreover, if A = p(x, Dx)

or A = L, then

k(�� A)�1kL(Cs
0(Rn),Cs+�0

0 (Rn)) � CÆ0 j�j�(���0)=� for all � 2 6Æ0 , j�j � R,

for all 0� �0 � � with some sufficiently large R> 0 and someÆ0 > �=2.

Proof. By a standard Neumann series argument Lemma 2.16 yields that

(�� p(x, Dx))�1 : Cs
0(Rn)! Cs+�

0 (Rn)

exists for all� 2 6Æ0 with j�j � R for some R> 0 and satisfies

k(�� p(x, Dx))�1kL(Cs
0(Rn)) � 2kq�(Dx, x)kL(Cs

0(Rn)) � Cj�j�1.

This implies (2.16) for a suitable choice of!. Hence p(x, Dx) generates an analytic
semi-group onCs

0(Rn) with domainD(p(x, Dx)) = Cs+�
0 (Rn).

Similarly,

(�� L)q�(Dx, x) = I � R� + L2q�(Dx, x),

where

kL2q�(Dx, x)kL(Cs
0(Rn)) � Ckq�(Dx, x)kL(Cs

0(Rn),Cs+�00
0 (Rn)) � CÆ,Æ0,�00 j�j�(���00)=�

uniformly in � 2 6Æ0 , j�j � R, with arbitrary�0 < �00 < �. Thus the same arguments
as before show thatL generates an analytic semi-group.

Finally, the uniform estimate of (�� A)�1 easily follows from Corollary 2.15.

Proof of Theorem 1.1. Because of Corollary 2.17, well-knownresults from semi-
group theory imply the existence of a unique classical solution u 2 C1,� ([0, T ];Cs

0(Rn))\
C� ([0, T ]; D(L)) of (1.8)–(1.9), cf. [37, Chapter 4, Theorem 3.5]. Finally, since (� �
L)�1 : Cs

0(Rn)! Cs+�
0 (Rn) is a bounded operator for� = R, the graph norm onD(L),

i.e., kukCs + kLukCs, is equivalent to the norm ofCs+�(Rn). That u inherits the non-
negativity from f is easily established using the maximum principle.
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