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1. Introduction and the main theorems

Aspandiiarov-Le Gall [1] studied the following random ctassetsk —, K and
K’: Let (B;;t > 0) be a linear standard Brownian motion starting at 0, and let

t
K~ = {t € [0, 1];/ (B, — B,)du <0 for everys € [0, r).},
K = {t € K*;/‘ (B, — B))du <0 for everys € (t, 1].},
t
K' = {t € K*;/ (B, — B;)du > 0 for everys € (t, 1].}.
t
They computed the Hausdorff dimension &f~, K and K.
Theorem ([1]). It holds dimK~ = 3/4, dimK = 1/2 and dimK’ < 1/2 almost
surely. The sek’ is possibly empty odimK’ = 1/2, both with positive probability.
The same statements hold if the weak inequalities in theitilefirof K —, K and K’

are replaced by the strict inequalities.

In this paper, we consider a cluster of random sets havingpusdimension.
For > 0 andc > 0, we define the following function¥ «f c¢) increasing onR:

V(a, c;y) =y° fory>O;V(a,c;0)=0;V(o¢,c;y)=—% for y < 0.

Let a, as, a— >0, ¢, ¢+, c— > 0 and writeV forV ¢, c), Vi for V(as,cs).
We define the random sets depending on the functiony’,. and V_:

(1.1) K= (V) = {z € [0, 1]; /t V(B, — B;)du <0 for everys € [0, z).},

(1.2) K(V_; Vi) = {z e K (Vo) /S Vi(B, — B;)du <0 for everys € (t, 1].},
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(1.3) K'(V_; V) = {t € K‘(V,);/ V.(B, — B;)du >0 for everys € (t, 1].}.
t

These sets consist of exceptional times in the senseRhat K~ (V)] = 0 for every
tre(,1] andP fe K(V_;V,)]= P[t € K'(V_; Vs)] =0 for everyr € [0, 1].

Theorem 1. We definev =1/(2+a), v— =1/2+a_) and v, = 1/(2 + o).
Let p, p—, p+ € (0, 1) be the unique solutions of the equations

¢’ sintv(1 — p) = sinwvp,
¢’ sintv_(1—p_) = sintv_p_,

crsinmre(1 — ps) = sinraps

respectively.

(a) For V =V(a,c), we have almost surelgimK —(V)=1— p/2.
For V. = V(as, c4) and V_ = V(a_, c_) we have(b) and (c):

(b) dimK (V_;V.) <1— (p_ +p+)/2 almost surely and

pdimK (v ;v >1- p*;’“} > 0.

(¢) dimK’(V_; Vi) <(1— p_ +p+)/2 almost surely and
. , 1—p_+ps
P |[dmK/(V_; V) > — > 0.

The behavior ofV ,V, and V_ outside any neighborhood of the origin have no
influence on the Hausdorff dimension; We could state ther#madn that fashon. The
parametersp, p—, p+ € (0, 1) in the statement of Theorem 1 are continuous and in-
creasing inc .+, c_ and have the range (0 1) since linyp =0 and lim_ ., p = 1.

In fact, they are equal to the probability of some event egldb the parameters in the
theorem, see the remark 4 in [4].

Note that for fixedq, it holds p = 1/2 if ¢ = 1. Hence the statements in the theo-
rem in [1] for K~ and K’ can be included in Theorem 1 singg~ = K—(V (4, 1)) and
K’ = K'(V(4, 1);V (4 1)). The implication by Theorem 1 ok , however, isaker
than [1], since we have not obtained the almost sure estifnae below.

Let a, 3> 0 andc,é > 0. If V = V(a,¢) and V = V(&a,¢), then there is no
inclusion in general betweek —(V) and K ~(V). However it is easy to see, for each
a, that K~ (V(a, c)) C K~ (V(o, ¢)) if ¢ < c. Hence we obtain a family

{K~(V(, 0));c € (0, 1)}

of decreasing random sets having strictly decreasing diioen
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The estimate in Theorem 1 for dikh— (V) is exhaustive in the following sense:
Let H be the set of times wheRB, attains its past-maximum:

H = {t €[0,1]; B, = sup Bs}.

0<s<t

It is well known that dimH = 12 a.s. SinceH C K~ (V(«,¢)) C [0, 1], we have
1/2 < dimK~—(V) < 1. The range of 1- p/2 is exactly (¥2, 1) and the trivial case
K=(V)=H or K~ (V) =0, 1] could be included if we allowe =0 or ¢ =0.

The estimate in Theorem 1 for dikh V(;V.,) is also exhaustive in the follow-
ing sense: Letr be the time when the maximum on,[0 1] & s attaine®l: >
B, for everyr € [0,1]. The inclusion{r} C K(V_;V.s) C [0,1] implies 0 <
dimK (V_;V.) < 1 and the range of the value-1(p_ + p:+)/2 is exactly (Q 1). The
extreme cases could also be included here.

In the same sense as Aspandiiarov and LeGall [1] noted coimceK’, K'(V_; V.)
can be interpreted as a weakened notion of the increasingspof Brownian motion
and it is not straightforward to exhibit an element Kf(V_; V.).

If both V_ and V, are V @, ¢) then (1— p_ + ps)/2 = 1/2 irrespective ofe and
c. This motivates the next theorem, which could be a versiosetflement of a con-
jecture at the end of [1]: dik’ = 1/2 a.s. on the even{B; > 0}.

Theorem 2. LetV={V:R —R;V(0)=0, V is strictly increasing.
We defineK’(V; V) for V € V in the same way a$l.3) replacing the weak in-
equalities by strict inequalities in the definition &f'(V; V):

t
K'(V:V) = {t € [0, 1];/ V(B, — B,)du <0 for everys € [0, 1),

and / V(B, — B;)du > 0 for everys € (¢, 1].}.
t
Then we haveP[dim K'(V; V) = 1/2] > 0, P[K'(V;V) c {0, 1}] > 0 and

P[diml?’(V;V): or K/(V;V)c {0, 1}}:1.

1
2

Remark 1. When the seK’(V; V) consists of exceptional times, we have the di-
chotomy that dinK’(V; V) = 1/2 if it is not empty.

The result of Theorem 2 is stronger than Theorem 1(c) for eadttly increasing
functions/ @, ¢), i.e. @ > 0, while Theorem 2 says nothing abovt , {0 ).

Theorem 2 is in fact a corollary of the following Theorem 3 dessentially to
Bertoin [3].
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Let VeV, xeRandX =K ¢);r > 0) be a cadlag path with limipf,., X(r) =
+o0o. We define, inspired by Bertoin [3],

13
K (V,x,X) = {t € [0, oo);/ V(X, —x)du <0 for everys € [0, 1),
and / V(X,—x)du >0 for everys € (t, oo).} ,
t
1
Ki(V,x, X) = {t € [0, 1];/ V(X, —x)du <0 for everys € [0, 1),

and / V(X, —x)du >0 for everys € (t, 1].}.
t

It is then easy to se&’(V; V) {0, 1} = Usky(v.c.-1K1(V. x, B).

In other words,K/_(V, x, X) and K{(V, x, X) consist of the locations of the over-
all minimum of the functions — [; V(X, — x)du on [0, o) or [0, 1] respectively and
K'(V; V) is the collections of such s that the functien— f(f V(B, — B;)du has the
unique minimum at % .

The following results are proven in Bertoin [3] in the caseenwhV ()= y =
V(L 1y).

Theorem 3. Let V € V and X be a levy process with no positive jump such
that liminf,_, ., X(t) = +oco a.s. Leta(x) be the rightmost element &’_(V, x, X).
(@ {a(x) — a(0);x > 0} and the procesg*(x) :=inf{r > 0; X, > x} have the same
law.
(b) For every fixedr € R, PX[4K/ (V,x, X)=1]=1
(c) Let g(0) = sudr > 0;X(t) < O} be the last exit time fronf—oo,0]. If V € V
satisfiesV(y) = —V(—y), thena(0) and g(0) — a(0) are independent and have the
same law.
(d) If X is a Brownian motion with unit drift, then{a(x) — a(0); x > 0} has
the Levy measure(2r)~1/2y=3/2¢=3/24y on (0, c0). If, moreover,V € V satisfies
V(y) = —V(-y), then the density of the common law «f0) and g(0) — a(0) is
2-Y41(1/4)"ty=3/4¢=2/2dy on (0, o).

RemarRk 2. The statement (a) and the first sentence in (d) hold for exneasing
V satisfying vV (0) = 0. The second sentence in (d) was known ta Bsatoin(private
communication).

This paper is organized as follows: We prove Theorem 1 ini@e@& using Theo-
rem 4, which contains an asymptotic estimate for some flticiyadditive functionals.
Theorems 2 and 3 are proven in Section 3. We prove Theorem 4dtio& 4 using a
theorem in [4].



EXCEPTIONAL TIMES OF BROWNIAN MOTION 213

AckNOWLEDGEMENT. The author would express his gratitude to Professor Stin’i
Kotani for his careful reading of a draft of this paper and Fis helpful comment.
Thanks also goes to the anonymous referee for advice on wimgrahe presentation.

2. Proof of Theorem 1

The argument here mimics that of Aspandiiarov and Le Gall l[d¢ by line.
We first state Theorem 4, an estimate for the distributionhef first hitting time of
fot V(B,)du, next define suitable approximations &f~(V), K(V_; V:) andK'(V_; V,)
and obtain some preliminary estimates. From that point an,omy need the straight-
forward changes.

Theorem 4. Leta > 0,¢ >0,V = V(a,¢), v =1/(2+«a) and p € (0, 1) be
the solution ofc” sinmv(1 — p) = sintrvp. We denote by(z, x, y; V) the probability
P[Vs €[0,1], x+ [y V(v + B,)du < Q].

Foranytr > 0, x < 0, y € R and there exist constant§y(z, x, y; V) > 0,
Ci(v, ¢) > 0 and C(x, y) > 0 such that it holds

(2.4) supc "’ p(t, ox, oy; V) = Colt, x, y; V),
a>0
(2.5) lim o=7p(t. o¥/"x, 0y, V) = Cafer, i ~*2Cx. y),

Moreover it holds
(2.6) Colt, x, y; V) < constt—*/%(|x[* v [y~|°),

DeriNniTion.  Lete €[0,1/2], a € [0,1—¢] and b € [, 1].
For V, Vi, V_ € Up>o.>0{V(a, ¢)} we define

9

!
K_,(V) = {t Ela+e, 1];/ V(B, — B,)du <0 for everys € [a,t — €]

E}

K;b(V) = {t €[0,b—¢]; / V(B, — B,)du <0 for everys € [r+ ¢, b]
t

—— —— ——

cp(V) = {t €[0,b —¢]; / V(B, — B,)du > 0 for everys € [t+ ¢, b]
1

k]

K&ﬂsb(v—; V+) = K;a(v—) N K;,b(v'*')’
K. op(Vo3 Vi) = K_((Vo) N K, (Va).

We also define

(2.7) K- (V)=K_o(V), K (V)=Ky(V),
(2.8) K(V_; V) = Keoa(Voi Vi), K(V_; Vi) = Ko(V_; Vi),
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(2.9) KV Vi) = KL ga(Voi Vi), K'(Vo; Vi) = KoV Va).

Lemma 5. Leta, a+, a_ >0, ¢, ¢+, c. > 0 and letp, p+, p_ be defined in
the statement oTheorem 1
(@ ForanyV =V(a,c), 0<e<1l/2andt > a, it holds

f—a p/2
( . > P[t € K_,(V)] < const

There exists a constar@z(V) > 0 such that it holds

c p/2
Plre ko~ e ()

ase \, 0 for everyt .
(b) For any V. = V(as, cs), V- =V(a_,c_), 0<e < 1l/2andt € (a, b),

t — p—/2 b—t p+/2
( . a) ( . ) P[t € K. 45(V_; V:)] < const

P p-/2 bh_t (1-p+)/2
( a) ( ) Plt € K., ,(V_;Vs)] < const

9 9

We denote by.(—-) the functiony — V.(—y). It holds ase \, 0

t b—t

.\ P/ PN
P[t S Ke,a,b(V*; V+)] ~ C3(V,)C3(V+) ( - Cl) <—> ’

c p—/2 e (1—p+)/2
Plt € K. ,,(V_; V)] ~ C3(V_)Ca(Vi(—-)) <[ ~ a) <b - t)

Proof. We only prove (a) since the statement (b) follows lyetireversalB, =

Bi_, and by reflectionB, = —B,.
Let P&y) be the law of the following two-dimensional diffusioX (z (¥ ¢ X)

1
Y(t)=y+B(@), X(@)=x +/ V(Y (s))ds.
0
By the strong Markov property,
Plt € K_ (V)] = EQolp(t —a =2, X (), Y(e); V)]

Under P, the law of X €), Y(¢)) is the same as that ot¥* X (1), c%/?¥(1)). By
(2.4) and (2.6), we have for arny> O,
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e P 2p(t —a — e, Y X(1), Y2y (1), V)
< constf —a — )2 (1X@Q)"|"* VY (1)7|°)
< constf —a) "2 (|X(L)" [ v [Y(1)"|?).

The quantity ({ — a)/e)?/?P[t € K_,(V)] is hence bounded. This bound also enables
us to prove the second sentence of (a) wit(V) = Ci(«, c)E(‘(’)yo)[é(X(l), Y (1)].
O

Lemma 6. We use the same notations as the previous lemma. It holdsnfpor a
e€(0,1/2) and0<s <t <1,
P
(2.10) P[{s,1} C K_,(V)] < Constm,
consteP—"r+
sP=12(t — s)lo=*p)/2(1 — £)P+/2’
conste—+1=p4)
sP=12(t — §)lp—*1=p)/2(1 — £)L=ps)/2°

(2.11)  P[{s,t} C Keap(V_; Vi) <

(212)  P[{s.1} C K., (Vi Va)] <

The constants here depend an a4, a_ andc, ¢+, c_.

Proof. This can be done using Lemma 5. See the proof of Pridmog! in [1].
]

Lemma 7. Let F,, be theo-field o(B, — Bs;u € [a,b]) for 0<a <b < 1.
For anya >0, ¢ > 0 and V = V(a, ¢) there existF, ,-measurable random vari-
ablesU, —, Usp+ and U, .. such that

(2.13) P[K~(V)N[a,b] 0| Far] < (b—a)"?Uap,—.
(2.14) PlK*(V)N[a, bl #0 | Fop] < (b —a)?Usp+,
(2.15) PLK*(V)N[a,b] #0 | Fop] < (b—a)* 20,4,

and Eo[(Ua»-)?] < consia™?, Eo[(Uup+)?] < cons(l— b)?, Eol(Uus.)?] <
const(1— b)~'**. The constants here depend anand c.

Proof. We prove (2.14) since (2.13), (2.15) and the cornedjmy moment esti-
mates follow by time-reversab, = B,_, and by reflectionB, = — B;.

Let 7, be the amplitude oB;, ona[ b ]. Note thaf is increasing. By modityi
the argument in the proof of Lemma 7 in [1], we can take

Uaps = (b —a) "?p(L—b, (b —a)V(~1ab)s —Nap; V)

The bound of the moment follows by (2.6) and by the fact thai has the same law
as @ — a)l/2,,70’1. ]
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Proof of Theorem 1. The upper estimates for the Hausdorffedsion is ob-
tained by the argument in the proof Proposition 6 in [1].

To obtain the lower estimates, we define the normalized lgisneasures: For
any Borel subsef of [0 1], let

e (F) = e P2IFn K- (V).
pe(F) = e~ P=*P2|F 0 K (Vo5 VL),
pL(F) = e =R F A KLV V).

We denote byM , the Polish space of all finite measures on [0 1] equipped wigh t
topology of weak convergence, and lay ,([0 1]) the Banach spdcall continuous
map from [Q 1] toR.

Let (¢,) be a sequence strictly decreasing to 0. We define the randoiables(”
taking values inM ; x C([0, 1]) by ¢" = (ue,, (B:; 0 <t < 1)). We define¢—" and "
in the same way using_ and/_ . The argument in [1] ensures that we may assume
the sequenceCl) is weakly convergent by extracting a subsequence. Skdishepre-
sentation theorem says that there is a probalility space/ingra sequence of random
variables¢" = (1", (B/';0 < t < 1)) and a random variablé> = (1>, (B>;0 <t <
1)) such that(” and (" have the same law an! converges ta.> almost surely.

Let K(V_; Vi; B>) be defined in the same way & V_(;V.) replacing B by
B°°. To prove thatu> is a.s. supported oK V(;V.; B*), we change the definition
of G(n,~) appearing in the proof of Lemma 9 in [1].

S

G, v) = {t <l-mn sup Vi(B, — B")du > 7} .

t+n<s<1lJt
Since V., has no discontinuities of the second kind, it is locally bdesh and hence we

can deduce, from the occupation time formula, tBat), ~) is an open set.
On the other handy”" is a.s. supported on

t+e,<s<1lJt

{t <l-¢,, sup Vi(B, — B/')du < 0}.

To deduce thap*(G(n,~)) = 0 and > is a.s. supported oK V(; V.; B>) by the
argument in the proof of Lemma 9 in [1], we need only to prove tbllowing:

(2.16) For fixeds andr / V.(B) — B;")du —>/ Vi(B° — B)du asn — 0.
t t

To prove (2.16), let, ¢’ be arbitrary positive numbers and let

R®(E,s)={x eR;3u <s,|x — BX| < 2'}.
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Since V. has discontinuity only at the origin (whem = 0), there exists 0< § <
¢’ such that for anyx,y € R*(¢, s) satisfying|x — y| < ¢ and |x| > &/, it holds
Vix) = Vi(y)| < e.

We can make/’ 1{|poe e | <3y du arbitrarily small by takings" small, and hence
[ Ve(Bl — B! (g pgri<crydu is also small if[| B" — B>|| < ¢, since V. is bounded
on R>(g, s).

Foru € [z, s] satisfying |B;° —B°| > &', we have|V.(B!—B!')—V.(B° —B®)| <
e if ||B" — B>|| < /2, which is satisfied for all large

We have thus proven (2.16).

Using Lemma 5 and the weak convergence we have

1
E[u— (0, 1])] = / di177/7Co(V) > 0,
0
1
E[p>([0,1])] = / dt tP=/2C3(V_)(L — t)~*/2C5(Vs) > 0,
0
1
E[;/"* (0, 1])] = / di 1= 2Cy(V_) (1 — 1)~ PECs(Vi(= ) > .
0

The positivity of these values is, through Frostman’s lemmetated to the positivity of
P[dimK— (V) < 1-— p/2] and its companions; The a.s. estimate from below follows
by the scaling property of Brownian motion as in [1]. O

3. Proof of Theorems 3 and 2

In this section,V is an strictly increasing function with @)Y anda ) is the
rightmost element ink._(V, x, X).

Lemma 8. (a) If xg < x; and there exists a triplézo, ¢1, 1) such that

to € K. (V,x0, X)\K.(V, x1, X),
h e Kéo(V, X0, X) n K(;O(V, X1, X),
tr € KL (V,x1, X)\K.,(V, xo0, X),

then it holdsry < 11 < fo.

(b) The cardinality ofK/_(V, xo, X) N K. (V, x1, X) are 0 or 1 for all xo < x;. For
all but countablex s, the cardinality ok (V, x, X)'s are 1.

(c) If fo’ V(X, — x)du is continuous inr andc , thea(x) is right contnuous.

Proof. We first note that foy < f, f; V(X, — x)du is strictly decreasing in

0 0
(@) Assumer; < fp. We then havefti V(X, — xo)du =0 andfti V(X, — x1)du >
0, which is a contradiction. We can prove < f, by the same argument and time-
reversal.
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(b) If both 7o andr; with 7o < 1, belong toK’_(V, xo, X)N K. (V, x1, X) then we
have ftzl V(X, — xo)du =0 =ft;1 V (X, — x1)du, which provides a contradiction.

By (a) and the first part of (b), we have for amy < x1, 10 € K/ _(V, x0, X) and
t € K (V,x1, X), 1 —to = 37 ¢y FIAMKL(V, X, X). Hence at most countably
many x 's admit diank’_(V, x, X) > 0.

(c) For any sequence, — t,, andx, — x» such thats, € K/_(V, x,, X), we
prove i € K. (V,xw, X). If s is greater tharv.,, then eventuallys > 7,. By the
definition of , € K._(V, x,, X),

0< / V(X, — x,)dr — / V(X, — xo0)dr.
t, loo
If s < too,s fs’“ V(X, — xs0)dr < 0 by the same argument and this establishgsc
K(/)o(va xo()a X)'
We have thus proven that x ( € lims ga(x +6) is in K. (V,x, X). It follows
from (a) thata ¢ +) dominates every element &fl_(V, x, X) and hencex X +) = x( ).
[

Lemma 9. If X is a Lévy process with no positive jumps which satisfies
lim, .. X; = oo, then for anyx > O, the two processegX, — x;0 < ¢ < a(x)) and
(X —x) 0 04x) = (Xa)+ — x5t > 0) are independent. Moreover, the law of the latter
process does not depend an

Proof. It can be proved by the same argument in Bertoin [3].

We definel; :f(f V(X, — x)du andm} = inb<,<,I'. Thena () is the last exit
time for the processX, — x, I — m}) from the point (0 0), which is finite almost
surely. It can also be provelf,.) = x. This enables us to apply the result by Getoor
on the last exit decomposition as in Bertoin [3]. O

Proof of Theorem 3(a). To use Lemma 8(c), we first show tifat,z ( ) =
fé V(X, — x)du is jointly continuous inz andt . Fix am > 0 and{ > 0. The set

R(1,8)={X,—x;0<r <7, |x| <&}

is bounded and so is its image By -).(This implies f &, ¢ ) is uniformly continuous
in 7 on the rectangld0 <r < 7, |x| < ¢}

Single point sets are not essentially polar for avi process with no positive
jump diverging to bo. There exist local timed., -(), the sojourn time density, so that

flrr) = / VOO

for 0 <t < 7 and|x| < &£ See e.g. Bertoin [2]. Let and’ be two points such
that |x| < &, |x| < €. By makingx’ arbitraily close tox , theC'-norm of L, (y +x') —
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L,(y+x) with respect tady can be made arbitrarily small sidge) i integrable. The
boundedness o/ om® (&) enables us to conclude thgtx,¢ ) is continuousxin
Local uniform continuity inr  combined with this implies camtity in two variables.
Hence right continuity ofa X ) follows from Lemma 8(c). Léty) be the right-
most location of the overall minimum ofo’ V(Xqxy+s —Xx — y)ds. By Lemma 8(a), we
havea & +y) =a & ) +a(y) for x > 0 andy > 0. The rest can be done just like the
proof of Theorem 1 in Bertoin [3]. U

Proof of Theorem 3(b). For any € x < x1, the event{#K. (V,x1, X) > 2} is
independent of X, — x;0 < r < a(x)) because it is the event thg;(@;Y V(X ey — x1)dt
attains its overall minimum at least twice. Hend®* #K[ (V,x,X) > 2] is the
same value for allx > 0. If it is positive, then with a positive probabilityjx €
[0, x0); 8K (V,x, X) > 2} has positive mass with respect to the Lebesgue measure.
This contradicts Lemma 8(b).

In the case where < 0, we just condition on the event tht  hits 0. We resort
to the strong Markov property at the first time = 0 aftgr = 0 and@lf§nuse
PX[tK’ (V,0,X)=1]=1. O

Proof of Theorem 3(c). We follow the argument by Bertoin [Bjdependence
is proven in Lemma 9. By (b)a (0) is the unlque location of thesrall minimum
of fo V(X;)ds. We define a new proces’;é by X, = —Xg0)—1—0 for 0 < ¢ < g(0),
X, = X, for t > g(0). It is known thatX and X have the same law. Sinde is an
odd function,

t R 2(0) 5(0)
=/ V(X,)du :/ V(=X,)du = Iy0)— —/ V(X,)du.
0

0 g(0)—1

The unique location of the minimum df is 2(0)—a(0) and has the same law as that
of a(0). ]

Proof of Theorem 3(d). This is proven in the same way as the fiag of The-
orem 1 in [3]. ]

Now we restate Theorem 2 as the following Lemma. Note &gV, B1/2, B) C
(0, 1) if By > 0 and the following lemma implies di&’(V; V) = 1/2 a.s. on the event
{Bl > 0}

Lemma 10. Let ai(x) be the rightmost element iK{(V, x, B). It holds
dimK’(V;V) = 1/2 a.s. on{3x, K;(V,x, B) C (0,1)} = {3x,0 < a1(x) < 1}, and
K'(v;Vv) c {0, 1} as. on{Vx, K{(V,x, B) = {0} or 1 € K;{(V,x, B)} = {Vx, a1(x) =
0 or 1}.



220 Y. IsozAkKI

Proof. We first note that, by the continuity & ¢ (B ai(x)) = x if 0 < a1(x) <
1 and henceK’(V; V) U {0, 1} = {as(x); 1K}(V, x, B) = 1}. The symmetric difference
of K'(V;V) and {a1(x);x € R} is at most a countable set, which has no effect on the
Hausdorff dimension.

We define the event fof € R, >0, x € R ande > 0,

E(,n,x,e)={K{(V,x,B)C(0,1),B1 —x —c > & I} —m}™ >n}.

Let B be the process conditioned @&, §, x, €). Since P [E €, n, x, £)] > 0, the law
of B is absolutely continuous with respect to the law of a stashd@ownian motion
on [0, 1], and hence to the law of a Brownian motion on [0 1] withitudrift.

If X is a Brownian motion on [Doc) with unit drift independent ofB , then

1
P{Vtzo,n+/ VX, +&)du > 0| >0.
0

Let X be the conditioned process on this event.

Now we defineZ byZ, =B, forr € [0,1] andZ, =B1+ X,_; for r > 1. The
law of Z is absolutely continuous with respect to the law of avmian motion on
[0, 00) with unit drift. For all x' < x + ¢, it follows from definition K}(V, x’, B) =
K. (V,x',Z) C (0, 1) and hence & a;(x’) =a(x’') < 1.

By a general theory for subordinators, for every> 0, dim{a(x’);x < x’ < x +
e} =1/2 a.s. on the evenf0 < a(x) < a(x +¢) < 1}. See e.g. Bertoin [2] Theorem
I11.15. Now we have a.s. o &(n, x, ¢),

1 . .

5= dim{a(x');x < x’ <x+e} =dim{ai(x’); x <x’ < x+¢}.
Let

F(&m x,e)i={ai(x);x <x’' <x+e, E(, n, x, ) occurs},

a random subset which is nonempty only on the evérg, n,(x, ). Since
K'(V;V)\{0, 1} is the same as a countable union of the random subsets of time fo
F(¢,7, x, €), the dichotomy that dink’(V; V)\{0, 1}) = 1/2 or K/(V; V)\{0, 1} = 0
holds.

Finally, if K{(V,x, B) # {0} and 1¢ K{(V, x, B) for somex , then there exists an
x’ such thatk{(V, x’, B) C (0, 1) by the continuity off(; V(Bs — x')ds in x'. [

4. Proof of Theorem 4

We quote a theorem in [4] and the proof of Theorem 4 is based. diNe fix o >
0c¢ >0 and writeV § ) forV &, c¢; y). Throughout this section we set=1/(a + 2)
and letp € (0, 1) be the unique solution af’ sintv(1 — p) = sintvp and C(x, y) be
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defined forx <0, y € R by
(4.17)C(x,y) = () Hx[Frme exp{

0o vp
X / dte™" (\x|t + ZVZC_l\y_Il/”) (IX|t + 2V2(y+)l/”)
0

—25()Y }
]
—1l+tv—vp

Now we have

Theorem 11 ([4]). For u >0, V = V(a, ¢) there exists a constar@s(a, c) > 0
such that it holds

(4.18) |im0/ dtpe Mo P p(t, oYVx, oy, V) = Cala, c),up/zé(x, y).
g— 0

Proof of Theorem 4. Since the integrand abowe/ p(r, o%/*x, oy; V), is de-
creasing inf ,

limsupo =" p(t, o¥"x, oy, V)

o—0

must be finite for every > 0 and it is trivial thato =" p(r, c¥/"x,0y; V) < 07 ? < 1
for large 0. Hence we know the overall supremum is finite, verifying J2.dnd we
denote it byCo(z, x, y; V), which is clearly monotone decreasingsin and inherites t
scaling property fromp #(x,y,V ):

Colt, x, y; V) =0 PColt, o/x,0y; V) =0 "Coloc %, x, y; V).

It is sufficient to prove (2.6) whern < 0 andy < 0. We deduce from the scaling
property and the monotonicity that

[x[* Co (t, -1, v)
x|

_v|—1/v
< [x[**Co (t, a2 Cyn yy;v)
] i

Co(t, x, y; V)

A

Co (1.3 A=y (< k) Ay V)
(el v [y17) Colt, =1, =1; V).

Combining this withCo(z, x, y; V) = t?/2Co(1, x, y; V), we obtain (2.6).
To prove (2.5), we note that the familfo—"p(t, o¥/"x, oy; V);o > 0} of de-
creasing functions has an upper boufiglz, x, y; V), which satisfies

oo

o0
/ dtpe M Colt, x, y; V) < const/ a’tue*’”tﬂ)/2 < 0.
0 0
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Given any sequence, \, 0, we can choose a subsequengesuch that the functions
(a!)~Pp(t, (c)Vx, o’y; V) converge pointwise on a dense subse{of> 0} and that

oo
/ dtpe " (a,) " p(t, (@) x, o)y V)
0
oo
. / dtpe lim (o!)7 p(t, (0 )Y x, 7' y: V).
O n—oo

By uniqueness of the Laplace transform, we deduce, forrany0,

Cu(a, c)&(x, y)t—+/?
r(1-p/2)

|im007pp(t, oVVx, oy V) =
o—
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