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## § 0. Introduction.

A set of three tensor fields $F, G$ and $H$ of type $(1,1)$ in a differentiable manifold which satisfy

$$
\begin{aligned}
& F^{2}=-1, \quad G^{2}=-1, \quad H^{2}=-1, \\
& F=G H=-H G, \quad G=H F=-F H, \quad H=F G=-G F
\end{aligned}
$$

is called an almost quaternion structure and a differentiable manifold with an almost quaternion structure an almost quaternion manifold.

If there exists, in an almost quaternion manifold, a system of coordinate neighborhoods with respect to which components of $F, G$ and $H$ are all constant, then the almost quaternion structure is said to be integrable and the almost quaternion manifold is called a quaternion manifold.

In a previous paper [8], the present authors studied integrability conditions for almost quaternion structures.

A set of three tensor fields $F, G$ and $H$ of type $(1,1)$ in a differentiable manifold which satisfy

$$
\begin{aligned}
& F^{2}=-1, \quad G^{2}=1, \quad H^{2}=1 \\
& F=-G H=H G, \quad G=H F=-F H, \quad H=F G=-G F
\end{aligned}
$$

is called an almost quaternion structure of the second kind and a differentiable manifold with an almost quaternion structure of the second kind an almost quaternion manifold of the second kind.

The main purpose of the present paper is first of all to study integrability conditions for an almost quaternion structure of the second kind and then to apply the results to the study of almost tangent structures and tangent structures.
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## § 1. Preliminaries.

Let $P$ and $Q$ be two tensor fields of type $(1,1)$ in a differentiable manifold of class $C^{\infty}$. The expression

$$
\begin{align*}
{[P, Q](X, Y)=} & {[P X, Q Y]-P[Q X, Y]-Q[X, P Y] } \\
& +[Q X, P Y]-Q[P X, Y]-P[X, Q Y]  \tag{1.1}\\
& +(P Q+Q P)[X, Y],
\end{align*}
$$

$X$ and $Y$ being arbitrary vector fields, defines a tensor field of type $(1,2)$ called the Nijenhuis tensor or the torsion tensor of $P$ and $Q$. We note that $[P, Q](X, Y)$ $=-[P, Q](Y, X),[P, Q](X, Y)=[Q, P](X, Y)$ and if $Q=+1$ or $-1,1$ denoting the unit tensor, then $[P, Q]$ vanishes identically.

As in the previous paper [8], we need following definitions and formulas. If $S$ is a tensor field of type $(1,2)$ and $N$ is a tensor field of type $(1,1)$, then $S \pi N$ is defined to be

$$
\begin{equation*}
(S \pi N)(X, Y)=S(N X, Y)+S(X, N Y) \tag{1.2}
\end{equation*}
$$

and $N \pi S$ to be

$$
\begin{equation*}
(N \pi S)(X, Y)=N(S(X, Y)) \tag{1.3}
\end{equation*}
$$

for arbitrary vector fields $X$ and $Y . S \pi N$ and $N \pi S$ are both of type (1,2).
Then for three tensor fields, $L, M$ and $N$ of type (1,1), we have [2]

$$
\begin{equation*}
[L, M N]+[M, L N]=[L, M] \pi N+L \pi[M, N]+M \pi[L, N] \tag{1.4}
\end{equation*}
$$

and for a tensor field $S$ of type $(1,2)$ and tensor fields $M, N$ of type $(1,1)$,

$$
\begin{equation*}
(S \pi M) \pi N-(S \pi N) \pi M=S \pi M N-S \pi N M \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
(M \pi S) \pi N=M \pi(S \pi N) . \tag{1.6}
\end{equation*}
$$

## § 2. The almost quaternion structure of the second kind.

We consider in this section an almost quaternion manifold of the second kind, that is, a differentiable manifold in which there exist three tensor fields $F, G$ and $H$ of type $(1,1)$ satisfying

$$
\begin{align*}
& F^{2}=-1, \quad G^{2}=1, \quad H^{2}=1  \tag{2.1}\\
& F=-G H=H G, \quad G=H F=-F H, \quad H=F G=-G F
\end{align*}
$$

We would like to study relations which exist between Nijenhuis tensors

## formed with $F, G$ and $H$.

The following argument is quite similar to that used in the previous paper [8], but since the difference from the previous one arising from the fact that we have here $G^{2}=1, H^{2}=1$ and $F=-G H=H G$ instead of $G^{2}=-1, H^{2}=-1$ and $F=G H=-H G$ in the previous case is so delicate that we repeat briefly the argument, similar to that used in [8].

We first put $L=M=F, N=G$ in (1.4) and find

$$
\begin{equation*}
[H, F]=F \pi[F, G]+\frac{1}{2}[F, F] \pi G . \tag{2.2}
\end{equation*}
$$

We then put $L=G, M=N=F$ in (1.4) and find

$$
\begin{equation*}
[H, F]=-[F, G] \pi F-F \pi[F, G]-G \pi[F, F] . \tag{2.3}
\end{equation*}
$$

From (2.2) and (2.3), we find

$$
\begin{equation*}
[H, F]=-\frac{1}{2}[F, G] \pi F-\frac{1}{2} G \pi[F, F]+\frac{1}{4}[F, F] \pi G \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
[F, G] \pi F+2 F \pi[F, G]+G \pi[F, F]+\frac{1}{2}[F, F] \pi G=0 . \tag{2.5}
\end{equation*}
$$

We next put $L=M=G, N=F$ in (1.4) and find

$$
\begin{equation*}
[G, H]=-G \pi[F, G]-\frac{1}{2}[G, G] \pi F . \tag{2.6}
\end{equation*}
$$

We then put $L=F, M=N=G$ in (1.4) and find

$$
\begin{equation*}
[G, H]=[F, G] \pi G+G \pi[F, G]+F \pi[G, G] . \tag{2.7}
\end{equation*}
$$

From (2.6) and (2.7), we find

$$
\begin{equation*}
[G, H]=\frac{1}{2}[F, G] \pi G+\frac{1}{2} F \pi[G, G]-\frac{1}{4}[G, G] \pi F \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
[F, G] \pi G+2 G \pi[F, G]+F \pi[G, G]+\frac{1}{2}[G, G] \pi F=0 . \tag{2.9}
\end{equation*}
$$

We put $L=F G, M=F$ and $N=G$ in (1.4) and find

$$
\begin{equation*}
[H, H]=-[F, F]+[H, F] \pi G+H \pi[F, G]+F \pi[G, H] . \tag{2.10}
\end{equation*}
$$

Equations (2.2) $\sim(2.9)$ are all same as in the previous paper [8], but equation (2.10) is a little different from (2.10) in the previous paper. We have the minus
sign in front of $[F, F]$. The difference comes from the fact that $G^{2}=+1$ instead of $G^{2}=-1$.

We then put $L=F G, M=G$ and $N=F$ in (1.4) and find

$$
\begin{equation*}
[H, H]=[G, G]-[G, H] \pi F-H \pi[F, G]-G \pi[H, F] . \tag{2.11}
\end{equation*}
$$

Thus, from (2.10) and (2.11), we find

$$
\begin{align*}
& {[H, H]=\frac{1}{2}\{-[F, F]+[G, G]+[H, F] \pi G} \\
&-G \pi[H, F]-[G, H] \pi F+F \pi[G, H]\} \tag{2.12}
\end{align*}
$$

and

$$
\begin{align*}
-[F, F]- & {[G, G]+[H, F] \pi G+G \pi[H, F] } \\
& +[G, H] \pi F+F \pi[G, H]+2 H \pi[F, G]=0 . \tag{2.13}
\end{align*}
$$

Equations (2.12) and (2.13) are also different from those in the previous paper [8].

Finally putting $L=M=N=F, G$ or $H$ in (1.4), we find

$$
\begin{align*}
{[F, F] \pi F } & =-2 F \pi[F, F],  \tag{2.14}\\
{[G, G] \pi G } & =-2 G \pi[G, G],  \tag{2.15}\\
{[H, H] \pi H } & =-2 H \pi[H, H] . \tag{2.16}
\end{align*}
$$

In a previous paper, we proved a series of theorems which hold for an almost quaternion structure of the first kind. The formulas used to prove these theorems differ from (2.3) $\sim(2.16)$ above only by the sign of the term $[F, F]$ in (2.10), (2.12) and (2.13) and consequently the theorems in the previous paper [8] having $[F, F]=0$ in the assumptions are also valid for the almost quaternion structure of the second kind. Thus Theorems 3.1~3.4 in the previous paper [8] are all valid also for an almost quaternion structure of the second kind.

Theorem 3.5 in the previous paper [8] which says that if $[F, G]=0,[F, H]=0$, then $[F, F]=0$ is also valid. Because to prove this, we have only to use (2.3). From the assumptions and (2.3), we have $G \pi[F, F]=0$, from which, using $G^{2}=+1$, we have $[F, F]=0$.

Since Theorems $3.6 \sim 3.8$ in the previous paper [8] are also valid for an almost quaternion structure of the second kind, we have

Theorem 2.1. For an almost quaternion structure ( $F, G, H$ ) of the second kind, if two of six Nijenkuis tensors

$$
[F, F],[G, G],[H, H],[G, H],[H, F],[F, G]
$$

vanish, then the others vanish too.
§ 3．Affine connections in an almost quaternion manifold of the second kind．
As in the previous paper［8］，we discuss here affine connections in an almost quaternion manifold of the second kind．

It is well known that，when a tensor field $G$ of type $(1,1)$ satisfying $G^{2}=1$ is given，there exists an affine connection $\dot{\delta}$ such that $\dot{\delta} G=0$ and its torsion tensor is proportional to the Nijenhuis tensor $[G, G]$ formed with $G$（see［7］）．Indeed，if we introduce first of all a symmetric affine connection $\dot{V}$ in the manifold and define an affine connection $\bar{\delta}$ by its coefficients of connection

$$
\begin{equation*}
\dot{\Gamma}_{j i}^{l_{j i}^{h}}=\stackrel{\circ}{\Gamma}_{j i}^{h}+\frac{1}{4}\left(\dot{V}_{j} G_{i}{ }^{t}+\dot{V}_{i} G_{j}{ }^{t}\right) G_{t}^{h}-\frac{1}{4}\left(\stackrel{\Gamma}{V}_{j} G_{t}^{h}-\grave{V}_{t} G_{j}{ }^{h}\right) G_{i}{ }^{t}, \tag{3.1}
\end{equation*}
$$

then we have

$$
\begin{gather*}
\dot{ウ}_{j} G_{i}^{h}=0, \\
\dot{\Gamma}_{j i}^{h_{i}}-\dot{\Gamma}_{\imath j}^{h_{j}}=-\frac{1}{8}[G, G]_{j i^{n}}, \tag{3.2}
\end{gather*}
$$

$[G, G]_{j i}{ }^{h}$ being components of the Nijenhuis tensor［ $G, G$ ］，where here and in the sequel Roman indices $a, b, c, \cdots, h, i, j, \cdots$ run over the range $\{1,2, \cdots, 2 m\}, 2 m$ being the dimension of the manifold．The second equation of（3．2）shows that the connection $\dot{\dot{b}}$ is symmetric if and only if $[G, G]=0$ ．

We now prove
Theorem 3．1．In order that there exists，in an almost quaternion manifold of the second kind with structure tensors $F, G$ and $H, ~ a ~ s y m m e t r i c ~ a f f i n e ~ c o n n e c-~$ tion $\nabla$ such that

$$
\nabla F=0, \quad \nabla G=0, \quad \nabla I=0,
$$

it is necessary and sufficient that

$$
[F, F]=0, \quad[G, G]=0 .
$$

Proof．We put

$$
\begin{equation*}
\Gamma_{j i}^{n}=\Gamma_{j i}^{\prime h}+T_{j i}{ }^{h}, \tag{3.3}
\end{equation*}
$$

where $⿳ 亠 口_{j i}^{h}$ are given by（3．1）and $T_{j i}{ }^{h}$ are defined by

$$
\begin{align*}
& \left.T_{j i}{ }^{h}=-\frac{1}{4}\left\{F_{\imath}^{t} \dot{t}_{t} F_{j}^{h}+\left(\dot{\nabla}_{j} F_{\imath}{ }^{t}\right) F_{t}^{h}-H_{i}{ }^{t}\right\rangle_{t} H_{j}^{h}+\left(\dot{\nabla}_{i} H_{j}{ }^{t}\right) H_{t}{ }^{h}\right\} \tag{3.4}
\end{align*}
$$

which also can be written as

$$
T_{j i}{ }^{h}=-\frac{1}{2}\left(\dot{\nu}_{j} F_{i}^{t}\right) F_{t}^{h}-\frac{1}{4}\left\{\left(\dot{\nu}_{i} F_{j}{ }^{t}\right) F_{t}^{h}+F_{i}{ }^{t} \dot{\nu}_{t} F_{j}^{h}-\left(G_{i}^{t} H_{s}^{h} \dot{\nu}_{t} F_{j}^{s}-H_{i}{ }^{t} \dot{\nu}_{t} H_{j}{ }^{h}\right)\right\} .
$$

Now, denoting by $\nabla_{\rho}$ the operator of covariant differentiation with respect to $\Gamma_{j i}^{h}$, we see that

$$
\nabla_{j} G_{i}{ }^{h}=\dot{\rightharpoonup}_{j} G_{i}{ }^{h}+T_{j t}{ }^{h} G_{i}{ }^{t}-T_{j i}{ }^{t} G_{t}{ }^{h},
$$

that is,

$$
\nabla_{j} G_{i}{ }^{h}=T_{j t^{h}} G_{i}{ }^{t}-T_{j i}{ }^{t} G_{t^{h}}
$$

by virtue of $\dot{\nu}_{j} G_{i}{ }^{h}=0$.
By a computation similar to that used in [8], we have

$$
\nabla_{j} G_{i}{ }^{h}=0
$$

using $F G=H, G H=-F, H F=G$ instead of $F G=H, G H=F, H F=G$ in [8].
On the other hand, we have

$$
\begin{equation*}
\nabla_{j} F_{i}{ }^{h}=\dot{\eta}_{j} F_{i}{ }^{h}+T_{j t}{ }^{h} F_{i}{ }^{t}-T_{j i}{ }^{t} F_{t}{ }^{h} . \tag{3.5}
\end{equation*}
$$

We substitute (3.4) into (3.5), then by a straightforward computation, we find

$$
\nabla_{j} F_{i}{ }^{h}=0 .
$$

We know that if we assume that $[G, G]=0$, then $\dot{\delta}$ is a symmetric affine connection and consequently from (3.3) we have in this case

$$
\Gamma_{j i}^{h}-\Gamma_{2 j}^{h}=T_{j i}{ }^{h}-T_{i j}{ }^{h} .
$$

On the other hand, we have from (3.4)

$$
T_{j i}^{h}-T_{i j^{h}}=\frac{1}{8}\left\{[F, F]_{j i}{ }^{h}-[H, H]_{j i}{ }^{h}-2[F, G]_{j i} i^{t} H_{t}{ }^{h}\right\} .
$$

Thus, if we assume that $[F, F]=0$ in addition to $[G, G]=0$, then by Theorem 2.1 we have

$$
T_{j i}{ }^{h}-T_{i j}{ }^{h}=0
$$

and consequently $V$ is a symmetric affine connection such that

$$
\nabla F=0, \quad \nabla G=0
$$

and hence

$$
\nabla H=\nabla(F G)=0
$$

The converse being evident, the proof of the theorem is completed.
Combining Theorems 2.1 and 3.1, we have

Theorem 3.2. In order that there exists, in an almost quaternion manifold of the second kind with structure tensors $F, G$ and $H$, a symmetric affine connection $\nabla$ such that

$$
\nabla F=0, \quad \nabla G=0, \quad \nabla H=0
$$

it is necessary and sufficient that two of the Nijenhuis tensors

$$
[F, F],[G, G],[H, H],[G, H],[H, F],[F, G]
$$

vanish.
In the proof of Theorem 3.1, we have put

$$
\Gamma_{j i}^{h}=\Gamma_{j i}^{h}+T_{j i}{ }^{h}
$$

where $T_{j i}{ }^{h}$ are given by (3.4). We shall now compute the torsion tensor of $\nabla$ assuming not necessarily $[F, F]=0,[G, G]=0$. Denoting by

$$
\begin{equation*}
S_{j i}{ }^{h}=\Gamma_{j i}^{h}-\Gamma_{{ }_{2 j}}^{h} \tag{3.6}
\end{equation*}
$$

the torsion tensor of $\nabla$, we have from (3.2) and (3.3)

$$
\begin{equation*}
S_{j i}{ }^{h}=-\frac{1}{8}[G, G]_{j i}{ }^{h}+T_{j i}{ }^{h}-T_{\imath i}{ }^{h} \tag{3.7}
\end{equation*}
$$

On the other hand, a straightforward computation shows that

$$
\begin{aligned}
T_{j i}{ }^{h}-T_{\imath j}{ }^{h}=\frac{1}{8}\{ & {[F, F]_{j i}{ }^{h}-[G, G]_{j i}{ }^{h}-[H, H]_{j i}{ }^{h} } \\
& \left.-2(H \pi[F, G])_{j i}{ }^{h}-\frac{1}{2}(F \pi[G, G] \pi F)_{j i}{ }^{h}\right\} .
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
S=\frac{1}{8}\left\{[F, F]-2[G, G]-[H, H]-2 H \pi[F, G]-\frac{1}{2} F \pi[G, G] \pi F\right\}, \tag{3.8}
\end{equation*}
$$

where $S$ is a tensor field of type $(1,2)$ with components $S_{j i}{ }^{h}$.
On the other hand, we have from (2.6)

$$
-\frac{1}{2}[G, G] \pi F=[G, H]+G \pi[F, G]
$$

and consequently

$$
-\frac{1}{2} F \pi[G, G] \pi F=F \pi[G, H]+H \pi[F, G] .
$$

Thus substituting this into (3.8), we find

$$
\begin{equation*}
S=\frac{1}{8}\{[F, F]-2[G, G]-[H, H]+F \pi[G, H]-H \pi[F, G]\} \tag{3.9}
\end{equation*}
$$

Now we let $F,-H, G$ play the roles of $F, G, H$ respectively in the discussion above, then we obtain an affine connection $V$ such that

$$
' \nabla F=0, \quad ' \nabla H=0, \quad \prime \nabla G=0
$$

and that the torsion tensor ${ }^{\prime} S$ of ${ }^{\prime} \nabla$ is given by

$$
\begin{equation*}
' S=\frac{1}{8}\{[F, F]-[G, G]-2[H, H]-F \pi[G, H]+G \pi[F, H]\} . \tag{3.10}
\end{equation*}
$$

Next, we let $i G, i F, H\left(i^{2}=-1\right)$ play the roles of $F, G, H$ respectively in the same discussion above. By the definition of $\nabla$, its coefficients $\Gamma_{j i}^{h}$ are still real even if $i G, i F, H$ play the roles of $F, G, H$ in (3.1), (3.3) and (3.4). We thus obtain an affine connection ${ }^{\prime \prime} \nabla$ such that

$$
" \nabla G=0, \quad " \nabla F=0, \quad " \nabla H=0
$$

and that

$$
\begin{equation*}
\prime \prime S=\frac{1}{8}\{2[F, F]-[G, G]-[H, H]-G \pi[F, H]+H \pi[F, G]\} . \tag{3.11}
\end{equation*}
$$

Thus if we define an affine connection by

$$
\frac{1}{3}\left(\Gamma_{j i}^{h}+\Gamma_{j i}^{\prime h}+^{\prime \prime} \Gamma_{j i}^{h}\right),
$$

' $\Gamma_{j i}^{h}$ and ${ }^{\prime} \Gamma_{j i}^{h}$ being respectively components of the affine connections $V$ and $" \nabla$, the covariant derivatives of $F, G$ and $H$ with respect to this connection vanish and the torsion tensor of this affine connection is given by

$$
\frac{1}{6}\{[F, F]-[G, G]-[H, H]\} .
$$

## § 4. Integrability conditions.

We say that an almost quaternion structure $(F, G, H)$ of the second kind is integrable if the manifold $M$ admitting ( $F, G, H$ ) can be covered by a system of coordinate neighborhoods in which components of $F, G$ and $H$ are all constant.

If we put

$$
A=\frac{1}{2}(I-G), \quad B=\frac{1}{2}(I+G)
$$

then from $F G+G F=0$, we have $F A=B F$ which shows that $r(A)=r(B), r$ denoting
the rank. On the other hand, since $A+B=I, A B=0$ we have $r(A)+r(B)=2 m$. Thus we see that

$$
r(A)=r(B)=m
$$

Assume that $[G, G]=0$, then there exists a coordinate system with respect to which $G$ has components of the form

$$
G=\left(\begin{array}{cc}
E & 0  \tag{4.1}\\
0 & -E
\end{array}\right),
$$

where $E$ is the $m \times m$ unit matrix (see [3]).
We represent components of the tensor field $F$ with respect to this coordinate system by

$$
F=\left(\begin{array}{ll}
F_{1} & F_{2} \\
F_{3} & F_{4}
\end{array}\right),
$$

where $F_{1}, F_{2}, F_{3}$ and $F_{4}$ are $m \times m$ matrices. Then from $F G+G F=0$, we find

$$
F_{1}=0, \quad F_{4}=0
$$

and from $F^{2}=-1$

$$
F_{2} F_{3}=F_{3} F_{2}=-E .
$$

Thus $F$ has the form

$$
F=\left(\begin{array}{cc}
0 & F^{\prime}  \tag{4.2}\\
F^{\prime \prime} & 0
\end{array}\right),
$$

where

$$
\begin{equation*}
F^{\prime} F^{\prime \prime}=F^{\prime \prime} F^{\prime}=-E . \tag{4.3}
\end{equation*}
$$

We now consider the condition

$$
\begin{equation*}
[F, F]=0 . \tag{4.4}
\end{equation*}
$$

If we represent components of $F$ by

$$
F=\left(\begin{array}{cc}
0 & F_{\hat{\lambda}^{k}}^{k}  \tag{4.5}\\
F_{\lambda^{k}}^{k} & 0
\end{array}\right),
$$

then (4.3) can be written as

$$
\begin{equation*}
F_{\lambda}^{\bar{\alpha}} F_{\bar{\alpha}}^{\kappa}=-\delta_{\hat{\lambda}}^{\kappa}, \quad F_{\bar{\lambda}}^{\alpha} F_{\alpha}^{\bar{\alpha}}=-\delta_{\bar{\lambda}}^{\bar{\varepsilon}} \tag{4.6}
\end{equation*}
$$

and (4.4) as

$$
\begin{aligned}
& \partial_{\mu} F_{\hat{\lambda}}^{\bar{x}}-\partial_{\lambda} F_{\mu}^{\bar{\mu}}=0, \\
& \partial_{\bar{\mu}} F_{\hat{\lambda}}^{x}-\partial_{\bar{\lambda}} F_{\bar{\mu}}^{k}=0,
\end{aligned}
$$

$\partial_{\mu}$ and $\partial_{\bar{\mu}}$ denoting $\partial / \partial x^{\mu}$ and $\partial / \partial x^{\bar{\mu}}$ respectively, where here and in the sequel Greek indices $\kappa, \lambda, \mu, \cdots$ run over the range $\{1,2, \cdots, m\}$ and $\bar{\kappa}, \bar{\lambda}, \bar{\mu}, \cdots$ the range $\{m+1, m+2, \cdots, 2 m\}$.

We have
Proposition 4.1. The symmetric affine connection appearing in Theorem 3.2 has the following components with respect to a coordinate system in which $G$ has components (4.1):

$$
\begin{align*}
& \Gamma_{\mu \overline{2}}^{\kappa}=-\left(\partial_{\mu} F_{\alpha}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa} \\
& \Gamma_{\bar{\beta} \bar{\alpha} \bar{\alpha}}^{\bar{\alpha}}=-\left(\partial_{\bar{\mu}} F_{\bar{\alpha}}^{\alpha}\right) F_{\alpha}^{\bar{\alpha}}, \tag{4.8}
\end{align*}
$$

all the others being zero.
Proof. From (4.1) and

$$
\nabla_{j} G_{i}{ }^{h}=\partial_{j} G_{i}{ }^{h}+\Gamma_{j i t}^{h} G_{i}{ }^{t}-\Gamma_{j i}^{t} G_{t}{ }^{h}=0,
$$

we find that $\Gamma_{j i}^{h}$ are all zero except $\Gamma_{\mu,}^{k}$ and $\Gamma_{\bar{p} \bar{i}}^{\mathrm{e}}$. On the other hand, from (4.5) and

$$
\nabla_{j} F_{\imath}^{h}=\partial_{j} F_{\imath}{ }^{h}+\Gamma_{j t}^{h} F_{\imath}{ }^{t}-\Gamma_{j i}^{t} F_{t}^{h}=0,
$$

we find

$$
\begin{aligned}
& \partial_{\bar{\mu}} F_{\bar{\lambda}}^{\kappa}-\Gamma_{\bar{\mu} \bar{\alpha}}^{\bar{\alpha}} F_{\bar{\alpha}}{ }^{\kappa}=0, \\
& \partial_{\mu} F_{\hat{\lambda}}^{\bar{\varepsilon}}-\Gamma_{\mu, \alpha}^{\alpha} F_{\alpha}^{\bar{\alpha}}=0,
\end{aligned}
$$

from which, using (4.3),

$$
\Gamma_{\mu \lambda}^{\kappa}=-\left(\partial_{\mu} F_{\lambda}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa}, \quad \Gamma_{\bar{\mu} \bar{\lambda}}^{\bar{k}}=-\left(\partial_{\bar{\mu}} F_{\bar{\alpha}}^{\alpha}\right) F_{\alpha}{ }^{\bar{k}} .
$$

Thus the proposition is proved.
We denote by

$$
R_{k j i}^{h}=\partial_{k} \Gamma_{j i}^{h}-\partial_{j} \Gamma_{k i}^{h}+\Gamma_{k t}^{h} \Gamma_{j i}^{t}-\Gamma_{j t}^{h} \Gamma_{k i}^{t}
$$

the curvature tensor of $\Gamma_{j i}^{h}$, then we have
Proposition 4.2. The curvature tensor $R$ of $\nabla$ appearing in Theorem 3.2 has the following components with respect to a coordinate system in which $G$ has components (4.1):

$$
\begin{align*}
& R_{\overline{\mathrm{j}} \mu \mathrm{i}}{ }^{\kappa}=-R_{\mu \bar{i} \bar{\lambda}}{ }^{\kappa}=\partial_{\overline{\hat{\nu}}} \Gamma_{\mu}^{\kappa}{ }^{\kappa}, \\
& R_{\nu \overline{\bar{x}}}=-R_{\bar{\mu} \nu \overline{\bar{k}}}=\partial_{\nu} \Gamma_{\bar{\mu} \bar{k}}^{\bar{k}}, \tag{4.9}
\end{align*}
$$

all the others being zero.
Proof. From Proposition 4.1 and the definition of $R_{k j i^{h}}{ }^{h}$, we have

$$
R_{\nu \mu \lambda}{ }^{k}=\partial_{\nu} \Gamma_{\mu \nu}^{k}-\partial_{\mu} \Gamma_{\nu \lambda}^{k}+\Gamma_{\nu \omega}^{k} \Gamma_{\mu \nu}^{\omega}-\Gamma_{\mu \mu \omega}^{\kappa} \Gamma_{\nu \lambda}^{\omega},
$$

from which, substituting (4.7),

$$
\begin{aligned}
R_{\nu / \lambda}^{\kappa}= & -\left(\partial_{\nu} \partial_{\mu} F_{\lambda}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa}-\left(\partial_{\mu} F_{\lambda}^{\bar{\alpha}}\right)\left(\partial_{\nu} F_{\bar{\alpha}}^{\kappa}\right) \\
& +\left(\partial_{\mu} \partial_{\nu} F_{\lambda}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa}+\left(\partial_{\nu} F_{\lambda}^{\bar{\alpha}}\right)\left(\partial_{\mu} F_{\bar{\alpha}}^{\kappa}\right)+\left(\partial_{\nu} F_{\omega}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa}\left(\partial_{\mu} F_{\lambda}^{\bar{\beta}}\right) F_{\bar{\beta}}^{\omega} \\
& -\left(\partial_{\mu} F_{\omega}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\kappa}\left(\partial_{\nu} F_{\lambda}^{\bar{\beta}}\right) F_{\bar{\beta}}^{\omega},
\end{aligned}
$$

from which, using (4.3),

$$
\begin{aligned}
R_{\nu \mu \bar{\alpha}}{ }^{\kappa}= & -\left(\partial_{\mu} F_{\lambda}^{\bar{\alpha}}\right)\left(\partial_{\nu} F_{\bar{\alpha}}^{\kappa}\right)+\left(\partial_{\nu} F_{\lambda}^{\bar{\alpha}}\right)\left(\partial_{\mu} F_{\bar{\alpha}}^{\kappa}\right) \\
& -F_{\omega}^{\bar{\alpha}}\left(\partial_{\nu} F_{\bar{\alpha}}^{\kappa}\right)\left(\partial_{\mu} F_{\lambda}^{\bar{\beta}}\right) F_{\bar{\beta}}^{\omega}+F_{\omega}^{\bar{\alpha}}\left(\partial_{\mu} F_{\bar{\alpha}}^{\kappa}\right)\left(\partial_{\nu} F_{\lambda}^{\bar{\beta}}\right) F_{\bar{\beta}}^{\omega},
\end{aligned}
$$

or again using (4.3),

$$
R_{\nu \mu \lambda^{k}}{ }^{k}=0 .
$$

Similarly we have

$$
R_{\bar{i} \bar{\beta} \overline{\lambda_{i}}}=0 .
$$

Also from Proposition 4.1 and the definition of $R_{k j i}{ }^{h}$, we can easily see that
all the other $R_{k j i}{ }^{h}$ being zero. Thus the Proposition is proved.
We now prove
Theorem 4.1. A necessary and sufficient condition that an almost quaternion structure $(F, G, H)$ of the second kind be integrable is that

$$
[F, F]=0, \quad[G, G]=0, \quad R=0
$$

where $R$ is the curvature tensor of the symmetric affine connection appearing in Theorem 3.2.

Proof. The necessity being evident, we shall prove the sufficiency. Following the assumption $[F, F]=0,[G, G]=0$, we can choose a coordinate system in which the tensor field $G$ has components (4.1) and consequently the tensor field $F$ has components (4.2).

We are now going to find a coordinate system $\left\{y^{h}\right\}$ in which the components $\tilde{G}_{i}{ }^{h}$ of $G$ in $\left\{y^{h}\right\}$ are still given by

$$
\tilde{G}_{i}{ }^{h}=\left(\begin{array}{cc}
\delta_{\hat{L}}^{k} & 0  \tag{4.10}\\
0 & -\delta_{\hat{\lambda}}^{\tilde{E}}
\end{array}\right)
$$

and the components $\tilde{F}_{i}{ }^{h}$ of $F$ in $\left\{y^{h}\right\}$ are given by
(4.11)

$$
\tilde{F}_{i}{ }^{h}=\left(\begin{array}{cc}
0 & C_{\hat{i}}^{k} \\
C_{i}^{k} & 0
\end{array}\right),
$$

where $C$ 's are constants satisfying

$$
\begin{equation*}
C_{\lambda}^{\bar{\alpha}} C_{\bar{\alpha}}{ }^{k}=-\delta_{\hat{\lambda}}^{\hat{k}}, \quad C_{\bar{\lambda}}{ }^{\alpha} C_{\alpha}{ }^{\bar{k}}=-\delta_{\overline{\hat{\lambda}}}^{\tilde{\Sigma}} . \tag{4.12}
\end{equation*}
$$

If we put

$$
\begin{equation*}
y^{h}=y^{h}\left(x^{i}\right), \tag{4.13}
\end{equation*}
$$

then we have from (4.1) and (4.10)

$$
\frac{\partial y^{k}}{\partial x^{2}} \tilde{G}_{k^{h}}=\frac{\partial y^{h}}{\partial x^{j}} G_{i^{j}},
$$

which are equivalent to

$$
\frac{\partial y^{\varepsilon}}{\partial x^{i}}=0, \quad \frac{\partial y^{\bar{k}}}{\partial x^{\lambda}}=0
$$

and consequently the coordinate transformation (4.13) must be of the form

$$
\begin{equation*}
y^{k}=y^{k}\left(x^{x}\right), \quad y^{\bar{z}}=y^{\bar{z}}\left(x^{\bar{k}}\right) . \tag{4.14}
\end{equation*}
$$

On the other hand, we have from (4.5) and (4.11)

$$
\frac{\partial y^{k}}{\partial x^{2}} C_{k^{h}}=\frac{\partial y^{h}}{\partial x^{j}} F_{i^{j}},
$$

which are equivalent to

$$
\begin{align*}
& \frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} C_{\bar{\alpha}}^{\varepsilon}=\frac{\partial y^{\kappa}}{\partial x^{\alpha}} F_{\bar{\alpha}}^{\alpha}, \\
& \frac{\partial y^{\alpha}}{\partial x^{\alpha}} C_{\alpha}^{\bar{\alpha}}=\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{\alpha}}} F_{\alpha^{\bar{\alpha}}}, \tag{4.15}
\end{align*}
$$

or to

$$
\begin{equation*}
\frac{\partial y^{\alpha}}{\partial x^{\alpha}} C_{\alpha}^{\overline{ }}=\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{a}}} F_{\lambda}^{\bar{\alpha}} \tag{4.16}
\end{equation*}
$$

by virtue of (4.6) and (4.12).

To eliminate constants $C$ 's, we differentiate (4.16) partially with respect to $x^{\mu}$ and take account of (4.14), then we obtain

$$
\frac{\partial^{2} y^{\alpha}}{\partial x^{\mu} \partial x^{2}} C_{\alpha}^{\bar{\alpha}}=\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{\alpha}}}\left(\partial_{\mu} F_{\alpha}^{\bar{\alpha}}\right),
$$

from which, transvecting with $C_{\bar{k}}{ }^{\omega}$ and using (4.12),

$$
-\frac{\partial^{2} y^{\omega}}{\partial x^{\mu} \partial x^{\lambda}}=\left(\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{\alpha}}} C_{\bar{\kappa}}^{\omega}\right)\left(\partial_{\mu} F_{\lambda^{\bar{\alpha}}}^{\bar{\alpha}}\right),
$$

or, using the first equation of (4.15),

$$
\frac{\partial^{2} y^{\omega}}{\partial x^{\mu} \partial x^{2}}=-\frac{\partial y^{\omega}}{\partial x^{\nu}}\left(\partial_{\mu} F_{\lambda}^{\bar{\alpha}}\right) F_{\bar{\alpha}}^{\nu} .
$$

Thus we have obtained a system of differential equations

$$
\begin{equation*}
\frac{\partial^{2} y^{\kappa}}{\partial x^{\alpha} \partial x^{2}}=\frac{\partial y^{k}}{\partial x^{\alpha}} \Gamma_{\mu, \mu \nu}^{\alpha}, \tag{4.17}
\end{equation*}
$$

where $\Gamma_{\mu^{2}}^{\alpha}$ are given by (4.8). Similarly, we have

$$
\begin{equation*}
\frac{\partial^{2} y^{\bar{i}}}{\partial x^{\bar{i}} \partial x^{\bar{i}}}=\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{a}}} \Gamma_{\bar{\mu} \bar{\alpha}}^{\bar{\alpha}}, \tag{4.18}
\end{equation*}
$$

where $\Gamma_{\bar{\beta} \bar{\lambda}}^{\tilde{\alpha}}$ are given by (4.8).
But we assumed that $R=0$, which means that

$$
\partial_{\bar{\nu}} \Gamma_{\mu \lambda}^{k}=0, \quad \partial_{\nu} \Gamma_{\bar{\mu} \bar{\lambda}}^{\bar{k}}=0
$$

and consequently that $\Gamma_{\mu \nu}^{\kappa}$ are functions of $x^{\nu}$ only and $\Gamma_{\bar{\mu} \bar{\nu}}^{\bar{\nu}}$ functions of $x^{\bar{\nu}}$ only. Moreover we have

$$
\begin{aligned}
& R_{\nu \mu \lambda}{ }^{\kappa}=\partial_{\nu} \Gamma_{\mu \lambda}^{\kappa}-\partial_{\mu} \Gamma_{\nu \lambda}^{\varepsilon}+\Gamma_{\nu \alpha}^{s} \Gamma_{\mu \lambda}^{\alpha}-\Gamma_{\mu \alpha \alpha}^{\kappa} \Gamma_{\nu \lambda}^{\alpha}=0,
\end{aligned}
$$

which show that (4.17) and (4.18) are both completely integrable and admit solutions $y^{k}=y^{k}\left(x^{\alpha}\right), y^{\bar{z}}=y^{\tilde{z}}\left(x^{\bar{\alpha}}\right)$ such that

$$
\left|\frac{\partial y^{k}}{\partial x^{k}}\right| \neq 0, \quad\left|\frac{\partial y^{\bar{\varepsilon}}}{\partial x^{\bar{x}}}\right| \neq 0
$$

respectively.
Using these solutions, we effect a coordinate transformation. Then it is easily seen that the tensor $G$ has components given by (4.10). Denoting by

$$
\tilde{F}_{i}{ }^{h}=\left(\begin{array}{ll}
f_{\lambda}^{k} & f_{\hat{\lambda}}^{k}  \tag{4.19}\\
f_{\lambda^{k}}^{\bar{E}} & f_{\hat{\lambda}}^{\bar{\lambda}}
\end{array}\right),
$$

the components of the tensor field $F$ in $\left\{y^{h}\right\}$, we have

$$
\begin{equation*}
\frac{\partial y^{k}}{\partial x^{i}} f_{k}^{h}=\frac{\partial y^{h}}{\partial x^{j}} F_{i}{ }^{J} \tag{4.20}
\end{equation*}
$$

from which we have

$$
\begin{equation*}
f_{\lambda}^{k}=0, \quad f_{\bar{\lambda}}^{\bar{k}}=0 \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} f_{\bar{\alpha}}^{\kappa}=\frac{\partial y^{\kappa}}{\partial x^{\alpha}} F_{\bar{\alpha}}^{\alpha} \tag{4.22}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial y^{\alpha}}{\partial x^{\lambda}} f_{\alpha}^{\bar{z}}=\frac{\partial y^{\bar{z}}}{\partial x^{\bar{\alpha}}} F_{\lambda}{ }^{\bar{\alpha}} \tag{4.23}
\end{equation*}
$$

Since $F_{i}^{h}$ satisfies (4.6), $f_{i}^{h}$ satisfies

$$
\begin{equation*}
f_{\lambda}^{\bar{\alpha}} f_{\bar{\alpha}}^{\kappa}=-\delta_{\bar{\lambda}}^{\varepsilon}, \quad f_{\bar{\lambda}}^{\alpha} f_{\alpha}^{\bar{\varepsilon}}=-\delta_{\bar{\lambda}}^{\bar{x}} . \tag{4.24}
\end{equation*}
$$

We prove that the functions $f_{\bar{\lambda}}^{x}$ and $f_{\lambda^{\bar{k}}}$ are constant.
Differentiating (4.22) partially with respect to $x^{\mu}$ and taking account of (4.14), we have

$$
\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} \partial_{\mu} f_{\bar{\alpha}}^{\kappa}=\frac{\partial^{2} y^{\kappa}}{\partial x^{\mu} \partial x^{\alpha}} F_{\bar{\alpha}}^{\alpha}+\frac{\partial y^{\kappa}}{\partial x^{\alpha}} \partial_{\mu} F_{\bar{\alpha}}^{\alpha}
$$

from which, substituting (4.8) and (4.17),

$$
\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\lambda}}} \partial_{\mu} f_{\bar{\alpha}}^{\kappa}=-\frac{\partial y^{\kappa}}{\partial x^{\omega}}\left(\partial_{\mu} F_{\alpha}^{\bar{\beta}}\right) F_{\bar{\beta}}^{\omega} F_{\bar{\lambda}}^{\alpha}+\frac{\partial y^{\kappa}}{\partial x^{\alpha}} \partial_{\mu} F_{\bar{\lambda}}^{\alpha}=0
$$

and consequently

$$
\partial_{\mu} f_{\tilde{\alpha}}^{\kappa}=0
$$

Differentiating (4.22) partially with respect to $x^{\bar{\mu}}$ and taking account of (4.14), we find

$$
\frac{\partial^{2} y^{\bar{\alpha}}}{\partial x^{\bar{\mu}} \partial x^{\bar{\alpha}}} f_{\bar{\alpha}}^{\kappa}+\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} \partial_{\bar{\mu}} f_{\bar{\alpha}}^{\kappa}=\frac{\partial y^{\kappa}}{\partial x^{\alpha}}\left(\partial_{\bar{\mu}} F_{\bar{\alpha}}^{\alpha}\right)
$$

from which, substituting (4.8) and (4.18),

$$
-\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\omega}}}\left(\partial_{\bar{\mu}} F_{\bar{\lambda}}^{\beta}\right) F_{\beta}^{\bar{\omega}} f_{\bar{\alpha}}^{\kappa}+\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} \partial_{\bar{\mu}} f_{\bar{\alpha}}^{\kappa}=\frac{\partial y^{\kappa}}{\partial x^{\alpha}}\left(\partial_{\bar{\mu}} F_{\lambda}^{\alpha}\right),
$$

or, using (4.23),

$$
-\frac{\partial y^{\omega}}{\partial x^{\beta}} f_{\omega}^{\bar{\omega}}\left(\partial_{\bar{\mu}} F_{\bar{\alpha}}^{\beta}\right) f_{\bar{\alpha}}^{\varepsilon}+\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} \partial_{\bar{\mu}} f_{\bar{\alpha}}^{\varepsilon}=\frac{\partial y^{\varepsilon}}{\partial x^{\alpha}}\left(\partial_{\bar{\mu}} F_{\bar{\alpha}}^{\alpha}\right),
$$

and consequently

$$
\frac{\partial y^{\bar{\alpha}}}{\partial x^{\bar{\alpha}}} \partial_{\bar{\mu}} f_{\bar{\alpha}}^{\kappa}=0,
$$

that is

$$
\partial_{\bar{\mu}} f_{\bar{\alpha}}^{x}=0 .
$$

Thus we see that $f_{\bar{\alpha}}{ }^{*}$ are constant.
We can similarly prove that $f_{\alpha}^{a}$ are also constant. Thus the theorem is proved.

Combining Theorems 2.1 and 4.1, we have
Theorem 4.2. A necessary and sufficient condition for an almost quaternion structure $(F, G, H)$ of the second kind to be integrable is that two of Nijenhuis tensors

$$
[F, F],[G, G],[H, H],[G, H],[H, F],[F, H]
$$

vanish and $R=0$.
§ 5. Concomitants of nilpotent tensors of type ( 1,1 ).
We consider, in this section, two tensor fields $P$ and $Q$ of type $(1,1)$ satisfying

$$
\begin{equation*}
P^{2}=0, \quad Q^{2}=0, \quad P Q+Q P=1 . \tag{5.1}
\end{equation*}
$$

Putting $L=M=P, N=Q$ in (1.4), we have

$$
[P, P Q]+[P, P Q]=[P, P] \pi Q+P \pi[P, Q]+P \pi[P, Q],
$$

or

$$
\begin{equation*}
[P, P Q]=P \pi[P, Q]+\frac{1}{2}[P, P] \pi Q \tag{5.2}
\end{equation*}
$$

and putting $L=N=P, M=Q$ in (1.4),

$$
[P, Q P]+\left[Q, P^{2}\right]=[P, Q] \pi P+P \pi[Q, P]+Q \pi[P, P]
$$

or

$$
\begin{equation*}
[P, Q P]=[P, Q] \pi P+P \pi[P, Q]+Q \pi[P, P] . \tag{5.3}
\end{equation*}
$$

Since we have, from the third equation of (5.1),

$$
\begin{equation*}
[P, P Q]+[P, Q P]=0, \tag{5.4}
\end{equation*}
$$

we have, from (5.2) and (5.3),

$$
\begin{equation*}
[P, P Q]=-\frac{1}{2}[P, Q] \pi P-\frac{1}{2} Q \pi[P, P]+\frac{1}{4}[P, P] \pi Q \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
[P, Q] \pi P+2 P \pi[P, Q]+Q \pi[P, P]+\frac{1}{2}[P, P] \pi Q=0 . \tag{5.6}
\end{equation*}
$$

Interchanging $P$ and $Q$ in (5.2), (5.3), (5.4), (5.5) and (5.6) above, we have respectively

$$
\begin{equation*}
[Q, Q P]=Q \pi[P, Q]+\frac{1}{2}[Q, Q] \pi P \tag{5.7}
\end{equation*}
$$

$$
\begin{equation*}
[Q, P Q]=[P, Q] \pi Q+Q \pi[P, Q]+P \pi[Q, Q], \tag{5.8}
\end{equation*}
$$

$$
\begin{equation*}
[Q, P Q]+[Q, Q P]=0, \tag{5.9}
\end{equation*}
$$

$$
\begin{equation*}
[Q, P Q]=\frac{1}{2}[P, Q] \pi Q+\frac{1}{2} P \pi[Q, Q]-\frac{1}{4}[Q, Q] \pi P \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
[P, Q] \pi Q+2 Q \pi[P, Q]+P \pi[Q, Q]+\frac{1}{2}[Q, Q] \pi P=0 . \tag{5.11}
\end{equation*}
$$

Now, putting $L=M=N=P$ in (1.4), we find

$$
\begin{equation*}
[P, P] \pi P=-2 P \pi[P, P] \tag{5.12}
\end{equation*}
$$

and putting $L=M=N=Q$, we find

$$
\begin{equation*}
[Q, Q] \pi Q=-2 Q \pi[Q, Q] . \tag{5.13}
\end{equation*}
$$

Also, putting $L=P Q, M=P, N=Q$ in (1.4) and using $Q^{2}=0$, we find

$$
\begin{equation*}
[P Q, P Q]=[P, P Q] \pi Q+P \pi[P Q, Q]+P Q \pi[P, Q] \tag{5.14}
\end{equation*}
$$

and putting $L=Q P, M=Q, N=P$, we find

$$
\begin{equation*}
[Q P, Q P]=[Q, Q P] \pi P+Q \pi[Q P, P]+Q P \pi[P, Q] . \tag{5.15}
\end{equation*}
$$

On the other hand, we have, from the third equation of (5.1),

$$
[P Q, P Q]=[I-Q P, I-Q P]=[Q P, Q P]
$$

and consequently, we have, from (5.14) and (5.15),

$$
\begin{align*}
{[P Q, P Q]=} & {[Q P, Q P] } \\
= & \frac{1}{2}\{[P, P Q] \pi Q-Q \pi[P, P Q]+[Q, Q P] \pi P  \tag{5.16}\\
& -P \pi[Q, Q P]+[P, Q]\}
\end{align*}
$$

and

$$
\begin{gather*}
{[P, P Q] \pi Q+Q \pi[P, P Q]+P \pi[Q, P Q]+[Q, P Q] \pi P}  \tag{5.17}\\
+2 P Q \pi[P, Q]-[P, Q]=0 .
\end{gather*}
$$

Now we have from (5.1)

$$
\begin{gathered}
(P Q)^{2}=P Q, \quad(Q P)^{2}=Q P, \quad(P Q)(Q P)=(Q P)(P Q)=0, \\
P Q+Q P=1,
\end{gathered}
$$

which show that $P Q$ and $Q P$ are complementary projection operators and consequently define two complementary distributions. We call the distribution defined by the projection operator $P Q$ the horizontal distribution and that defined by the projection operator $Q P$ the vertical distribution.

A vector $X$ in the horizontal distribution, that is, a vector $X$ satisfying $P Q X=X$, or $Q P X=0$ is said to be horizontal and a vector $Y$ in the vertical distribution, that is, a vector $Y$ satisfying $Q P Y=Y$, or $P Q Y=0$ said to be vertical.

Since $Q P(P X)=0$ and $P(P Q X)=0$ for an arbitrary vector $X$, the operator $P$ transforms a vector into a horizontal vector and a horizontal vector into a zero vector.

Since $P Q(Q X)=0$ and $Q(Q P X)=0$ for an arbitrary vector $X$, the operator $Q$ transforms a vector into a vertical vector and a vertical vector into a zero vector.

We here show that if two $2 m \times 2 m$ matrices $P$ and $Q$ satisfy (5.1), then the rank $r(P)$ of $P$ and that $r(Q)$ of $Q$ are both equal to $m$.

First of all if we put $F=P-Q$, then we have

$$
P F=-P Q, \quad F P=-Q P, \quad F Q=P Q
$$

and $F^{2}=-1$, from which we see that $F$ is regular. Thus we have

$$
r(P)=r(P Q)=r(Q P)=r(Q) .
$$

Denoting by $V^{2 m}$ a $2 m$-dimensional vector space, we put

$$
\begin{aligned}
& \Pi_{1}=\left\{V \in V^{2 m} \mid P Q V=V\right\}, \\
& \Pi_{2}=\left\{V \in V^{2 m} \mid Q P V=V\right\} .
\end{aligned}
$$

Then, since $P Q+Q P=1$, we have

$$
V^{2 m}=\Pi_{1}+\Pi_{2} \quad(\text { direct sum })
$$

and consequently we have

$$
2 m=\operatorname{dim} \Pi_{1}+\operatorname{dim} \Pi_{2},
$$

that is

$$
r(P Q)+r(Q P)=2 m
$$

from which, using $r(P Q)=r(Q P)$,

$$
r(P Q)=r(Q P)=m
$$

Thus

$$
r(P)=r(Q)=m
$$

We assume throughout this section that $[Q, Q]=0$. The reason why we use terminologies above and this assumption will appear in $\S 7$.

Theorem 5.1. If $[Q, Q]=0$, then the vector field

$$
[Q P, Q P](X, Y) \quad \text { or } \quad[P Q, P Q](X, Y)
$$

is vertical for arbitrary vector fields $X$ and $Y$.
Proof. First of all we have from the assumption $[Q, Q]=0$ and (5.7)

$$
[Q, Q P]=Q \pi[P, Q],
$$

from which

$$
P Q \pi[Q, Q P]=0 .
$$

On the other hand, from (5.15) we find

$$
P Q \pi[Q P, Q P]=P Q \pi([Q, Q P] \pi P)=(P Q \pi[Q, Q P]) \pi P
$$

by virtue of (1.6), from which

$$
P Q \pi[Q P, Q P]=0 .
$$

Thus $P Q[Q P, Q P](X, Y)=0$, which shows that $[Q P, Q P](X, Y)$ is a vertical vector field. Since $[Q P, Q P]=[P Q, P Q],[P Q, P Q](X, Y)$ is also vertical.

Corollary 1. If $[Q, Q]=0$, then the vertical distribution is integrable.
Proof. Let $X$ and $Y$ be arbitrary vector fields, then we have, by the definition of the Nijenhuis tensor,

$$
[Q P X, Q P Y]=\frac{1}{2}[Q P, Q P](X, Y)+Q P[Q P X, Y]+Q P[X, Q P Y]-Q P[X, Y]
$$

Since $[Q P, Q P](X, Y)$ is vertical by Theorem 5.1, the equation above shows that $[Q P X, Q P Y]$ is vertical and consequently the vertical distribution is integrable.

Corollary 2. If $[Q, Q]=0$, a necessary and sufficient condition for the horizontal distribution to be integrable is that

$$
[P Q, P Q]=0 .
$$

Proof. A necessary and sufficient condition for the horizontal distribution to be integrable is that $[P Q X, P Q Y$ ] is horizontal for arbitrary vector fields $X$ and $Y$. But, we have, from the definition of the Nijenhuis tensor

$$
[P Q X, P Q Y]=\frac{1}{2}[P Q, P Q](X, Y)+P Q[P Q X, Y]+P Q[X, P Q Y]-P Q[X, Y]
$$

Since $[P Q, P Q](X, Y)$ is always vertical by Theorem 5.1, a necessary and sufficient condition for $[P Q X, P Q Y]$ to be horizontal is the vanishing of $[P Q, P Q](X, Y)$ for arbitrary vector fields $X$ and $Y$. Thus the corollary is proved.

Theorem 5.2. If $[P, Q]=0$ and $[Q, Q]=0$, then $[P Q, P Q]=0$.
Proof. We have, from the assumption and (5.7),

$$
\begin{equation*}
[Q, Q P]=0, \tag{5.18}
\end{equation*}
$$

and from (5.3)

$$
\begin{equation*}
[P, Q P]=Q \pi[P, P] . \tag{5.19}
\end{equation*}
$$

Substituting (5.18) and (5.19) into (5.15), we find

$$
\begin{aligned}
{[P Q, P Q] } & =[Q P, Q P] \\
& =Q \pi(Q \pi[P, P]) \\
& =Q^{2} \pi[P, P] \\
& =0,
\end{aligned}
$$

which proves the theorem.
Combining Theorem 5.2 and Corollary 2 to Theorem 5.1, we have
Corollary 1. If $[P, Q]=0$ and $[Q, Q]=0$, then the horizontal distribution is integrable.

We have also
Theorem 5.3. If $[P, P]=0$ and $[Q, Q]=0$, then we have $[P, Q]=0$.

Proof. From (5.6) and $[P, P]=0$, we have

$$
\begin{equation*}
[P, Q] \pi P=-2 P \pi[P, Q] \tag{5.20}
\end{equation*}
$$

and from (5.11) and $[Q, Q]=0$
$[P, Q] \pi Q=-2 Q \pi[P, Q]$.
We find, from (5.2) and $[P, P]=0$,

$$
\begin{equation*}
Q \pi[P, P Q]=Q P \pi[P, Q] \tag{5.22}
\end{equation*}
$$

and, from (5.2) and $[P, P]=0$,

$$
\begin{aligned}
{[P, P Q] \pi Q } & =(P \pi[P, Q]) \pi Q \\
& =P \pi([P, Q] \pi Q)
\end{aligned}
$$

and consequently using (5.21)

$$
\begin{equation*}
[P, P Q] \pi Q=-2 P Q \pi[P, Q] . \tag{5.23}
\end{equation*}
$$

Similarly, we have, from (5.7) and $[Q, Q]=0$,

$$
P \pi[Q, Q P]=P Q \pi[P, Q]
$$

or

$$
\begin{equation*}
P \pi[Q, P Q]=-P Q \pi[P, Q] \tag{5.24}
\end{equation*}
$$

and

$$
\begin{aligned}
{[Q, Q P] \pi P } & =(Q \pi[P, Q]) \pi P \\
& =Q \pi([P, Q] \pi P)
\end{aligned}
$$

or using (5.20)

$$
\begin{align*}
& {[Q, Q P] \pi P=-2 Q P \pi[P, Q],} \\
& {[Q, P Q] \pi P=2 Q P \pi[P, Q] .} \tag{5.25}
\end{align*}
$$

Substituting (5.22), (5.23), (5.24) and (5.25) into (5.17), we find

$$
-2 P Q \pi[P, Q]+Q P \pi[P, Q]-P Q \pi[P, Q]+2 Q P \pi[P, Q]+2 P Q \pi[P, Q]-[P, Q]=0,
$$

that is, using $Q P-1=-P Q$,

$$
P Q \pi[P, Q]-Q P \pi[P, Q]=0,
$$

from which, using $(P Q)^{2}=P Q,(Q P)^{2}=Q P,(P Q)(Q P)=(Q P)(P Q)=0$, we find

$$
P Q \pi[P, Q]=0, \quad Q P \pi[P, Q]=0 .
$$

Thus, adding these equations and remembering $P Q+Q P=1$, we have $[P, Q]=0$, which proves the theorem.

Thus combining Corollary 1 to Theorem 5.2 and this theorem, we have
Corollary. If $[P, P]=0$ and $[Q, Q]=0$, then the horizontal distribution is integrable.

We also have
Theorem 5.4. If $[P, Q]$ is vertical, that is, $[P, Q](X, Y)$ is vertical for arbitrary vector fields $X$ and $Y$, and $[Q, Q]=0$, then we have

$$
[P Q, P Q]=2[P, Q] .
$$

Proof. Since $[P, Q](X, Y)$ is vertical for arbitrary vector fields, we have $[P, Q]=(Q P) \pi[P, Q]$. Substituting this and $[Q, Q]=0$ into (5.7), we find

$$
\begin{equation*}
[Q, Q P]=0 . \tag{5.26}
\end{equation*}
$$

On the other hand, from (5.2) and $[P, Q]=(Q P) \pi[P, Q]$, we have

$$
\begin{equation*}
Q \pi[P, P Q]=[P, Q]+\frac{1}{2} Q \pi([P, P] \pi Q), \tag{5.27}
\end{equation*}
$$

and from (5.6)

$$
\begin{aligned}
& Q \pi([P, Q] \pi P)+2 Q P \pi[P, Q]+\frac{1}{2} Q \pi([P, P] \pi Q)=0, \\
& (Q \pi[P, Q]) \pi P+2(1-P Q) \pi[P, Q]+\frac{1}{2} Q \pi[P, P] \pi Q=0,
\end{aligned}
$$

or, using $[P, Q]=(Q P) \pi[P, Q]$,

$$
\begin{equation*}
Q \pi[P, P] \pi Q=-4[P, Q] . \tag{5.28}
\end{equation*}
$$

From (5.27) and (5.28), we find

$$
\begin{equation*}
Q \pi[P, P Q]=-[P, Q] . \tag{5.29}
\end{equation*}
$$

From $Q P$ त $[P, Q]=[P, Q],(5.15)$ and (5.26), we have

$$
\begin{aligned}
{[P Q, P Q] } & =[Q P, Q P] \\
& =Q \pi[Q P, P]+[P, Q]
\end{aligned}
$$

or using (5.29)

$$
[P Q, P Q]=2[P, Q],
$$

which proves the theorem.

## § 6. Relations between ( $\boldsymbol{F}, \boldsymbol{G}, \boldsymbol{H})$ and $(\boldsymbol{P}, \boldsymbol{Q})$.

We first suppose that there are given, in a differentiable manifold, two tensor fields $P$ and $Q$ of type $(1,1)$ satisfying $(5.1)$. Then we can easily verify that tensor fields $F, G, H$ of type $(1,1)$ defined by

$$
\begin{equation*}
F=P-Q, \quad G=P+Q, \quad H=F G=P Q-Q P \tag{6.1}
\end{equation*}
$$

satisfy (2.1) and consequently define an almost quaternion structure of the second kind.

By a straightforward computation, we have

$$
\begin{equation*}
[F, F]=[P, P]-2[P, Q]+[Q, Q], \tag{6.2}
\end{equation*}
$$

$$
\begin{equation*}
[G, G]=[P, P]+2[P, Q]+[Q, Q], \tag{6.3}
\end{equation*}
$$

$$
\begin{equation*}
[F, G]=[P, P]-[Q, Q], \tag{6.4}
\end{equation*}
$$

$$
\begin{equation*}
[F, H]=2[P, P Q]+2[Q, Q P] \tag{6.5}
\end{equation*}
$$

$$
\begin{equation*}
[G, H]=2[P, P Q]-2[Q, Q P] \tag{6.6}
\end{equation*}
$$

$$
\begin{equation*}
[H, H]=4[P Q, P Q] . \tag{6.7}
\end{equation*}
$$

From Corollary 2 to Theorem 5.1 and (6.7), we have
Theorem 6.1. If $[Q, Q]=0$, a necessary and sufficient condition for the horizontal distribution to be integrable is that $[H, H]=0$.

We now prove
Theorem 6.2. A necessary and sufficient condition for the almost quaternion structure $(F, G, H)$ of the second kind defined by (6.1) to be integrable is that

$$
[P, P]=0, \quad[P, Q]=0, \quad[Q, Q]=0
$$

and $R=0, R$ being the curvature tensor appearing in Theorem 4.1.
Proof. Suppose first that the almost quaternion structure $(F, G, H)$ of the second kind defined by (6.1) is integrable, then we have

$$
[F, F]=0, \quad[F, G]=0, \quad[G, G]=0
$$

and consequently, we have, from (6.2), (6.3) and (6.4),

$$
[P, P]=0, \quad[P, Q]=0, \quad[Q, Q]=0 .
$$

Conversely, if these equations are satisfied, then (6.2) and (6.3) show that $[F, F]=0$ and $[G, G]=0$. Thus by Theorem 4.1, the almost quaternion structure $(F, G, H)$ of the second kind is integrable.

Combining Theorems 6.1 and 6.2, we have
Corollary. If the almost quaternion structure ( $F, G, H$ ) of the second kind defined by (6.1) is integrable, then the horizontal distribution is integrable.

We next suppose that there is given, in a differentiable manifold, an almost quaternion structure $(F, G, H)$ of the second kind. Then we can easily see that tensor fields $P$ and $Q$ of type ( 1,1 ) defined by

$$
\begin{equation*}
P=\frac{1}{2}(F+G), \quad Q=-\frac{1}{2}(F-G) \tag{6.8}
\end{equation*}
$$

satisfy (5.1). Thus $P$ and $Q$ define two complementary projection operators $P Q$ and $Q P$ which are given by

$$
\begin{equation*}
P Q=\frac{1}{2}(1-H), \quad Q P=\frac{1}{2}(1+H) . \tag{6.9}
\end{equation*}
$$

Using (6.8) and (6.9), we find

$$
\begin{equation*}
[P, P]=\frac{1}{4}\{[F, F]+2[F, G]+[G, G]\} \tag{6.10}
\end{equation*}
$$

$$
\begin{equation*}
[P, Q]=-\frac{1}{4}\{[F, F]-[G, G]\} \tag{6.11}
\end{equation*}
$$

$$
\begin{equation*}
[Q, Q]=\frac{1}{4}\{[F, F]-2[F, G]+[G, G]\} \tag{6.12}
\end{equation*}
$$

$$
\begin{equation*}
[P, P Q]=-\frac{1}{4}\{[G, H]+[H, F]\}, \tag{6.13}
\end{equation*}
$$

$$
\begin{equation*}
[Q, Q P]=\frac{1}{4}\{[G, H]-[H, F]\} \tag{6.14}
\end{equation*}
$$

$$
\begin{equation*}
[P Q, P Q]=\frac{1}{4}[H, H] \tag{6.15}
\end{equation*}
$$

In the remaining part of this section we assume that $[Q, Q]=0$. We first have

Theorem 6.3. Under the assumption $[Q, Q]=0,[F, F]=0$ implies $[H, H]=0$.
Proof. From (6.2), $[Q, Q]=0$ and $[F, F]=0$, we have

$$
[P, P]=2[P, Q]
$$

and consequently, from (6.3) and (6.4), we find

$$
[G, G]=2[P, P] \quad \text { and } \quad[F, G]=[P, P]
$$

respectively, from which

$$
\begin{equation*}
[G, G]=2[F, G] . \tag{6.16}
\end{equation*}
$$

Thus from (2.5) and (6.16), we have, using $[F, F]=0$,

$$
\begin{equation*}
[G, G] \pi F=-2 F \pi[G, G] . \tag{6.17}
\end{equation*}
$$

Also, from (2.2) and (6.16), we have, using $[F, F]=0$,

$$
\begin{equation*}
[H, F]=\frac{1}{2} F \pi[G, G], \tag{6.18}
\end{equation*}
$$

and, from (2.6) and (6.16),

$$
[G, H]=-\frac{1}{2} G \pi[G, G]-\frac{1}{2}[G, G] \pi F,
$$

or, using (6.17),

$$
\begin{equation*}
[G, H]=-\frac{1}{2} G \pi[G, G]+F \pi[G, G] . \tag{6.19}
\end{equation*}
$$

Substituting $[F, F]=0,(6.16),(6.18)$ and (6.19) into (2.10), we find

$$
\begin{aligned}
{[H, H]=} & \frac{1}{2} F \pi[G, G] \pi G+\frac{1}{2} H \pi[G, G] \\
& -\frac{1}{2} F G \pi[G, G]-[G, G],
\end{aligned}
$$

or, using (2.15),

$$
\begin{equation*}
[H, H]=-H \pi[G, G]-[G, G] . \tag{6.20}
\end{equation*}
$$

Since $H^{2}=1$, we have, from (6.20),

$$
\begin{equation*}
H \pi[H, H]=[H, H] . \tag{6.21}
\end{equation*}
$$

But, from $H=P Q-Q P$ and $P Q+Q P=1$, we have $H=2 P Q-1$ and consequently substituting this into (6.21), we find

$$
\begin{equation*}
P Q \pi[P Q, P Q]=[P Q, P Q] . \tag{6.22}
\end{equation*}
$$

On the other hand, following Theorem 5.1, under the assumption $[Q, Q]=0$, the vector $[P Q, P Q](X, Y)$ is vertical for arbitrary vector fields $X$ and $Y$ and consequently

$$
P Q \pi[P Q, P Q]=0,
$$

thus, from (6.22) we have $[P Q, P Q]=0$, which proves the theorem,

Combining Corollary 2 to Theorem 5.1 and Theorem 6.3, we have
Corollary 1. Under the assumption $[Q, Q]=0$, a necessary and sufficient condition for the horizontal distribution to be integrable is that $[F, F]=0$.

We also have, from Theorems 4.1 and 6.3,
Corollary 2. Under the assumption $[Q, Q]=0$, in order for the almost quaternion structure $(F, G, H)$ of the second kind defined by (6.1) to be integrable, it is necessary and sufficient that $[F, F]=0$ and $R=0$.

Theorem 6.2 and this corollary give
Corollary 3. Under the assumption $[Q, Q]=0,[F, F]=0$ is equivalent to $[P, P]=0,[P, Q]=0$.

We further prove
Theorem 6.4. If $[P, Q]=0$ and $[Q, Q]=0$, then $[F, F]=0$.
Proof. From the assumptions, (6.2), (6.3) and (6.4), we have

$$
\begin{equation*}
[F, F]=[G, G]=[F, G] . \tag{6.23}
\end{equation*}
$$

Substituting this into (2.2), we find

$$
[H, F]=F \pi[F, F]+\frac{1}{2}[G, G] \pi G
$$

or using (2.15)

$$
[H, F]=F \pi[F, F]-G \pi[G, G] .
$$

Similarly we have, from (2.6) and (2.14),

$$
[G, H]=-G \pi[G, G]-\frac{1}{2}[F, F] \pi F,
$$

this is,

$$
[G, H]=F \pi[F, F]-G \pi[G, G],
$$

and consequently we have

$$
\begin{equation*}
[H, F]=[G, H]=F \pi[F, F]-G \pi[G, G] . \tag{6.24}
\end{equation*}
$$

Substituting (6.23) and (6.24) into (2.13), we find

$$
\begin{aligned}
& -[F, F]-[G, G]+F \pi[G, G] \pi G-G \pi[G, G] \pi G \\
& +G F \pi[F, F]-[G, G]+F \pi[F, F] \pi F-G \pi[F, F] \pi F \\
& -[F, F]-F G \pi[G, G]+2 H \pi[F, F]=0,
\end{aligned}
$$

from which, using (2.14) and (2.15),

$$
\begin{aligned}
& -[F, F]-[G, G]-2 H \pi[G, G]+2[G, G] \\
& -H \pi[F, F]-[G, G]+2[F, F]-2 H \pi[F, F] \\
& -[F, F]-H \pi[G, G]+2 H \pi[F, F]=0,
\end{aligned}
$$

from which

$$
H \pi[F, F]=0 .
$$

But, since $H^{2}=1$, we have from this equation

$$
[F, F]=0
$$

Equation (6.2) and this theorem give
Corollary 1. If $[P, Q]=0$ and $[Q, Q]=0$, then $[P, P]=0$.
From Theorem 5.3 and this corollary, we have
Corollary 2. Under the assumption $[Q, Q]=0,[P, P]=0$ is equivalent to $[P, Q]=0$.

## § 7. Tangent bundles.

Suppose now that the manifold is the tangent bundle $T(M)$ of an $n$-dimensional differentiable manifold $M$ of class $C^{\infty}$. It is well known that there exists a tensor field $Q$ of type ( 1,1 ) which has components of the form

$$
Q=\left(\begin{array}{ll}
0 & 0  \tag{7.1}\\
E & 0
\end{array}\right),
$$

with respect to the so-called induced coordinate system $[5,6,9,10], E$ being the unit matrix and $Q$ satisfies $Q^{2}=0$.

We first prove
Theorem 7.1. If there exists in $T(M)$ a tensor field $P$ of type (1,1) such that

$$
P^{2}=0, \quad P Q+Q P=1,
$$

then $P$ has components of the form

$$
P=\left(\begin{array}{cc}
\Gamma & E  \tag{7.2}\\
-\Gamma^{2} & -\Gamma
\end{array}\right)
$$

with respect to the induced coordinate system, $\Gamma$ being an $n \times n$ matrix.

Conversely, tensor fields $P$ and $Q$ in $T(M)$ having components of the form

$$
P=\left(\begin{array}{cc}
\Gamma & E  \tag{7.3}\\
-\Gamma^{2} & -\Gamma
\end{array}\right), \quad Q=\left(\begin{array}{cc}
0 & 0 \\
E & 0
\end{array}\right)
$$

with respect to the induced coordinate system respectively satisfy

$$
P^{2}=0, \quad Q^{2}=0, \quad P Q+Q P=1
$$

Proof. We put

$$
P=\left(\begin{array}{ll}
\Gamma_{1} & \Gamma_{2} \\
\Gamma_{3} & \Gamma_{4}
\end{array}\right),
$$

where $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ and $\Gamma_{4}$ are $n \times n$ matrices. Then from $P Q+Q P=1$, that is,

$$
\left(\begin{array}{ll}
\Gamma_{1} & \Gamma_{2} \\
\Gamma_{3} & \Gamma_{4}
\end{array}\right)\left(\begin{array}{ll}
0 & 0 \\
E & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
E & 0
\end{array}\right)\left(\begin{array}{cc}
\Gamma_{1} & \Gamma_{2} \\
\Gamma_{3} & \Gamma_{4}
\end{array}\right)=\left(\begin{array}{cc}
E & 0 \\
0 & E
\end{array}\right),
$$

we have

$$
\left(\begin{array}{cc}
\Gamma_{2} & 0 \\
\Gamma_{4}+\Gamma_{1} & \Gamma_{2}
\end{array}\right)=\left(\begin{array}{cc}
E & 0 \\
0 & E
\end{array}\right)
$$

from which

$$
\Gamma_{2}=E, \quad \Gamma_{4}=-\Gamma_{1}
$$

Thus $P$ must be of the form

$$
P=\left(\begin{array}{rr}
\Gamma & E \\
\Gamma^{\prime} & -\Gamma
\end{array}\right)
$$

where $\Gamma$ and $\Gamma^{\prime}$ are $n \times n$ matrices.
From $P^{2}=0$, we have

$$
\left(\begin{array}{cc}
\Gamma^{2}+\Gamma^{\prime} & 0 \\
\Gamma^{\prime} \Gamma-\Gamma \Gamma^{\prime} & \Gamma^{2}+\Gamma^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right),
$$

from which we have

$$
\Gamma^{2}+\Gamma^{\prime}=0, \quad \Gamma^{\prime} \Gamma-\Gamma \Gamma^{\prime}=0,
$$

that is, $\Gamma^{\prime}=-\Gamma^{2}$, and consequently $P$ is of the form

$$
P=\left(\begin{array}{cc}
\Gamma & E \\
-\Gamma^{2} & -\Gamma
\end{array}\right) .
$$

The converse is easy to check.
If the manifold $M$ admits a linear connection or a non-linear connection [4], we can construct $P$ given in Theorem 7.1 and $P$ and $Q$ satisfy $P^{2}=0, Q^{2}=0$, $P Q+Q P=1$. Moreover the tensor field $Q$ satisfies $[Q, Q]=0$. This is the reason why we have assumed $[Q, Q]=0$ in $\S 5$ and $\S 6$. Theorems in $\S 5$ and $\S 6$ we proved under the assumption $[Q, Q]=0$ are consequently valid in this section too.

It might be interesting to give the integrability condition of the horizontal distribution in terms of the induced coordinate system.

We first note that the complementary projection operators $P Q$ and $Q P$ discussed in $\S 5$ have components of the form

$$
P Q=\left(\begin{array}{cc}
E & 0  \tag{7.4}\\
-\Gamma & 0
\end{array}\right) \quad \text { and } \quad Q P=\left(\begin{array}{cc}
0 & 0 \\
\Gamma & E
\end{array}\right)
$$

respectively. Let a vector $X$ in $T(M)$ have components

$$
X=\binom{X^{h}}{X^{\bar{n}}}
$$

with respect to an induced coordinate system ( $x^{h}, x^{\bar{h}}$ ), where here and in the sequel the indices $h, i, j, k, \cdots$ run over the range $\{1,2, \cdots, n\}$ and the indices $\bar{h}, \bar{i}, \bar{j}, \bar{k}, \cdots$ the range $\{n+1, n+2, \cdots, 2 n\}$. If $X$ is a horizontal vector, that is, a vector in the horizontal distribution, then we have

$$
Q P X=\left(\begin{array}{cc}
0 & 0 \\
\Gamma & E
\end{array}\right)\binom{X^{h}}{X^{\hbar}}=0,
$$

that is

$$
X^{\bar{h}}+\Gamma_{\imath}^{h} X^{i}=0,
$$

$\Gamma_{\imath}^{h}$ being components of $\Gamma$. Thus a horizontal vector $X$ has components of the form

$$
\begin{equation*}
X=\binom{X^{h}}{-\Gamma_{\imath}^{h} X^{i}} . \tag{7.4}
\end{equation*}
$$

Let a vector $Y$ in $T(M)$ have components

$$
Y=\binom{Y^{h}}{Y_{\bar{\hbar}}}
$$

with respect to the induced coordinate system. If $Y$ is a vertical vector, that is, a vector in the vertical distribution, then we have

$$
P Q Y=\left(\begin{array}{ll}
E & 0 \\
\Gamma & 0
\end{array}\right)\binom{Y^{h}}{Y^{\bar{h}}}=0
$$

that is, $Y^{h}=0$. Thus a vertical vector $Y$ has components of the form

$$
\begin{equation*}
Y=\binom{0}{Y^{\bar{h}}} . \tag{7.5}
\end{equation*}
$$

We have, for a general vector $X$,

$$
P X=\left(\begin{array}{cc}
\Gamma & E \\
-\Gamma^{2} & -\Gamma
\end{array}\right)\binom{X^{n}}{X^{\bar{n}}}=\binom{X^{\bar{n}}+\Gamma_{\imath}^{h} X^{i}}{-\Gamma_{k}^{h}\left(X^{\bar{k}}+\Gamma_{2}^{k} X^{i}\right)},
$$

which shows that the operator $P$ transforms a vector into a horizontal vector and a horizontal vector into a zero vector, the fact which we stated in $\S 5$.

Also, we have, for a general vector $Y$,

$$
Q Y=\left(\begin{array}{ll}
0 & 0 \\
E & 0
\end{array}\right)\binom{Y^{h}}{Y^{\bar{h}}}=\binom{0}{Y^{h}},
$$

which shows that the operator $Q$ transforms a vector into a vertical vector and a vertical vector into a zero vector, the fact which we also stated in $\S 5$.

Since the horizontal distribution is given by

$$
\begin{equation*}
d x^{\hbar}+\Gamma_{j}^{h} d x^{j}=0 \tag{7.5}
\end{equation*}
$$

in terms of the induced coordinate system $\left(x^{h}, x^{\bar{h}}\right)$, the integrability condition of the horizontal distribution is given by [4]

$$
\begin{equation*}
R_{k j}{ }^{h}=0, \tag{7.6}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{k j}{ }^{h}=\partial_{k} \Gamma_{j}{ }^{h}-\partial_{j} \Gamma_{k}^{h}+\Gamma_{k t}^{h} \Gamma_{j}^{t}-\Gamma_{j t}^{h} \Gamma_{k}{ }^{t} \tag{7.7}
\end{equation*}
$$

and

$$
\Gamma_{k t}^{h}=\partial_{\bar{t}} \Gamma_{k}^{h}, \quad \partial_{k}=\partial / \partial x^{k}, \quad \partial_{\bar{t}}=\partial / \partial x^{\bar{i}} .
$$

We have
Theorem 7.2. The vector field

$$
[P Q, P Q](X, Y)
$$

is vertical for arbitrary vector fields $X$ and $Y$ and

$$
[P Q, P Q]=0
$$

is equivalent to

$$
R_{k j}{ }^{h}=0 .
$$

Proof. The theorem follows from Theorem 5.1, Corollaries 1 and 2, but we shall give here a proof in terms of induced coordinate system.

Putting

$$
X=\binom{X^{h}}{X^{\hbar}}, \quad Y=\binom{Y^{h}}{Y^{\hbar}}
$$

and using $(P Q)^{2}=P Q$, we have

$$
\begin{aligned}
& {[P Q, P Q](X, Y) } \\
= & {[P Q X, P Q Y]-P Q[P Q X, Y]-P Q[X, P Q Y]+P Q[X, Y] } \\
= & {\left[\binom{X^{h}}{-\Gamma_{k}^{h} X^{k}},\binom{Y^{h}}{-\Gamma_{j}^{h} Y^{j}}\right]-\left(\begin{array}{cc}
E & 0 \\
-\Gamma & 0
\end{array}\right)\left[\binom{X^{h}}{-\Gamma_{k}^{h} X^{k}},\binom{Y^{h}}{Y^{\hbar}}\right] } \\
& -\left(\begin{array}{cc}
E & 0 \\
-\Gamma & 0
\end{array}\right)\left[\binom{X^{h}}{X^{\hbar}},\binom{Y^{h}}{-\Gamma_{j}{ }^{h} Y^{j}}\right]+\left(\begin{array}{cc}
E & 0 \\
-\Gamma & 0
\end{array}\right)\left[\binom{X^{h}}{X^{\hbar}},\binom{Y^{h}}{Y^{\hbar}}\right],
\end{aligned}
$$

from which, by a straightforward computation,

$$
[P Q, P Q](X, Y)=\binom{0}{-R_{k j}^{k} X^{k} Y^{j}},
$$

which proves the theorem.
We have proved in $\S 5$ (see, Corollary 1 to Theorem 5.2 and Corollary to Theorem 5.3) that $[P, P]=0,[Q, Q]=0$, or $[P, Q]=0,[Q, Q]=0$ are sufficient conditions for the horizontal distribution to be integrable, but they are not necessary in general. The next theorem gives an explanation of this situation.

Theorem 7.3. The vector field $[P, Q](X, Y)$ is vertical for arbitrary vector fields $X$ and $Y$ if and only if

$$
\begin{equation*}
\Gamma_{j i}^{h}-\Gamma_{\imath j}^{h}=0 \tag{7.8}
\end{equation*}
$$

and vanishes if and only if

$$
\begin{equation*}
\Gamma_{j i}^{n}-\Gamma_{n j}^{h}=0 \quad \text { and } \quad R_{k j}{ }^{h}=0 . \tag{7.9}
\end{equation*}
$$

Proof. Putting

$$
X=\binom{X^{h}}{X^{\bar{h}}}, \quad Y=\binom{Y^{h}}{Y^{\hbar}}
$$

and using $P Q+Q P=1$, we have

$$
\begin{aligned}
{[P, Q](X, Y)=} & {[P X, Q Y]-P[Q X, Y]-Q[X, P Y] } \\
& +[Q X, P Y]-Q[P X, Y]-P[X, Q Y]+[X, Y] \\
= & {\left[\binom{X^{\bar{h}}+\Gamma_{k}^{h} X^{k}}{-\Gamma_{t}^{h}\left(X^{\bar{t}}+\Gamma_{k}^{t} X^{k}\right)},\binom{0}{Y^{h}}\right]-\left(\begin{array}{cc}
\Gamma & E \\
-\Gamma^{2} & -\Gamma
\end{array}\right)\left[\binom{0}{X^{h}},\binom{Y^{h}}{Y^{\bar{h}}}\right] } \\
& -\left(\begin{array}{cc}
0 & 0 \\
E & 0
\end{array}\right)\left[\binom{X^{h}}{X^{\hbar}},\binom{Y^{\bar{h}}+\Gamma_{j}^{h} Y^{j}}{-\Gamma_{t}^{h}\left(Y^{\bar{t}}+\Gamma_{j}^{t} Y^{j}\right)}\right] \\
& +\left[\binom{0}{X^{h}},\binom{Y^{\hbar}+\Gamma_{j}^{h} Y^{j}}{-\Gamma_{t}^{h}\left(Y^{t}+\Gamma_{j}^{t} Y^{j}\right)}\right] \\
& -\left(\begin{array}{cc}
0 & 0 \\
E & 0
\end{array}\right)\left[\binom{X^{\bar{h}}+\Gamma_{k}^{h} X^{k}}{-\Gamma_{t}^{h}\left(X^{\bar{t}}+\Gamma_{k}^{t} X^{k}\right)},\binom{Y^{h}}{Y^{\bar{h}}}\right] \\
& \left.-\left(\begin{array}{cc}
\Gamma & E \\
-\Gamma^{2} & -\Gamma
\end{array}\right)\left[\begin{array}{c}
X^{h} \\
X^{\hbar}
\end{array}\right),\binom{0}{Y^{h}}\right]+\left[\binom{X^{h}}{X^{\bar{h}}},\binom{Y^{h}}{Y^{\bar{h}}}\right],
\end{aligned}
$$

from which, by a straightforward computation,

$$
\begin{align*}
& {[P, Q](X, Y) }  \tag{7.10}\\
= & \left(\begin{array}{c}
-S_{k j} X^{k} Y^{j} \\
-R_{k j}{ }^{h} X^{k} Y^{j}+S_{k j} \Gamma_{t}^{h} X^{k} Y^{\jmath}+\Gamma_{k}{ }^{t} S_{t \jmath}{ }^{h} X^{k} Y^{\jmath} \\
-\Gamma_{j}^{t} S_{t k_{k}}{ }^{k} X^{k} Y^{\jmath}+S_{k j}{ }^{h} X^{k} Y^{j}-S_{k j}{ }^{h} X^{k} Y^{\jmath}
\end{array}\right),
\end{align*}
$$

where

$$
S_{k j}{ }^{h}=\Gamma_{k j}^{h}-\Gamma_{j k k}^{h},
$$

which proves the theorem.
From Corollary 2 to Theorem 6.4 and Theorem 7.3, we have
Theorem 7.4. In the tangent bundle, $[P, P]=0$ and $[P, Q]=0$ are equivalent and they are equivalent to (7.9).

Combining Corollary 3 to Theorem 6.3 and Theorem 7.3, we have
Theorem 7.5. The almost complex structure $F$ induced in the tangent bundle $T(M)$ of a differentiable manifold $M$ by $F=P-Q$ is integrable if and only if (7.9) holds $[1,4,6,9]$.
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