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1. Consider a sequence of independent random variables

Xi, Xz,

and let <rn(x) be the distribution function of Sn = ΣΓ=ι XL The existence of

=1

with some conditions on distributions of Xt, ensures

1 N^h) π
lim — Σ Φσ (h) = ,
Λ->oo fl n=l n 2m

where

and JV(fe) is any integral valued function such that

N(h) ,- 7 — » oo as h— >oo.
ΐl

This property on the typical functions Φσn(h) has been proved by T. Kawata
[2], In this short paper, we shall note that assuming the existence of

J n

lim — 2 a? — &
«->oo γi z=ι

and some further conditions, we have

2. In the first place, we shall prepare some lemmas.

LEMMA 1. Let {Xτ} be a sequence of non-negative independent random
variables, and suppose that

0<ml = E{Xl} (i = 1, 2, •), lim — f] ml = m > 0,
n +oo n *=1

and

ί
oo

-4
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holds uniformly with respect to n, where Fn(x) is the distribution function
of Xn. Moreover, let {aτ} be a sequence of non-negative numbers such that

1 n

lim — 2 Ut = α
n-»oo n ^=l

Then we have
oo

Σ αn^τz(s) < oo for s > 0

where

Joo
e~sα;ci0 n(aO and σn = -

o

LEMMA 2. Besides the hypotheses of Lemma 1, we further suppose that

^ Ax* for 0<x<3,

where 3 and A are constants independent of i ̂  1 and p>l. Then there
exist s0 and B independent of i such that

fn(s) = Γe~sxdFn(x) < Bs~q

for OX So < s and n ̂  1, q being any positive number less than p, and there
exists a continuous function θ(s) such that

0(8) < 1

and

ι for 0<s.
s

Lemma 1 and Lemma 2 have been shown in [1] and [2], respectively.

LEMMA 3. Under the conditions of Lemma 2, ΣSLi anφn(s) is integrable
in (d, oo), 3 > 0 and ^Σ^=ίanφn(s) is uniformly convergent in every finite
interval not containing the origin.

Proof. Since an = o(n) as n— »oo, we have by the first half of Lemma 2
that

0 ̂  + Σ a*ψn(8) ^ Σ ϋn .g»8-"g= M

C" p8"' T ̂  As~q

w=l n=l (1— BS qY

for some positive constants A, C and sufficiently large s where q>l. And this
inequality shows with Lemma 1 that Σ?=ι a<nψn(s} is integrable in (3, oo), 5 > 0.
Secondly, by the latter half of Lemma 2, we have
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0 ̂  -Σ anψn'(s) ^ '
fi=\ S w=l

which implies that Σ~=ι ^nψnf(s} is uniformly convergent in every finite interval
not containing the origin.

THEOREM 1. Let Φσn(h) be the typical function of σn(x). If conditions
in Lemma 3 are satisfied^ then we have

""••• 7 ^ _ i wrt^σn\'v/ ΛΛ-»OO /z, w=ι re 2m

Proof. The proof can be easily obtained by considering anφn(s) in place
of ψn(s) in the course of the proof of Theorem 1 in [2] using Lemmas 1 and 3.

THEOREM 2. Let N(h) be any integral valued function such that

,»oo as h-^co.
h

Then under the condition of Theorem 1, we have

A-»OO fa n=ι n 2m

For the proof, we show some lemmas.

LEMMA 4. Under the conditions of Theorem 1, there exists a θ = θ(d, A)
less than 1, such that

00

^ i ai(pi\s) ^ \j\n(J jor ό ̂  s ̂  A.J

where δ and A are any positive constants and CΊ is a constant independent
of n.

Proof. There exists a θι = θ^s) such that

θί(s) is a continuous function of s and #ι(s) < 1 for d^s^A. This facts have
been proved in the proof of Lemma 3 in [2]. Since φn(s) =/ι(s) •/„(«), we have

where ^ = tf(5, A) =

LEMMA 5. Under the conditions of Lemma 1, there exist positive constants
mi and D such that
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and
00

for sufficiently large n and sufficiently small s > 0.

This has been proved in Lemma 6 of [2].

Now we shall prove Theorem 2. Put

ί
oo oo

sinsft Σ a,i(fi(s)d8
0 z=«+l

ί
δ r A Γoo

+ + = /I + /2 + /8
0 J δ JA

We can take a constant A such that

Aq>B and φ^(s)^B^s-q^ for s^A,

where J5>0 and q>l are some constants. This fact may be proved by Lemma
2. Then we have

ί
oo oo ΛOO /^ i

Σ «^(s)ds g C
^ i.n+1 ι R 2(1— Ss «)2

C ( w,
as

Next, Lemma 4 shows

1^1 ̂  {8 Σ <*<ίψi(s)ds ^ Cι(A - <J)ra0n = o(l) as

Putting (αH ----- h an)/n = a + en, we have

an = α + wεw — (n — l)εw-ι

and ^n-^0 (T^— >oo). So we get

ί
δ oo

S Σ CLi<pi(8)d,S
0 *=w+l

ί
δ oo pδ pa oo

s Σ ψi(s)ds — nεnh\ sφn+ι(s)ds + h\ s
0 »=w+l Jo Jo *=«+!

= /ll + /i 2 + /13>

and

- , Λ= ——— -* 0 as
mi N(h)
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taking n = N(h). Further we have

0

<ch.n 1 <_C f h
" (n + l)2ml = ml n

C h n ,
= —-„-- » τ / -—»0 as /£ —>oo.

mί iv(ft)

Since

Km I xdFn(x) = 0

holds uniformly with respect to w,

ί
oo

αίZFnία)
0

are bounded for n — 1, 2, and

Jo

ί
oo

xci jΓ ft\x) ̂  Os lor ^::r: 1, Z, f

o

where C is some positive constant. Hence we have

JL^ ίε^*(β)(l -Λ+ι(s)) ̂  C ί=Σ ι ie-^s s

^ C s ^'smλ e-^i -f C s _l"^m_L
S2 Qώ

o

s

where C"s are constants which may be different on each occurrence. Therefore

ί
δ rδ p-snmι

se-snmιds + C'h\ s- - --- ds
o Jo s

£C hn --~-Ύ + C h
nzmι

= C — = C Ίr^Γ-n N(K)

Putting together above estimations, we get

J>(A)+1(h)->0 as

as
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which with Theorem 1, shows the validity of Theorem 2, because

Λoo oo 1 oo

REMARK. Theorems 1 and 2 hold for a sequence of real numbers an such
that

an — bn — cn, bn ̂  0, cn ̂  0 (n = 1, 2, )
and

lim — 2 &ί and lim —Σ ci exist.

In conclusion, the author expresses his sincerest thanks to Professors T.
Kawata and K. Kunisawa who have given valuable advices.
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