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## 1. Introduction.

In a previous paper ${ }^{1)}$ one of the present authors has dealt with mixed boundary value problems in potential theory in some details. Let now the basic domain be, in particular, the unit circle, laid on the z-plane, and its circumference be divided into two sets of arcs juxtaposing alternately. The problem is then to determine a function harmonic and bounded in the unit circle in such a manner that the boundary values of the function itself and of its normal derivative coincide with the preassigned fuactions alon the arcs of each set, respectively. Numely, the problem may be formulated in the form:

$$
\begin{array}{rlrl}
\Delta u(z) & =0 & \text { in } \quad|z|<1 ; \\
u\left(e^{i \varphi}\right) & =U_{j}(\varphi) & \text { for } & a_{j}<\varphi<b_{j}, \\
\frac{\partial u\left(e^{i \varphi}\right)}{\partial \nu} & =V_{j}(\varphi) & \text { for } \quad b_{j}<\varphi<a_{j+1} \\
\quad(j & =1, \cdots, m),
\end{array}
$$

$a_{m+1}$ being identical with $a_{1}+2 \pi$ and $\partial / \partial \nu \equiv \partial / \partial \nu_{g}$ denoting the differentiation along the invisrd normal at $e^{i \varphi}$. Here, the prescribed boundery functions $\boldsymbol{U}_{j}(\varphi)$ and $V_{f}(\varphi)$ are supposed, for instance, continuous and bounded over their respective intervals of definition.

The existence and the uniqueness of the solution can readily be established. Ioreover, an integral formula for the solution of the problem has been given concerning any simply-connected basic domain bounded by a smooth contour. In our case of the unit circle, the result may be related as follows. Introduce the function $\Phi(\zeta, z)$ mapping $|\zeta|<1$ onto the exterior of the unit circle cut along radial slits starting orthogonelly at points on the unit circumference in such a manner that the images of the arcs $a_{j}<2 \operatorname{rg} \zeta<b_{j},|\zeta|=1(j=1, \cdots, m)$ lie on the unit circumference, filling it altogether, and further those of the arcs $b_{j}<\arg \zeta<a_{j+1},|\zeta|=1(j=1, \cdots, m)$ ure redi $\varepsilon_{1}$ slits, and finally the function is normalized at $\zeta=z \quad$ such as $(\zeta-z) \Phi(\zeta, z) \rightarrow 1$ for $\zeta \rightarrow z$. The mepping function may also be characterized as the one which maps the m-ply connec'ted domain obtained by cutting the whole plane along $m$ circular slits $b_{y}<\arg \zeta<a_{j+1},|\zeta|=1(j=1, \cdots, m)$ onto the whole plane cut along $m$ radiel slits centred at
the origin in such $a$ manner thet the point $\zeta=z$ and its inverse point $\zeta=1 / \bar{z}$ correspond to the point at infinity and the origin, respectively, and further the normalization at the assigned point $\zeta=z$ as stated above is satisfied. The function thus defined satisfies evidently the functionel equetions
$\Phi(1 / \bar{\zeta}, z)=1 / \Phi(5, z)$ and $\Phi(1 / \bar{\zeta}, 1 / \bar{z})=-z^{2} \Phi(\zeta, z)$. The mixed boundary velue problem is then, as previously shown, solved by the integrel formula

$$
\begin{aligned}
u(z)=\frac{1}{2 \pi} \sum_{j=1}^{\prime m} & \left\{\int_{a_{j}}^{b_{j}} U_{j}(\varphi) \frac{\partial}{\partial \nu} I_{\delta}\left|\Phi\left(e^{i \varphi}, z\right)\right| d \varphi\right. \\
& \left.-\int_{b_{j}}^{a_{j+1}} V_{j}(\varphi)\right]_{g}\left|\Phi\left(e^{i \varphi}, z\right)\right| d \varphi .
\end{aligned}
$$

In the simplest cese, where there are merely two arcs complementery each other on the circumference along which the velues of the function itself and of its normil derivative are prescribed, the mappine function and hence also the kernels contained in the integral representation can be expressed concretely by means of elementary functions. Namely, the solution of the problen

$$
\begin{aligned}
\Delta u(z) & =0 & \text { in }|z|<1 ; \\
u\left(e^{i \varphi}\right) & =U(\varphi) & \text { for } a<\varphi<b, \\
\frac{\partial u\left(e^{i \varphi}\right)}{\partial \nu} & =V(\varphi) & \text { for } \quad b<\varphi<a+2 \pi
\end{aligned}
$$

is given by the formule

$$
\begin{aligned}
& u(z)=\frac{1}{2 \pi} \int_{a}^{b} U(\varphi) \frac{\sqrt{1-\cos \Psi}}{1-\cos K-\cos \Psi} \\
& \frac{1-|z|^{2}}{\left|e^{i \varphi}-z\right|^{2}} d \varphi \\
&-\frac{1}{2 \pi} \int_{b}^{a+2 \pi} V(\varphi) \lg \frac{(\sqrt{\cos \Psi+1}+\sqrt{\cos \Psi-\cos K})^{2}}{1+\cos K} d \varphi,
\end{aligned}
$$

where $\cos K$ end $\cos \Psi$ are defined by ${ }^{2)}$

$$
\begin{aligned}
& e^{i K}=-e^{-i(b-a) / z} \frac{\left(1-z e^{-i a}\right)\left(1-\bar{z} e^{i b}\right)}{\left|e^{i a}-z\right|\left|e^{i b}-z\right|} \\
& e^{i \Psi}=-e^{i(z \varphi-a-b) / 2} \frac{\left(1-z e^{-i \varphi}\right)^{2}\left(1-\bar{z} e^{i a}\right)\left(1-\bar{z} e^{i b}\right)}{\left|e^{i \varphi}-z\right|^{2}\left|e^{i a}-z\right|\left|e^{i b}-z\right|}
\end{aligned}
$$

In the present Note we shall again deal with the mixed boundary value problem formulated above from another point of view. We shall first rederive an integral formula for the solution in the case of a single pair of arcs and then show that it is indeed equivalent to the one formerly obtained, namely to the one mentioned above. We shall further proceed to show that our present method of attack can also be extended to general case of several pairs of boundary Ercs. In fact, a concrete illustration will really be given in case of two pairs of arcs by deriving an explicit formule for the solution by means of elliptic functions. Finally the extension to general case of se veral arcs will also be discussed.
2. Rederivation of the formula in the simplest case.

The solution $u(z)$ of the simplest problem may be regarded as the superposition of two function $u^{(1)}(z)$ and $u^{(2)}(z)$, i.e. $u(z)=u^{(1)}(z)+u^{(2)}(x)$, which are harmonic in the unit circle $|z|<1$ and satisfy the boundary conditions

$$
\begin{array}{cll}
u^{(1)}\left(e^{i \varphi}\right)=U(\varphi) & \text { and } \quad u^{(2)}\left(e^{i \varphi}\right)=0 & \text { for } a<\varphi<b, \\
\frac{\partial u^{(1)}\left(e^{i \varphi}\right)}{\partial \nu}=0 & \text { and } \frac{\partial u^{(2)}\left(e^{i \varphi}\right)}{\partial \nu}=V(\varphi) & \text { for } b<\varphi<a+2 \pi .
\end{array}
$$

The goblem of determining $u^{(1)}(x)$ or $u^{(2)}(x)$ is the special cuse of the original problem for $u(z)$, where the boundary function $V(\varphi)$ or $U(\varphi)$. respectively, vanishes out identically.

In order now to obtain an expression for $u^{(1)}(z)$, we nap the unit circle $|z|<1$ onto the upper semicircle $|w|<1, J w>0$ in such a manner that the points $z=e^{i a}$ and $z=e^{i t}$ correspond to $w=+1$ and $w=-1$, respectively. Such a mapping function is given by

$$
\frac{w+1}{w-1}=-e^{-i(f-a) / 4} \frac{\sqrt{z-e^{i b}}}{\sqrt{z-e^{i a}}}
$$

the square roots $\sqrt{z-e^{i a}}$ and $\sqrt{z-e^{i \phi}}$ denoting the brunch which attains the values $i e^{i a / 2}$ and $i e^{i f / 2}$, respectively, $\varepsilon t x=0$; in particular, the points $z=e^{i(a+f) / 2}$ and $z=-e^{L(a+\ell) / 2}$ then correspond to $w$ and $w=0$, respectively, but this fact is here not so essential.

Denoting by $w=e^{i \psi}(0<\psi<\pi)$ the imge of the point $z=e^{i \varphi}(a<\varphi<b)$, we get. from the defining equation

$$
\frac{e^{i \psi}+1}{e^{i \psi}-1}=-e^{-i(b-a) / 4} \frac{\sqrt{e^{i \varphi}-e^{i t}}}{\sqrt{e^{i \varphi}-e^{i a}}}
$$

the relations of boundary correspandence

$$
\cot \frac{\psi}{2}=\left(\frac{\sin \frac{b-\varphi}{2}}{\sin \frac{\varphi-a}{2}}\right)^{1 / 2}
$$

$$
d \psi=\frac{\frac{1}{2}}{\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}} \frac{\cos \frac{b-a}{4}}{\cos \frac{2 \varphi-a-b}{4}} d \varphi .
$$

By this mapping $z=z^{(1)}(w)$, the function $u^{(1)}(z)$ is transformed into a function $u^{(1) *}\left(w^{( }\right) \equiv u^{(1)}\left(x^{(1)}(w)\right)$ harmonic in the upper semicircle $|w|<1, J w>0$ and satisiying the boundary conditions

$$
\begin{gathered}
u^{(1) *}\left(e^{i \psi)}=U(\varphi) \text { for } \quad 0<\psi<\pi,\right. \\
\frac{\partial u^{(1) *}(w)}{\partial y}=0 \quad \text { for } \quad J w=0, \quad|w|<1 .
\end{gathered}
$$

Hence, in view of the inversion principle, the function $u^{(1) *}(w)$ is prolongable harmonically beyond the diameter into the lower semicircle by means of the defining equation

$$
u^{(1) *}(w)=u^{(1) *}(\bar{w})
$$

$\bar{w}$ denotine, as usual, the point conjugate to $w$. Applying the Poisson integral formula to the function $u^{(1) *}(w)$ thus prolonged, we g.et

$$
\begin{aligned}
& u^{(1) *}(w) \\
= & \mathcal{R} \frac{1}{2 \pi} \int_{0}^{\pi} u^{(1) *}\left(e^{i \psi}\right)\left(\frac{e^{i \psi}+w}{e^{i \psi}-w}+\frac{e^{-i \psi}+w}{e^{-i \psi}-w}\right) d \psi .
\end{aligned}
$$

To obtain the formula for $u^{(1)}(x)$, it remains only to transform the veriable point $w$ and the integration variable $\psi$ into the original ones, $Z$ and $\varphi$. Since the kernel contained in the above integrand becomes

$$
\begin{aligned}
& \frac{e^{i \psi}+w}{e^{i \psi}-w}+\frac{e^{-i \psi}+w}{e^{-i \psi}-w} \\
&=\left(\frac{e^{i \psi}+1}{e^{i \psi}-1} \frac{w+1}{w-1}-1\right) /\left(\frac{w+1}{w-1}-\frac{e^{i \psi}+1}{e^{i \psi}-1}\right) \\
& \quad-\left(\frac{e^{i \psi}+1}{e^{i \psi}-1} \frac{w+1}{w-1}+1\right) /\left(\frac{w+1}{w-1}+\frac{e^{i \psi}+1}{e^{i \psi}-1}\right) \\
&= 2 e^{i(b-a) / 4} \frac{\sqrt{z-e^{i b}}}{\sqrt{z-e^{i a}}}\left(e^{-i(b-a) / 2} \frac{e^{i \varphi}-e^{i b}}{e^{i \varphi}-e^{i a}}-1\right) \\
& \quad \div\left(\frac{e^{i \varphi}-e^{i b}}{e^{i \varphi}-e^{i a}}-\frac{z-e^{i b}}{z-e^{i a}}\right) \\
&= 2 e^{i(2 \varphi-a-b) / 4} \frac{\cos \frac{2 \varphi-a-b}{4}}{\cos \frac{b-a}{4}} \frac{\sqrt{z-e^{i a}} \sqrt{z-e^{i b}}}{z-e^{i \varphi}},
\end{aligned}
$$

we obtain the desired expression

$$
=R \frac{1}{2 \pi} \int_{a}^{b} U(\varphi) \frac{e^{(1)}(z)}{\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}} \frac{\sqrt{z-e^{i a}} \sqrt{z-e^{i b}}}{z-e^{i \varphi}} d \varphi .
$$

In order next to obtain a formula expressing $u^{(2)}(z)$, we mep the unit circle $|z|<1$ onto the lower semicircle $|w|<1$, Iw $<0$ in such a manner that the points
$Z=e^{i t}$ and $z=e^{i a}\left(=e^{i(a+2 \pi)}\right)$ correspond to $w=-1$ and $w=+1$, respectively. Such $\varepsilon$ mapping function is eiven by

$$
\frac{w+1}{w-1}=i e^{-i(f-a) / 4} \frac{\sqrt{z-e^{i b}}}{\sqrt{z-e^{i a}}}
$$

the square roots $\sqrt{z-e^{i a}}$ and $\sqrt{z-e^{i b}}$ designating again the same branch as above, namely the one which attains the values $i e^{i a / 2}$ and $i e^{i b / 2}$ at $z=0$; in particular, while not so essential, the points $z=-e^{i(a+b) / 2}$ and $z=e^{i(a+b) / 2}$ now correspond to $w=-\alpha$ and $w=0, \quad$ respectively

Denoting by $w=e^{i \psi}(\pi<\psi<2 \pi)$ the image of the point $Z=e^{i \varphi}(b<\varphi<a+2 \pi)$, we get, from the defining equation,

$$
\frac{e^{i \psi}+1}{e^{i \psi}-1}=i e^{-i(f-a) / 4} \frac{\sqrt{e^{i \varphi}-e^{i f}}}{\sqrt{e^{i \varphi}-e^{i a}}}
$$

the relations of boundary correspondence

$$
\cot \frac{\psi}{2}=-\left(\frac{\sin \frac{\varphi-b}{2}}{\sin \frac{\varphi-a}{2}}\right)^{1 / 2}
$$

$$
d \psi=\frac{\frac{1}{2}}{\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{2}\right)^{1 / 2}} \frac{\sin \frac{b-a}{4}}{\sin \frac{2 \varphi-a-b}{4}} d \varphi
$$

of which the latter relation between the differenticls is, however, really explicitly unnecessary in the following lines.

By tinis mapping $Z=z^{(2)}(w)$, the function $u^{(2)}(x)$ is transformed into a function $u^{(2) *}(w) \equiv u^{(2)}\left(x^{(2)}(w)\right)$ harmonic in the lower semicircle $|W|<1$, J $J_{W}<0$ and satisfying the boundary conditions

$$
\begin{array}{cc}
u^{(2) *}(w)=0 \quad \text { for } \quad J w=0,|w|<1, \\
\frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu_{\psi}} d \psi=V(\varphi) d \varphi & \text { for } \quad \pi<\psi<2 \pi .
\end{array}
$$

Hence, the function $u^{(2) *}(W)$ is prolongable harmonically beyond the diameter into the upper semicircle by means of the defining equation

$$
u^{(2) *}(w)=-u^{(2) *}(\bar{w}) .
$$

Applying the integral formula on Neumann problem conceraing the unit circle to the function thus prolonged, we get, in view of $u^{(2) *}(0)=0$,

$$
\begin{aligned}
& u^{(2) *}(w) \\
= & -R \frac{1}{\pi} \int_{\pi}^{2 \pi} \operatorname{l} \frac{e^{-i \psi}-w}{e^{i \psi}-w} \cdot \frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu} d \psi
\end{aligned}
$$

$$
=-R \frac{1}{\pi} \int_{\pi}^{2 \pi} \lg _{g} \frac{1-e^{i \psi} w}{e^{i \psi}-w} \cdot \frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu} d \psi
$$

Returning to the original viriables, the kernel contained in the integrend becomes

$$
\begin{aligned}
& \lg \frac{1-e^{i \psi} w}{e^{i \psi}-w} \\
= & \lg \left(\left(\frac{e^{i \psi}+1}{e^{i \psi}-1}+\frac{w+1}{w-1}\right) /\left(\frac{e^{i \psi}+1}{\left.\left.e^{i \psi-1}-\frac{w+1}{w-1}\right)\right)}\right.\right. \\
= & \lg \left\{\left(e ^ { i ( 2 \varphi - a - b ) / 4 } \left(e^{i(f-a) / 8}\left(\sin \frac{\varphi-b}{2}\right)^{1 / 2} \sqrt{z-e^{i a}}\right.\right.\right. \\
& \left.\left.\quad+e^{-i(b-a) / 8}\left(\sin \frac{\varphi-a}{2}\right)^{1 / 2} \sqrt{z-e^{i b}}\right)^{2}\right) \\
& \left.\div\left(\sin \frac{b-a}{2} \cdot\left(e^{i \varphi}-z\right)\right)\right\},
\end{aligned}
$$

and consequently we obtain the desired expression

$$
\begin{aligned}
&=-R \frac{1}{\pi} \int_{b}^{(2)}(z) \\
&=-2 \pi(\varphi) I_{\xi}
\end{aligned} \quad\left\{\left(e^{i(b-a) / 8}\left(\sin \frac{\varphi-b}{2}\right)^{1 / 2} \sqrt{z-e^{i a}} .\right.\right.
$$

Thus, we finally reach the integral
formulu for the folution of the original mixed boundary sroblem, stating

$$
\begin{gathered}
u(z)=u^{(1)}(z)+u^{(2)}(z) \\
=\mathcal{R}\left[\frac{1}{2 \pi} \int_{a}^{b} U(\varphi) \frac{e^{i(2 \varphi-a-b) / 4}}{\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}} \frac{\sqrt{z-e^{i a}} \sqrt{z-e^{i b}}}{z-e^{i \varphi}} d \varphi\right. \\
\left.-\frac{1}{\pi} \int_{f}^{a+2 \pi} V(\varphi)\right]_{g}\left\{\left(e^{i(b-a) / 8}\left(\sin \frac{\varphi-b}{2}\right)^{1 / 2} \sqrt{z-e^{i a}}\right.\right. \\
\left.\quad+e^{-i(b-a) / 8}\left(\sin \frac{\varphi-a}{2}\right)^{1 / 2} \sqrt{z-e^{i b}}\right)^{2} \\
\left.\left.\quad \div\left(\sin \frac{b-a}{2} \cdot\left(z-e^{i \varphi}\right)\right)\right\} d \varphi\right] .
\end{gathered}
$$

It would here again be emphasized thet the square roots $\sqrt{z-e^{i a}}$ and $\sqrt{z-e^{i f}}$ contained in the last formula designate the branch attaining the values $i e^{i a / 2}$ and $i e^{i f / 2}$, respectively, at the origin.
3. Identification with the formula previously obtained.

It will now be confirmed that the formula derived just above is, as a matter of course, quite equivalent to the one obtained in the previous paper, pamely to the one restated at the beginning part of the present Note. For that purpose, we shall here show that the previous formula can indeed be brought to the present one by actual calculation.

Let $a<\varphi<b$. We then get

$$
\sqrt{1-\cos \Psi}=\left(1-R e^{i \psi}\right)^{1 / 2}
$$

$$
\begin{aligned}
& =\frac{1}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i t}-z\right|^{1 / 2}}\left(\left|e^{i \varphi}-z\right|^{2}\left|e^{i a}-z\right|\left|e^{i b}-z\right|\right. \\
& \left.+\mathcal{R}\left(e^{i(2 \varphi-a-b) / 2}\left(1-z e^{-i \varphi}\right)^{2}\left(1-\bar{z} e^{i a}\right)\left(1-\bar{z} e^{i f}\right)\right)\right)^{1 / 2} \\
& =\frac{\sqrt{2} R\left(e^{i(2 \varphi-a-b) / 4}\left(\bar{z}-e^{-i \varphi}\right) \sqrt{z-e^{i a}} \sqrt{z-e^{i b}}\right)}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i b}-z\right|^{1 / 2}}, \\
& \sqrt{\cos K-\cos \Psi}=\left(R e^{i K}-R e^{i \Psi}\right)^{1 / 2} \\
& =\frac{1}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i b}-z\right|^{1 / 2}}\left(\left\{\left(-\left|e^{i \varphi}-z\right|^{2} e^{-i(\ell-a) / 2}\left(1-z e^{-i a}\right)\left(1-\bar{z} e^{i b}\right)\right.\right.\right. \\
& +e^{i(2 \varphi-a-b) / 2}\left(1-z e^{\left.\left.-i \varphi)^{2}\left(1-\bar{z} e^{i a}\right)\left(1-\bar{z} e^{i \ell}\right)\right)\right)^{1 / 2}}\right. \\
& =\frac{\sqrt{2}\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}\left(1-|z|^{2}\right)}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i f}-z\right|^{1 / 2}},
\end{aligned}
$$

whence follows

$$
\begin{aligned}
& \frac{\sqrt{1-\cos \Psi}}{\sqrt{\cos K-\cos \Psi}} \frac{1-|z|^{2}}{\left|e^{i \varphi}-z\right|^{2}} \\
= & R \frac{e^{i(2 \varphi-a-b) / 4} \sqrt{z-e^{i a}} \sqrt{z-e^{i b}}}{\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}\left(z-e^{i \varphi}\right)}
\end{aligned}
$$

Let $b<\varphi<a+2 \pi$. We then get

$$
\begin{aligned}
& \sqrt{\cos \Psi+1} \\
&= \frac{\sqrt{2} J\left(e^{i(2 \varphi-a-b) / 4}\left(e^{-i \varphi}-\bar{z}\right) \sqrt{z-e^{i a}} \sqrt{z-e^{i f}}\right)}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i b}-z\right|^{1 / 2}}, \\
&=\sqrt{\cos \Psi-\cos K} \\
&= \frac{\sqrt{2}\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{2}\right)^{1 / 2}\left(1-|z|^{2}\right)}{\left|e^{i \varphi}-z\right|\left|e^{i a}-z\right|^{1 / 2}\left|e^{i b}-z\right|^{1 / 2}}, \\
&= \frac{\sqrt{1+\cos K}}{}=\frac{\left.\mid e^{-i(b-a) / 4} \sqrt{z}-e^{-i a} \sqrt{e^{i b}-z}\right)}{\left|e^{i a}-z\right|^{1 / 2}\left|e^{1 \cdot b}-z\right|^{1 / 2}}
\end{aligned}
$$

the square roots $\sqrt{\bar{z}-e^{-i a}}$ und $\sqrt{e^{i t}-z}$ in the last expression designatine the brancies which reiuce to $-i e^{-i a / 2}$ ind $-e^{i b / 2}$ respectively, for $z=0$, whence follows

$$
\begin{aligned}
& \frac{\sqrt{\cos \Psi+1}+\sqrt{\cos \Psi-\cos K}}{\sqrt{1+\cos K}} \\
= & \left\{J \left(e^{i(2 \varphi-a-b) / 4}\left(e^{-i \varphi}-\bar{z}\right) \sqrt{z-e^{i a}} \sqrt{z-e^{i b}}\right.\right. \\
& \left.\quad+\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{2}\right)^{1 / 2}\left(1-|z|^{2}\right)\right\} \\
= & \div\left\{J\left(e^{-i(b-a) / 4} \sqrt{\bar{z}-e^{-i a}} \sqrt{e^{i b}-z}\right)\left|e^{i \varphi}-z\right|\right\} \\
= & \times\left(J \left(e^{i(z \varphi-a-b) / 4}\left(e^{-i \varphi} \sqrt{\bar{z}-e^{-i a}} \sqrt{z-e^{i b}}\right)\right.\right. \\
& +\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{z-e^{i a}} \sqrt{z-e^{i b}}\right) \\
\div & \left.\left(1-|z|^{2}\right)\right) \\
\div & \left\{J\left(e^{-i(b-a) / 2}\left(\bar{z}-e^{-i a}\right)\left(z-e^{i b}\right)\right)\left|e^{i \varphi}-z\right|\right\}
\end{aligned}
$$

$$
\begin{aligned}
&= \frac{1}{\sin \frac{f-a}{2} \cdot\left(1-|z|^{2}\right)\left|e^{i \varphi}-z\right|}\left\{J \left(e^{i(\varphi-b)}\left(e^{-i \varphi}-\bar{z}\right)\left(z-e^{i b}\right)\left|z-e^{i a}\right|\right.\right. \\
&\left.+e^{i(\varphi-a)}\left(e^{-i \varphi}-\bar{z}\right)\left(z-e^{i a}\right)\left|z-e^{i b}\right|\right) \\
&= \frac{\left.-2\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{2}\right)^{1 / 2}\left(1-|z|^{2}\right) R\left(e^{-i(b-a) / 4} \sqrt{\bar{z}-e^{-i a}} \sqrt{z-e^{i b}}\right)\right\}}{\sin \frac{b-a}{2} \cdot\left|e^{i \varphi}-z\right|}\left(\sin \frac{\varphi-b}{2}\left|z-e^{i a}\right|+\sin \frac{\varphi-a}{2}\left|z-e^{i b}\right|\right. \\
&= \left.\frac{\left.2\left(\sin \frac{\varphi-a}{2} \sin \frac{\varphi-b}{2}\right)^{1 / 2} R\left(e^{-i(b-a) / 4} \sqrt{\bar{z}-e^{-i a}} \sqrt{z-e^{i b}}\right)\right)}{\sin \frac{b-a}{2} \cdot\left|e^{i \varphi}-z\right|} \right\rvert\, e^{i(b-a) / 8}\left(\sin \frac{\varphi-b}{2}\right)^{1 / 2} \sqrt{z-e^{i a}} \\
&+\left.e^{-i(b-a) / 8}\left(\sin \frac{\varphi-a}{2}\right)^{1 / 2} \sqrt{z-e^{i b}}\right|^{2} .
\end{aligned}
$$

By substituting those expressions now calculated into the previous formula we reach readily our present formula at the end of the last section.

We are now in position to state an important remark. In the previous paper, we have derived the formula somewhat heuristically in the first place, by supposing a suitable continuity vroperty of the boundury functions. It has therefore been necessary to assure the range of validity of the formule, i. e., to discuss the precise boundary behaviors of the function $u(z)$ defined by the formula, when conversely the boundary functions have been preassigned.

Our present method of deriving the formula save us, on the contrary, this rather trouilesome stage. In fact, as readily observed, both integrals contained in our finat formula have been obtained merely by transferring those for the ordinary Dirichlet and Neumann problems concerning the unit circle by means of the respective elementary transformations, and the boundary behaviors of these solutions are really classical and established, as well-known, satisfactorily.

It remains, therefore, only to investigute the boundary distortion of the elementiry transformations. For $a<\varphi<b$. the correspondence between $z=e^{i \varphi}$ and $w=e^{i \psi}$ yields the relation

$$
d \psi=\frac{\frac{1}{2}}{\left(\sin \frac{\varphi-a}{2} \sin \frac{b-\varphi}{2}\right)^{1 / 2}} \frac{\cos \frac{b-a}{4}}{\cos \frac{2 \varphi-a-b}{4}} d \varphi
$$

In order now to be able to consider the Poisson integral posessing the boundary function $U^{*}(\psi) \equiv U(\varphi)$ of the transformed Dirichlet problem, it must be supposed that $U^{*}(\psi)$ is intiagrable with respect to $\psi$ over its range of definition $0<\psi<\pi$ Hence, the original boundary function $U(\varphi)$ must then be subject to the condition that
$U(\varphi)$ also is integrable with respect to $\psi$ over $0<\psi<\pi$. In view of the abovereletion for $d \psi / d \varphi$, the last condition is equivelent to the integrability of
$U(\varphi) / \sqrt{(\varphi-a)(b-\varphi)}$ with respect to $\varphi$ over $a<\varphi<f$, the condition which has been explicitly stated also in the previous paper. That the condition is also sufficient to discuss the problem in question is a matter of course.

On the other hand, the boundary function $V^{*}(\boldsymbol{v})$ of the transformed Neumann problem satisfies the relation

$$
V^{*}(\psi) d \psi=V(\varphi) d \varphi .
$$

Consequently, it must only be supposed that $V(\varphi)$ is integrable with respect to $\varphi$ over $f<\varphi<a+2 \pi$.
4. Preliminaries in case of two pairs of arcs.

We now proceed to consider the next step, i. e., to desil with the mixed boundary value problem in case where there are two pairs of the arcs, filling up the whole circumference of the unit circle, along which the values of a function itself and of its normal derivetive are alternately prescribed.

Let a given mixed boundary value problem be formulated in the form:

$$
\begin{aligned}
& \Delta u(z)=0 \quad \text { in } \\
& u(z \mid<1 ;
\end{aligned}, \begin{array}{ll}
U_{1}(\varphi) & \text { for } a_{1}<\varphi<f_{1}, \\
U_{2}(\varphi) & \text { for } a_{2}<\varphi<f_{2},
\end{array}, ~ \begin{array}{ll}
\frac{\partial u\left(e^{i \varphi}\right)}{\partial \nu} & = \begin{cases}V_{1}(\varphi) & \text { for } f_{1}<\varphi<a_{2}, \\
V_{2}(\varphi) & \text { for } l_{2}<\varphi<a_{1}+2 \pi,\end{cases}
\end{array}
$$

$\partial / \partial \nu$ denoting here again the differentiation along the inwerd normal at $e^{i \varphi}$.

In general, if the unit circle $|z|<1$ is transformed by a schlicht conformal mapping $z=z(\hat{z})$ onto a smoothly bounded domein $D$, then the solution $u(z)$ of the problem just formulated is transforme? into a function $\hat{\mu}(\hat{z}) \equiv u(z(\hat{z}))$ harmonic in $D$ and satisfying the boundary conditions

$$
\begin{aligned}
& \hat{u}=u \quad \text { for } a_{1}<\varphi<b_{1} \text { and } a_{2}<\varphi<b_{2}, \\
& \frac{\partial \hat{u}}{\partial \hat{\nu}}|d \hat{z}|= \\
& \frac{\partial u}{\partial \nu}|d z| \\
& \\
& \text { for } b_{1}<\varphi<a_{2} \text { and } b_{2}<\varphi<a_{1}+2 \pi,
\end{aligned}
$$

$\partial / \partial \hat{\nu}$ denoting the differentiation along the inward normal at a boundery point $\hat{z}$ $\equiv \hat{z}(z)$ of $D$. Noreover, the boundary curve of $D$ nay, for instance, eventually possess the enguler points at the images of $e^{i a_{1}}, e^{i b_{1}}, e^{i a_{2}}$ and $e^{i b_{2}}$.
is readily seen from the remark steted at the end of the preceeding section the boundery functions $U_{1}$ and $U_{2}$ are to be supposed that the products $U_{1}|d \hat{z}| / d \varphi$ and $U_{2}|d \hat{x}| / d \varphi$ are integrable with respect to $\varphi$ over $a_{1}<\varphi<f_{1}$ and $a_{2}<\varphi<b_{2}$, repectively, in order that the integral formula concerning the domein $D$ is available, while $V_{1}$ and $V_{2}$ are merely to be surposed as integrable with respect to $\varphi$ over $f_{1}<\varphi<a_{2}$ end $b_{2}<\varphi<a_{1}+2 \pi$, respectively. Under these conditious the transformed function $\hat{u}(\hat{x})$ is regarded as the solution of the mixed boundery value problem with the corresponding boundery conditions, provided. for instance, the boundedness of the solution is assured.

Based on the reason mentioned just above, we may take, for convenience seke, any suitable besic तomain insterत of the unit circle. Now, the unit circle can be mapped onto a rectangle in such a manner that any four assigned points on the circumference correspond to the vertices of the rectangle. The ratio of the length of two adjacent sades of the image-rectangle is then uniquely determined, namely it is a conformal invariant called the modulus of the rectangle.

A function mapping the unit circle $|z|<1$ onto a rectangle in a stated nanner is, as well-known, explicitly expressible in terms of elliptic functions. For instance, let $e_{1}, e_{2}$ and $e_{3}$ with $e_{1}>e_{2}>e_{3}$ be any triple of real numbers satisfying the conditions

$$
\begin{gathered}
e_{1}+e_{2}+e_{3}=0 \\
\left(\infty, e_{1}, e_{2}, e_{3}\right)=\left(e^{i a_{1}}, e^{i b_{1}}, e^{i a_{2}}, e^{i b_{2}}\right)
\end{gathered}
$$

of which the last equation on anharmonic ratios is expressible elso in the form
$\frac{e_{1}-e_{3}}{e_{1}-e_{2}}=\left(\sin \frac{b_{2}-b_{1}}{2} \sin \frac{a_{2}-a_{1}}{2}\right) /\left(\sin \frac{b_{2}-a_{1}}{2} \sin \frac{a_{2}-b_{1}}{2}\right)$.

It is noticed that there remains one more freedom of choice. The unit circle $|z|<1$ is mapped by the linear function $\chi=\chi(z)$ defined by the equation

$$
\left(x, e_{1}, e_{2}, e_{3}\right)=\left(x, e^{i f_{1}}, e^{i a_{1}}, e^{i f_{2}}\right)
$$

onto the lower half of the $\chi$-plane in such a manner that the points $e^{i a_{1}}, e^{i b_{1}}, e^{i a_{2}}$ and $e^{i \ell_{2}}$ on $|z|=1$ correspond to $\infty, e_{1}, e_{2}$ and $e_{3}$ on $J X=0$ respectively. We put, as usual,

$$
\begin{gathered}
k^{\prime 2}=1-k^{2}=\frac{e_{1}-e_{2}}{e_{1}-e_{3}} \\
K=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}, \quad K^{\prime}=\int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{\prime 2} t^{2}\right)}} \\
\omega_{1} \sqrt{e_{1}-e_{3}}=K, \quad \omega_{3} \sqrt{e_{1}-e_{3}}=i K^{\prime}
\end{gathered}
$$

The quantities $k^{2}, k^{\prime 2}\left[K, K^{\prime}, \omega_{1}\right.$ and $-i \omega_{3}$ are then all real and positive. Now, the lower half-plane $J X<0$ is mapped by

$$
\hat{z}=i \int_{\infty}^{\chi} \frac{d \chi}{\sqrt{4\left(x-e_{1}\right)\left(x-e_{2}\right)\left(\chi-e_{3}\right)}}
$$

1. e. by

$$
X=\rho(-i \hat{z})(=\rho(i \hat{z}))
$$

onto the rectangle

$$
i \omega_{3}<R \hat{z}<0, \quad 0<J \hat{z}<\omega_{1}
$$

the primitive periods of Weierstrassian $f$-function being, of course, taken as $2 \omega_{1}$ and $2 \omega_{3}$.

We may further avail a multiplicative freedom on the triple ( $\left.e_{1}, e_{2}, e_{3}\right)$. If each is multiplied by a common positive number suitably chosen, then the primitive periods of the elliptic function can be mormalized such as

$$
\omega_{1}=\pi \quad \text { and } \quad \omega_{3}=-i \lg q
$$

The number $q$ with $0<q<1$ ropresenting $a$ class according to conformal invariance is determined by the equation

$$
I_{g} q=\pi \frac{i \omega_{3}}{\omega_{1}}=-\pi \frac{K^{\prime}}{K}
$$

which is equivaleut to

$$
\begin{aligned}
& \left(\sin \frac{b_{2}-a_{1}}{2} \sin \frac{a_{2}-b_{1}}{2}\right) /\left(\sin \frac{b_{2}-b_{1}}{2} \sin \frac{a_{2}-a_{1}}{2}\right) \\
& \equiv k^{\prime 2}=\prod_{n=1}^{\infty}\left(\frac{1-q^{2 n-1}}{1+q^{2 n-1}}\right)^{8}
\end{aligned}
$$

It will be readily shown that the mapping function $\hat{z}=\hat{z}(x)$ here established possesses a branchepoint of the first order at every point on $|z|=1$ which corresponds to vertex of the image-rectangle. Hence,
the distortion factor $|d \hat{z} / d z|$, taken along the circumference $|z|=1$, becomes infinite, as $Z$ approaches any one of these branchpoints, with the order equal to the reciprocal of the square root of the distance between $z$ and the respective branch-point. Accordingly, the integrability with respect to $\varphi$ of $U_{1}(\varphi) / \sqrt{\left(\varphi-a_{1}\right)\left(\ell_{1}-\varphi\right)}$ as well as of $U_{2}(\varphi) / \sqrt{\left(\varphi-a_{2}\right)\left(l_{2}-\varphi\right)}$ over $a_{1}<\varphi<b_{1}$ and $a_{2}<\varphi<b_{2}$, together with that of $V_{1}(\varphi)$ and of $V_{2}(\varphi)$ over $b_{1}<\varphi<a_{2}$ and $b_{2}<\varphi<a_{1}+2 \pi$ must be supposed, in order that the transformed problem can be solved by means of an integral formula. This supposition is equivalent to the fact that boundary functions of the transformed problem are all integrable with respect to the new arcolength parameter over their respective ranges of definition, namely, over respective sides of the rectangle.

## 5. Formula for the solution in case of rectangle.

According to the preliminary remarks stated precisely in the preceeding section, we will choose, for the sake of convenience, a rectangle as a basic domain. Let it be laid on the $z$-plane _for brevity sake, we again wright merely $z$ instead of $\hat{\mathbf{z}} \longrightarrow$ 。

Let the besic rectangle be defined by

$$
\text { If } q<R z<0, \quad 0<J z<\pi
$$

Our main task to be now performed is then formulated as follows:
To determine an explicit formula expressing the solution of the mixed boundary value problem

$$
\begin{array}{r}
\Delta u(z)=0 \quad \text { in } \quad \lg q<R z<0,0<J_{z}<\pi ; \\
u(i t)=M(t) \quad \text { and } u(\lg q+i t)=N(t) \\
\text { for } 0<t<\pi, \\
\frac{\partial u(s)}{\partial \nu}=P(s) \quad \text { and } \frac{\partial u(s+i \pi)}{\partial \nu}=Q(s) \\
\text { for } \lg q<s<0,
\end{array}
$$

$\partial / \partial \nu$ denoting again the differentiation along the inward normal. The boundery functions $M(t)$, $N(t), P(s)$ and $Q(s)$ are all supposed to be integrable over their respective intervals.

Quite as in the simplest case, the solution of the present problem is obtainable by superposing two functions $u^{(1)}(2)$ and $u^{(x)}(x)$ which solve respectively the reduced problems with boundary conditions

$$
\left.\begin{array}{ll}
u^{(1)}(i t)=M(t), & u^{(1)}\left(1_{\delta q}+i t\right)=N(t), \\
u^{(2)}(i t)=0, & u^{(2)}\left(l_{q q+i t)}=0\right.
\end{array}\right\}
$$

$$
\left.\begin{array}{r}
\text { for } 0<t<\pi, \\
\frac{\partial u^{(1)}(s)}{\partial \gamma}=0, \\
\frac{\partial u^{(2)}(s)}{\partial \nu}=P(s), \\
\frac{\partial u^{(1)}(s+i \pi)}{\partial \nu}=0, \\
\partial \nu \\
\text { for } 1 q q<s<0 .
\end{array}\right\}
$$

In order now to obtain an expression for $u^{(1)}(z)$, we consider the function mappIng the basic rectangle onto the upper semiannulus $q<|w|<1, I_{w}>0$ in such a manner that the vertices $z=0, \pi i, \lg q+\pi i$ and $l_{g} q$ correspond to $w=1,-1, \frac{1}{} q$ and $q$, respectively. It is given by

$$
w=e^{z}
$$

Denoting by $w=e^{i \psi}$ and $w=q e^{i \psi}(0<\psi<\pi)$
the images of the points $z=i t$ and $z=1 q q+i t(0<t<\pi)$, respectively, we get, for either correapondence, the same relation

$$
\psi=t
$$

By this mapping $z=z^{a)}(W)$, the function $u^{(1)}(z)$ is transformed into a function $u^{(9) *}(w) \equiv u^{(1)}\left(z^{(1)}(w)\right)$ harmonic in the upper semiannulus $q<|w|<1$, $J_{w}>0$ and satisfying the boundary conditions

$$
\begin{array}{cc}
u^{(1) *}\left(e^{i \psi}\right)=M(\psi) & \text { and } \quad u^{(\nu *}\left(q e^{i \psi}\right)=N(\psi) \\
& \text { for } 0<\psi<\pi \\
\frac{\partial u^{(1) *}(w)}{\partial \nu}=0 & \text { for } \quad J_{w}=0, q<|w|<1 .
\end{array}
$$

Hence, in view of the inversion principle, the function $u^{(1) *}(w)$ is prolongable harmonically beyond the boundary segments lying on the real axis into the dower semiannulus by means of the defining equation

$$
u^{(1) *}(w)=u^{(1) *}(\bar{w}) .
$$

Applying the villat integral formula ${ }^{3)}$ o the funotion $u^{(1) *}(W)$ thus prolonged, we get

$$
\begin{aligned}
& u^{(1) *}(w) \\
= & R\left\{\frac { 1 } { \pi i } \left(2 \eta_{3} \frac{l_{g} w}{l_{g} q} \int_{0}^{\pi}(M(\psi)-N(\psi)) d \psi\right.\right. \\
& +\int_{0}^{\pi} M(\psi)(\zeta(i \lg w+\psi)+\zeta(i \lg w-\psi)) d \psi \\
& \left.\left.-\int_{0}^{\pi} N(\psi)\left(\zeta_{3}(i \lg w+\psi)+\zeta_{3}\left(i l_{g} w-\psi\right)\right) d \psi\right)\right\},
\end{aligned}
$$

the notations from the Weierstrassian theory of elliptic functions referring to those with primitive periods

$$
2 \omega_{1}=2 \pi, \quad 2 \omega_{3}=-2 i \lg q .
$$

Returning to the original variable, we obtain the desired expression

$$
\begin{aligned}
&=u^{(1)}(z) \\
&=\left\{\frac { 1 } { \pi i } \left(2 \eta_{3} \frac{z}{\lg q} \int_{0}^{\pi}(M(t)-N(t)) d t\right.\right. \\
&+\int_{0}^{\pi} M(t)(\zeta(i z+t)+\zeta(i z-t)) d t \\
&\left.\left.-\int_{0}^{\pi} N(t)\left(\zeta_{3}(i z+t)+\zeta_{3}(i z-t)\right) d t\right)\right\} .
\end{aligned}
$$

In order next to obtain an expression for $u^{(2)}(x)$, we map the basic rectangle onto the lower semiannulus $e^{\pi^{2} / l \operatorname{lgt}}\langle | w \mid<1$. $I_{W}<0$ in such a manner that the vertices $z=0, \pi i, \lg q+\pi i$ and $\lg q \quad$ correspond to $W=1, e^{\pi^{2} / 1} 1_{8} \ell,-e^{\tau^{2} / 8} \downarrow \ell$ and -1 , respectively. The mapping function is given by

$$
w=e^{-i \pi z / 1_{\delta} q}
$$

Denoting by $w=e^{i \psi}$ and $w=e^{\pi^{2} / \lg q+i \psi}(-\pi<\psi<0)$ the images of the points $z=s$ and $z$ $=s+i \pi$ ( $l_{q} q<s<0$ ), respectively, we get, for either correspondence, the same relation

$$
\psi=\pi s / l_{g} q
$$

By this mapping $z=z^{(2)}(w)$, the function $u^{(2)}(z)$ is transformed into a function $u^{(2) *}(\dot{w})$ $\equiv u^{(2)}\left(z^{(12)}(w)\right)$ harmonic in the lower semiannulus $e^{\pi^{2} / \lg _{2}<|w|<1, J_{w}<0 \text { and satisfying the }}$ boundary conditions

$$
\left.\begin{array}{l}
u^{(2) *}(w)=0 \quad \text { for } \quad J_{w}=0, e^{\pi^{2} / l_{g q}}<|w|<1, \\
\frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu} d \psi=P(s) d s \quad \text { and } \\
\frac{\partial u^{(2) *}\left(e^{\left.\pi^{2} / l_{g q+i \psi}\right)}\right.}{\partial \nu} e^{\pi^{2} / l_{\delta} q_{2}} d \psi=Q(s) d s
\end{array}\right\} \text { for }-\pi<\psi<0 .
$$

Hence, the function $u^{(2) *}(w)$ is prolongable harmonically beyond the boundary segments lying on the real axis into the upper semiannulus by means of the defining equation

$$
u^{(2) *}(w)=-u^{(2) *}(\bar{w}) .
$$

An integral formula for solving the
Neumann problem concerning the basic annujus $e^{\pi^{2} / \operatorname{lgq}}<|w|<1$ applied to the function $u^{(2) *}(w)$ thus prolonged, then implies

$$
\begin{gathered}
u^{(2) *}(w) \\
=\left\{\frac { 1 } { \pi } \left(\int_{-\pi}^{0} \lg \frac{\hat{\sigma}(\imath \lg w+\psi)}{\hat{\sigma}(i \lg w-\psi)} \cdot \frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu} d \psi\right.\right. \\
+\int_{-\pi}^{0} \lg \frac{\hat{\sigma}_{3}(i \lg w+\psi)}{\hat{\sigma}_{3}(i \lg w-\psi)} \cdot \frac{\partial u^{(2) *}\left(e^{\pi^{2} / \lg q+i \psi}\right)}{\partial \nu} e^{\pi^{2} / \lg q} d \psi \\
-\frac{2 \hat{\eta}_{1}}{\pi} i \lg w \int_{-\pi}^{0} \psi\left(\frac{\partial u^{(2) *}\left(e^{i \psi}\right)}{\partial \nu}\right. \\
\left.\left.\left.+e^{\pi^{2} / \lg q} \frac{\partial u^{(2) *}\left(e^{\pi^{2} / \lg q+i \psi}\right)}{\partial \nu}\right) d \psi\right)\right\},
\end{gathered}
$$

the notations from the Teierstrassian theory of elliptic functions, marked by $\wedge$, now referring to those with primitive pariods

$$
2 \hat{\omega}_{1}=2 \pi, \quad 2 \hat{\omega}_{3}=-2 i \pi^{2} / l q
$$

an additive constant contained in the general integral representation vanishes here in view of the antisymmetry character of the boundary functions. Returning to the origincil variable, we obtain the desired expression

$$
\begin{aligned}
& \quad u^{(z)}(z) \\
& =R\left\{\frac { 1 } { \pi } \left(\int_{l_{g} q}^{0} P(s) l_{\xi} \frac{\hat{\sigma}}{} \frac{\left(\frac{\pi}{\lg q}(z-s)\right)}{\hat{\sigma}\left(\frac{\pi}{\lg q}(z+s)\right)} d s\right.\right. \\
& \quad+\int_{l_{g} q}^{0} Q(s) l_{g} \frac{\hat{\sigma}_{3}\left(\frac{\pi}{\lg q}(z-s)\right)}{\hat{\sigma}_{3}\left(\frac{\pi}{\lg q}(z+s)\right)} d s \\
& \\
& \left.\left.+\frac{2 \hat{\eta} \pi}{(\lg q)^{2}} z \int_{l_{g} q}^{0} s(P(s)+Q(s)) d s\right)\right\} .
\end{aligned}
$$

The sigma-functions depending on the primitive periods $2 \hat{\omega}_{1}$ and $2 \hat{\omega}_{3}$ can further be replaced by those depending on $2 \omega_{1}=2 \pi$ and $2 \omega_{3}=-2 i 1_{\delta} q$. In fact, in view of the identities

$$
\begin{aligned}
\hat{\sigma}(Z) & =\frac{\pi i}{\lg q} \sigma\left(\frac{l_{g} q}{\pi i} Z\right) \\
& =-\frac{\pi i}{\lg _{\xi} q} \sigma\left(\frac{i l_{q} q}{\pi} Z\right) \\
\hat{\sigma}_{3}(Z) & =\frac{\pi i}{\lg q} \sigma_{1}\left(\frac{l_{g} q}{\pi i} Z\right) \\
& =\frac{\pi i}{l_{g} q} \sigma_{1}\left(\frac{i \lg q}{\pi} Z\right) \\
\hat{\eta}_{1} & =\frac{\lg q}{\pi i} \eta_{3}, \quad \hat{\eta}_{3}=-\frac{\lg q}{\pi i} \eta_{1}
\end{aligned}
$$

the above expression becomes

$$
\begin{aligned}
& u^{(2)}(z) \\
= & R\left\{\frac { 1 } { \pi } \left(\frac{2 \eta_{3}}{i l_{g} q} z \int_{1_{g} q}^{0} s(P(s)+Q(s)) d s\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{l_{g q}}^{0} P(s) l_{g} \frac{\sigma(i z-i s)}{\sigma(i z+i s)} d s \\
& \left.\left.+\int_{I_{g q}}^{0} Q(s) l_{g} \frac{\sigma_{1}(i z-i s)}{\sigma_{1}(i z+i s)} d s\right)\right\}
\end{aligned}
$$

Thus, we finally reach the integral formula for the solution of the original mixed boundary value problem, stating

$$
\begin{aligned}
& u(z)=u^{(1)}(z)+u^{(z)}(z) \\
& = \\
& \quad R\left\{\frac { 1 } { \pi i } \left(\frac{2 \eta_{3} z}{\lg q} \int_{0}^{\pi}(M(t)-N(t)) d t\right.\right. \\
& \quad+\int_{0}^{\pi} M(t)(\zeta(i z+t)+\zeta(i z-t)) d t \\
& \left.\quad-\int_{0}^{\pi} N(t)\left(\zeta_{3}(i z+t)+\zeta_{3}(i z-t)\right) d t\right) \\
& \quad+\frac{1}{\pi}\left(\frac{2 \eta_{3} z}{i I_{g} q} \int_{l_{g} q}^{0} s(P(s)+Q(s)) d s\right. \\
& \left.\left.+\int_{I_{g} q}^{0} P(s) l_{g} \frac{\sigma(i z-i s)}{\sigma(i z+i s)} d s+\int_{l_{g} q}^{0} Q(s) l_{g} \frac{\sigma_{1}(i z-i s)}{\sigma_{1}(i z+i s)} d s\right)\right\} \\
& = \\
& \frac{1}{\pi}\left\{\frac { 2 \eta _ { 3 } } { i l _ { g } q } R z \left(\int_{0}^{\pi}(M(t)-N(t)) d t\right.\right. \\
& \left.\quad+\int_{l_{g} q}^{0} s(P(s)+Q(s)) d s\right) \\
& \quad+\int_{0}^{\pi} M(t) R(\zeta(i z+t)+\zeta(i z-t)) d t \\
& \quad-\int_{0}^{\pi} N(t) R\left(\zeta_{3}(i z+t)+\zeta_{3}(i z-t)\right) d t \\
& \left.+\int_{l_{g}}^{0} P(s) l_{g}\left|\frac{\sigma(i z-i s)}{\sigma(i z+i s)}\right| d s+\int_{l_{q}}^{0} Q(s) l_{g}\left|\frac{\sigma_{1}(i z-i s)}{\sigma_{1}(i z+i s)}\right| d s\right\} .
\end{aligned}
$$

A remark would be stated now again on the converse problem concerning the boundary behaviors of a function defined by the integral representation.

Based on the same reason as stated beforehand concerning the simplest case, it is insured that the formula solves really the proposed.mixed boundary value problem. More precisely stated, given any four functions $M(t), N(t), P(s)$ and $Q(s)$ integrable over respective intervals as boundary functions, then the function $u(x)$ defined by the last integral representation is harmonic throughout the basic rectangle $l_{g q}<R z$ $<0,0<J_{z}<\pi$ and satisfies the boundary conditions in consideration slmost everywhere. Moreover, the boundary condition is surely satisfied at every continuity point of the respective boundary function.

## 6. General case.

The method illustrated above by the simpler cases, where only one or two pairs of arcs bearing alternatively the values of the function itself and of its normal derivative are existent, can be readily generalized to case where several pairs of arcs exist. ${ }^{5}$ Namely, the mixed boundary value problem in general case concerning the unit circle is reducible to the problem of establishing conformal mapping of a domain bounded by circuler slits lying on the unit circumference onto domains of some canonical types and to the Dirichlet and Neumann problems concerning such canonical domains. However, the results will, of course, not so concrete as in the simpler cases diecussed above in details, since the mapping problem cannot be solved, in general, within the elementary or elliptic functions.

Let a given mixed boundery value problem be formulated in the form:

$$
\begin{gathered}
\Delta u(z)=0 \quad \text { in }|z|<1 ; \\
u\left(e^{i \varphi}\right)=U_{j}(\varphi) \text { for } A_{j}: a_{j}<\varphi<b_{j}, \\
\frac{\partial u\left(e^{i \varphi}\right)}{\partial \nu}=V_{j}(\varphi) \text { for } B_{j}: f_{j}<\varphi<a_{j+1} \\
\quad(j=1, \cdots, m),
\end{gathered}
$$

$a_{\text {mit }}$ being supposed identical with $a_{1}+2 \pi$ and $\partial / \partial y$ denoting the differentiation along inward normal. According to a circumstance similar to the one remarked at the end of $§ 4$, it is supposed here also that the functions

$$
\begin{gathered}
U_{j}(\varphi) / \sqrt{\left(\varphi-a_{j}\right)\left(b_{j}-\varphi\right)}, \\
(j=1, \cdots, m)
\end{gathered}
$$

are all integrable over their respective intervals of definition.

Te first notice that the original problem is decomposed into two special ones, namely, those of determining the functions $u^{(1)}(z)$ and $u^{(z)}(z)$ harmonic in $|z|<1$ and satisfying the boundary conditions

$$
\begin{gathered}
u^{(1)}\left(e^{i \varphi}\right)=U_{j}(\varphi) \text { and } \quad u^{(2)}\left(e^{i \varphi}\right)=0 \quad \text { for } A_{j}, \\
\frac{\partial u^{(i)}\left(e^{i \varphi}\right)}{\partial \nu}=0 \quad \text { and } \frac{\partial u^{(2)}\left(e^{i \varphi}\right)}{\partial \nu}=V_{j}(\varphi) \quad \text { for } B_{j} \\
(j=1, \cdots, m) .
\end{gathered}
$$

The solution $u(z)$ of the original problem is, of course, given by the sum of the solutions of these problems, i. e. ., $u(z)$ $=u^{(1)}(z)+u^{(2)}(z)$.

We begin with the mapping problem. The unit circle $|z|<1$ can be mapped onto a subdomain of the upper half of the unit circle, laid on the $w$-plene, which is bounded by the upper half of the unit circumference, $m-1$ mutually disjoint upper semi-circumference centered at some points on the real axis and $m$ segements on the real axis, in such a manner that $m$ arcs $A_{j}(j=1, \cdots, m)$ on $|z|=1 \quad$ correspond to the circular part of the image-boundary and the other $m$ arcs $B_{j}(j=1, \cdots, m)$ on $|z|=1$ to its rectilinear part.

In fact, it is well-known tinat the $m$-ply connected domain consisting of the whole plane cut along the circuler slits $A_{j}(j=1, \cdots, m)$ considered as a point set, can be mapped conformally and schlicht onto a domain bounded by whole circumferences of an disjoint circles. It may further be supposed that one among those circumferences, e. g., the image of $A_{1}$ say, coincides with the unit circumference and the remaining ones are all lie in its interior.

Let a mapping function be $w=w^{(1)}(z)$ and its inverse be $z=z^{(1)}(w)$. After fixing a slit corresponding to $|w|=1$, namely $A_{1}$, it contains still three real parameters according to the arbitrariness in a linear transformation of the unit circle onto itself, two amone which are to be determined by the conditions that the end points $e^{i a_{1}}$ and $e^{i b_{1}}$ of the slit in consideration correspond to $w=+1$ and $w=-1$, respectively. Then there remains only one real parameter $\lambda$ with $-1<\lambda<1$ according to a linear trensformation

$$
w \left\lvert\, \frac{w-\lambda}{1-\lambda w} .\right.
$$

On the other hand, the function $\overline{w^{(1)}(1 / \bar{z})}$ possesses the same marping character as $W^{(1)}(z)$, and hence a functionel equation of the form

$$
\overline{w^{(1)}\left(\frac{1}{\bar{z}}\right)}=\frac{w^{(1)}(z)-\lambda}{1-\lambda w^{(1)}(z)}
$$

must hold identically. If $z$ lies on $B_{j}$ $(j=1, \cdots, m)$, then, in view of $1 / \bar{z}=z$, the equation implies

$$
\lambda\left(1-\left|w^{(1)}(x)\right|^{2}\right)=w^{(1)}(x)-\overline{w^{(1)}(z)}
$$

Therefore, we have $\overline{w^{(1)}(z)}=w^{(1)}(x)$ \& d $\lambda=0$. Further, the function $w^{(1)}(z)$ being analytic, the equation

$$
\overline{w^{(1)}\left(\frac{1}{\bar{z}}\right)}=w^{(1)}(z)
$$

must remain valid throughout the domain of definition. Thus, it is concluded, that the image-domain is symmetric with respect to the real axis and moreover that the basic domain $|z|<1$ is mapped by $w=w^{(1)}(x)$ in the manner required.

By interchanging the roles of the sets $\left\{A_{j}\right\}$ and $\left\{B_{j}\right\}$ the boundery correspondence of the mapping is replaced in a manner that $m$ arcs $B_{j}(j=1, \cdots, m)$ correspond to the circular part of the imageboundary while the other arcs $A_{j}(j=1, \cdots, m)$ to its rectilinear part. Let us danote such a mapping function by $w^{5}=w^{(2)}(z)$ and its inverse by $z=z^{(2)}(w)$.

The existence of the mapping function having been thus established, the reduction of the mixed boundary problem to Dirichlet as well as Neumann ones is done merely by transformations of the variable.

Let the arcs $A_{j}(j=1, \cdots, m)$ lying on $|z|=1$ correspond, by $w=w^{(1)}(z)$. to the semi-circumference defined by

$$
\begin{gathered}
\left|w-\alpha_{j}\right|=r_{j}, \quad \quad \eta_{w}>0 \\
(j=1, \cdots, m)
\end{gathered}
$$

respectively. In order to determine the solution $u^{(1)}(z)$, it is only necessery to solve the associated Dirichlet problem for $u^{(1)}(w) \equiv u^{(1)}\left(z^{(1)}(w)\right)$,considered as a function harmonic in the duplicated m-ply connected domain after prolongation by means of the detining equation $u^{(1) *}(w)=u^{(1) *}(\bar{w})$, the boundary conditions being

$$
\begin{gathered}
u^{(1) *}(w)=u^{(1) *}(\bar{w})=U_{j}(\varphi) \\
\text { for } w=w^{(1)}\left(e^{i \varphi}\right) \text { on }\left|w-\alpha_{j}\right|=r_{j}, J_{w}>0 \\
\quad(j=1, \cdots, m) .
\end{gathered}
$$

Let next the arcs $B_{j}(j=1, \cdots, m)$ lying on $|z|=1$ correspond, by $w=w^{(z)}(z)$. to the semi-circumference defined by

$$
\begin{gathered}
\left|w-\beta_{j}\right|=s_{j}, \quad \quad J_{w}>0 \\
(j=1, \cdots, m),
\end{gathered}
$$

respectively. In order then to determine the solution $u^{(2)}(z)$, it is only necessary to solve the associated Neumann problem for $u^{(2) *}(w)$ $\equiv u^{(2)}\left(x^{(2)}(w)\right)$ considered as a function harmonic in the duplicated $m-p l y$ connected domein ufter prolongation by means of the defining squation $u^{(2)}(w)=-u^{(2) *}(\bar{w})$, the boundary conditions being

$$
\begin{gathered}
\frac{\partial u^{(2) *}(w)}{\partial v}=-\frac{\partial u^{(2) *}(w)}{\partial \nu}=V_{j}(\varphi)\left|\frac{d z^{(2)}(w)}{d w}\right| \\
\text { for } w=w^{(2)}\left(e^{i \varphi}\right) \text { on }\left|w-\beta_{j}\right|=s_{j}, J w>0 \\
(j=1, \cdots, m) .
\end{gathered}
$$

These Dirichlet as well as Neumann problems will be solved in explicit forms, provided the Green function and the Neumann function, $G^{*}(W, w)$ and $N^{*}(W, w)$ say, of the respective domains are known explicitly. In fact, us well known, the solutions are then given by

$$
\begin{aligned}
& u^{(1) *}(w)=\frac{1}{2 \pi} \int u^{(1) *}(W) \frac{\partial G^{*}(W, w)}{\partial \nu_{W}^{*}} d s_{W}^{*}, \\
& u^{(2) *}(w)=-\frac{1}{2 \pi} \int \frac{\partial u^{(2) *}(W)}{\partial \nu_{W}^{*}} N^{*}(W, w) d s_{W}^{*},
\end{aligned}
$$

where $\partial / \partial \nu_{W}^{*}$ denotes the differentiation, along the inward normal at $W, s_{W}^{*}$ denotes the arclength parameter, and the integrals extend over the whole boundaries of the respective domsins; an additive constant contained in the general integral representation for a folution of Neumann problem must vanish here in view of the antisymmetry character of the boundary functions.

Returning to the original variable, the functions

$$
u^{(1)}(z) \equiv u^{(1) *}\left(w^{(1)}(z)\right) \text { and } u^{(2)}(z) \cong u^{(2) *}\left(w^{(2)}(z)\right)
$$

solve the associated mixed boundary value problems and hence the solution of the original mixed boundary value problem is finally given by

$$
u(z)=u^{(1)}(z)+u^{(2)}(z)
$$

However, it would be noteworthy to pay attention to the fact that both functions $u^{(1)}(z)$ and $u^{(2)}(z)$ can also be characterized in another equivalent but more direct manner. In fact, the formar function $u^{(1)}(z)$ may be regarded as the solution of the Dirichlet problem in the whole $z$-plane cut along (both banks of) $m$ circular slits $A_{j}(j=1, \cdots, m)$ the boundary conditions being

$$
\begin{gathered}
u^{(1)}\left((1 \neq 0) e^{i \varphi}\right)=U_{j}(\varphi) \text { for } a_{j}<\varphi<b_{j} \\
(j=1, \cdots, m),
\end{gathered}
$$

while the latter function $u^{(\Omega)}(r)$ may be regarded as the solution of the Neumann problem in the whole $z$-plane cut along (both banks of) $m$ circular silits $B_{j}(j=1, \cdots, m)$, the boundary conditions being

$$
\begin{gathered}
\frac{\partial u^{(2)}\left((1 \mp 0) e^{i \varphi}\right)}{\partial \nu}= \pm \nabla_{j}(\varphi) \quad \text { for } b_{j}<\varphi<a_{j} \\
\quad(j=1, \cdots, m),
\end{gathered}
$$

where $\partial / \partial y$ denotes the inward normel with $r$ espect to the $m$-ply connected slit domain in considerartion; an arbitrary additive constant is determined by an imposed condition that the solution $u^{(2)}(z)$ remaining constant along the unit-circumfer ence outside $B_{j}(j=1$, $\cdots, m$ ) must vanish.

Thus, the solutions of the associated problems will immediately be found, provided the Grean function and the Neumann function of the respective circular slit domains are knowh. Let them be $G(Z, z)$ and $N(Z, z)$, respectively. The solutions are then given by

$$
\begin{aligned}
u^{(1)}(z)=\frac{1}{2 \pi} \sum_{j=1}^{m} & \int_{a_{j}}^{y} U_{j}(\varphi)\left(\frac{\partial G\left((1-0) e^{i \varphi}, z\right)}{\partial \nu}\right. \\
& \left.+\frac{\partial G\left((1+0) e^{i \varphi}, z\right)}{\partial \nu}\right) d \varphi, \\
u^{(2)}(z)=-\frac{1}{2 \pi} \sum_{j=1}^{m} & \int_{\ell_{j}}^{a_{j+1}} V_{j}(\varphi)\left(N\left((1-0) e^{i \varphi}, z\right)\right. \\
& \left.-N\left((1+0) e^{i \varphi}, z\right)\right) d \varphi .
\end{aligned}
$$

It is a matter of course that the solution $u(z)=u^{(1)}(z)+u^{(2)}(x)$ thus established is identical with the one obtained in the previous paper which has been restated at the introduction of the present paper.

In conclusion, a supplementary remark sould be added. In fact, it may be noticed that the problem can eventually be reduced to a lower case if the boundary conditions are of some particular type. For instance, we consider a problem with the k-ply symme tric boundary conditions

$$
\begin{gathered}
u\left(e^{i \varphi}\right)=U_{j}(\varphi) \text { for } \frac{2(k-1) \pi}{k}+a_{j}<\varphi<\frac{2(x-1) \pi}{k}+b_{j}, \\
\frac{\partial u\left(e^{i \varphi}\right)}{\partial \nu}=V_{j}(\varphi) \text { for } \frac{2(k-1) \pi}{k}+\ell_{j}<\varphi<\frac{2(x-1) \pi}{k}+a_{j+1} \\
\quad(j=1, \ldots, m ; \quad k=1, \ldots, k), \\
a_{m+1} \equiv a_{1}+2 \pi / k .
\end{gathered}
$$

It will readily be shown that the solution is given by
where $u^{*}(w)$ denotes the solution of the problem with the boundary conditions

$$
\begin{gathered}
u^{*}\left(e^{i \psi}\right)=U_{j}\left(\frac{\psi}{k}\right) \text { for } k a_{j}<\psi<k f_{j}, \\
\frac{\partial u^{*}\left(e^{i \psi}\right)}{\partial \nu}=\frac{1}{k} V_{j}\left(\frac{\psi}{k}\right) \text { for } k f_{j}<\psi<k a_{j+1} \\
(j=1, \cdots, m) .
\end{gathered}
$$
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