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I*t FCO , 6-M be distribution
functions, and let Q

F
(2) , Q«(£) be

its concentration functions respective-
ay. It is well known that, if F(χ) and
G-Uc) are near to each other, then Qψ(i)

and Q&(£) are also near to each other.
(P.Levy, Theorie de Iίaddition des Vari-
ables Aleatoires, 1937). In this note,
I will give to this fact more exact ex-
pression. Denote tjy f (F, <τ) the
Lέvy's distance between two distribution
functions F W and fr<*) . The
concentration function QJLi) of any
distribution function is properly de-
fined only for non-negative t . If
let4(£J«o for negative jl , £((£)
may be considered as a distribution
function.

Le*nma. In order that f (f, (x) •£ S
 $

it is necessary and sufficient that

for every x (- )

Proof. The condition that f>(F, Gc)
ύ ξ . means that the curve « ̂  Gr <*•)
lies between two curves obtained by
translations of the curve $ = F ex) in
the direction of straight line x + y - o
hy S

Theorem. , Q
fr
) ^

Proof. Vrite p(F
y
 G )

from the lemma,
then

Using these inequalities, we have

[ίrCx-t-fi

and
(- oo < X

(-oβ <

Hence

Since this relation permits the ex-
change of F and G- , we have

(- do < i < ^ j .

the lemma, this contains that

This completes the proof.

The above result is the best one:
there exist distribution functions
Fix) , 6cit) such that

For example, write F α ^ the dis-
tribution function of a random vari-
able which is distributed uniformely
in the interval (-α, +*)

 f
 and let

Fix) * FUL^) , <x<*) ~
 f
<>

 ix
> , o < a. < h

then we have 'the above equation.

(*) Received February 28, 1950.
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