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Let the n-dimensional multiple distri-
bution defined by n random variables x, ,
wooy Xn Dbe the normal distribution
with the probaoility density

(1) £lx, 500055 ) = (20 > 7
2 n
. expl =% g( (x ~ m ).

Then the two random variables 4y, z de-
fined by the linear forms:

(2) y:KZ;,O(.‘XK) Z.::KZ:‘PK)(K

are independent if and only if

n

(3) 2. % B =0
K=1
holds. Now we consicder the converse of

this property.

Theorem. Let x,, .--»X, be n random
variables. If any two random variables
Yy, 2 defined as the linear forms of
Xy, ., Xnby (2) are independent whenever
the relstion (3) holds, then the multiple
distribution of x,, ..., xn 13 the normal
digtribution with the probability den-
sity (1).

Proof. Let $ls) = E(exp(isx))
(x =1, ...,n) be the characteristic

function of X4 « Since Y=X,cos 9 +Xa
sin@® andZ = — X, sin © +Xa cos©
are independent by our hypothesis, we have

(4) - EBlexp(isy +1tZ )) =
E(exp(isy )) E(exp(itz)).
Since x, and x, are independent by our
hypothesis, we can represent the both
side of (4) by ¢, and @, :
(58) (s cose- t sing ) Pls sing +
tcose ) = ¢ (scose) §{-t

-3ing ) ¢, (s sine ) ¢,t cos o).

Putting @ =n/4 and JZ s, /Z t instead
of s, t in (5) we have

(6) ¢ (a-t) (s +¢t) =
Fls) R (-t) () §,(t).

Taking s =t or s =—t in (6), we have
especially the relations:

(7)  g02s) = |f(s) I Fuls) ,
gi2s) = F()° | % ()]
Now follows from (7)

(8)  |9(s)] = )gls))

Hence we have also from (7) |P.(2t)] =
|9 ()% (k=1,2). Now put s=rt (r =
1,2,0e0) in (6) we have then |@((r—1)t)]

el + 1)) | = |pulrt) |2 | (L) >
Thus we can prove by the mathematical
induction the relation |[gurt)| =

"f.((t)lv (I‘ = 1'2,.")0 Take then t =
s/p, we have

) A

(9) |<yk()\s)l = |4, (s)]
for A =r/p. This relation holds also
for any positive number A by the con-
tinuity of @, .

Let us put s=1 in (9), we have

L Pl = | PO = exp( =A™ ),
o« % 0., By the relation (8) we have
x, = &, =k « Hence P has the func-

tional form:
Plt) = exp(xt + 2x1 B (t)).

From 9« (- t) = q&(t) follows 6O,(~ t)
= 6,(t)(mod.1), Since we have the re-
lation P (2t) = Pult)® ou(- t) from
(7), (8), o6,(t) must satisfy O 2t)=
2 eK(‘tj) (mod.1). From this follows also
©«(27t) = 275, (t) (mod.l). Now choose
an irrational number w and put o.(w)
m, o (mod.1). ~Then we have
(10) B.lN)= m,A  (mod.l)
for A =2"w . Since 6x(t) is conti~
nuous an¢ the relation (10) holds 1or a
dense subset {2"w ; v = 1,2,.., }

~ . ’
(1C) holds also for every value A .



Hence the characteristic function ¢, (t)
of x, 1s glven by

(11) qlt) = exp(imt + & £2) |
(2 0) (k=1,2),
Thus we have the following result:

X {k = 1,0009n) has the normal distri-
bution with the mean value m, and with

the same variance o3*= <2 & , Any two
Xy ana xj' are independent,
« Now talke two rendom varlables X, =
KZ:,’AKxKand I = 2 M X such that
34 % LA had
S A
K=) =1

Let us put =xcos 6 + 7; sin ©
=SAgxgs Z = -%.8lnp + %7 - cosé

= P‘"‘ X (&= >\‘<w.se+r4KS&n &, 8= ~ A Smf+ Piccosb)
1

then 2, &k = 0 holds in this case,
Hence we can apply the results obtained
above and the characteristic function of
X, 1s given by E(exp(it X )) = exp(ifit
+ aut‘), where m = E( X, 2 = Z/\KMK

and & =-3E((% — N) 2 -% ij)\u'\J’
E((xc— m( %= m;)) = - g (5 & A5,
Putting t=1 and )\‘— ® in it have
(12) E(exp( X 1 t.xc)) =
k=1 n o,.z " 2
exp(it 2 mt, -2 t ).
K=} K=

Hence the multiple distribution of
(i, - > Xn ) 1s the normal distribu-
tion with the probability density (1),
qe©ede

Cordllary 1l.
random variables,

variables ¢4, , .
(¢hk,€), 9.= (%B,¢) (A and B are
symmetrlic matrices and ¥ = ( z,, ..
-5 %)) are independent whenever AB=0,
then the multiple distribution of (=,

- --» X~ ) 18 the normal d‘Lgtributio

Let x,,...-,x. ben
If any two random
defined by 94, =

with the probability density (1) »

Proof. Take d,= Y%, 9G.=2* for
9, z in (2), then AB=0 means the
relation (3) for 4.2 o+ 9. and 9
are independent if and only if 4 and 2
are independent. Hence we have Cor.l
from our Theorem, Qe€o.ds

Corollary 2. Let X ,.... L» be n
random veriables with means ana with
finite varlances. If any two random
veriables §- % defined by (2) are in-
dependent whenever the correlation cow-
efficient of 4 and 2 1is O, then the mul-
tiple distribution of ( x,, . -, xn ) is
the normal distribution.

Proof. By a sultable linear trans-

formation ( 'o<Kj ) we can tske
—~ "

(13) O =Rl R
8o that the variance matrix of (&, ---.x,)
is the unit matrix. Then the correlation
coefficient of 2 S, e X and z=3,, p.‘xx
is 0 1f and only if S Bx = 0, Hence
we can apply our Theorem and the multiple
distribution of (x,, - » Xn ) is the nop-
mal distribution of the form (1), Since

X, ..., Xn ) is defined by (13), the
multiple distribution of (X, .. , xn )
1s also the normal dilstribution, g.e.d.

Remark. A characterization of the ne
dimensional normal distribution whose
variance matrix V is proportional with
the given positive definite non-degene-
rate matrix = (Ay)1s glven by

changing the'condition (3) of the inde=-
vendence of y and Z to

(3 ) ZA”J“FJ
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