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Let the n-dimensional multiple distri-
bution defined by n random variables x, ,
• c, Xrb b e ^ e normal distribution
with the probability density

(1) f(x4.,

- χ (x -

Then the two random variables
fined by the linear forms %

de-

(2)

are independent if and only if

(3) Σ

holds. Now we consider the converse of
this property.

Theorem. Let x,, . • » x^ be n random
variables« If any two random variables
ij, z. defined as the linear forms of
x,,.... Xn.bj (2) are independent whenever
the relat ion (3) holds, then the multiple
distribution of *,, - •> *n. is the normal
distribution with the probability den-
sity (1),

Proof. Let %(B ) = E(exp(is x j )
( K = i , . . ,n) be the characterist ic

function of XA . Since ty-=rX,cos θ + Xx
sin θ andE =* — X, sin θ t X λ cχ>s θ
are independent by our hypothesis, we have

(4) - E(exp(is tj + i t ) )

Since x, and x ^ are independent by our
hypothesis, we can represent the both
side of (4) by <f

χ
 and <j?

t
 :

(5) ^ ( ~ t sίnθ)f^(s sin θ +

t cos a ) ~ f (s cos θ- } f, ( - t

^(s sina- ) f
2
{t cos £))«

Putting 0 = it/4 and 7
of s, t in (5) we have

/2" t instead

(6) ^(s -t) f
x
(s + t) =

?,(β) % (- t) γja) J^tt).

Taking s = t or s =-t in (6), we have
especially the relations:

(7) f, (s)

Now follows from (7)

(8) |f
(
(
s
)l = )fz(s)l

Hence we have also from (7) |?κ(2t)| =
I Ψ * (t)!* (k=l,2)

β
 Now put s=rt KT =

l,2,o.o) in (6) we have then |?
x
((r-l)t)ί

| ( ( + l ) t ) | J t t ) ! * CtJl
3

Thus we can prove by the mathematical
induction the relation |<pύ(rt)| =
ifκ(t)Γ

a
(r = 1,2,...). Take then t =

s/p, we have

(9) |%(λs)| = I9
κ
(s))

λ i

for λ = r/p. This relation holds also
for any positive number λ, by the con-
tinuity of ψ

κ

Let us put s=l in (9), we have
IΨ<(M\ - I <Pκ̂ >l

λ
 = expί oij^- ),

σc
κ
4 o. By the relation (8) we have

<*, =s oĉ , a. c* . Hence <f
κ
 has the func-

tional form:

= exp(oct θ
κ
(t))

Prom φ κ ( - t ) = f k ( t ) follows θ κ ( - t )
= βκ(t)(mod.l)o Since we have the r e -
l a t i o n <£k(2t) = f j t ) 3 f κ ( - t ) from
(7), (6), <9K(t) must sat is fy βς(2t}*
2 θκ(t) (mod.l). From th i s follows also
6 K ( 2 r ' t ) = 2*>rθk(t) (mod.l) c Now choose
an i r r a t i o n a l number <^> and put θκf<->)
mucύ (model). Then we have

(10) (mod.l)

for λ = 2 ω
 c
 Since θ

κ
(t) is conti-

nuous and the relation (10) holds .for a
dense subset { 2

Y
to % y- = l,^,..

e
 } ,

(1G) holri.q also for every value X '
e



Hence the characteristic function Φ
κ
(t)

of χ
κ
 is given by

(11) = exp(im
κ
t + * t

2
)

I oς ̂ 0) (k = 1,2).

Thus we have the following result:
3-κ (k = l, ..*n) has the normal distri-

bution with the mean value xn
κ
 and with

the same variance ~<r*= -2 <x
 β
 Any two

*«. and x . are independents
J

Λ Now take two random variables
£ λ x a n ά ^
K-l *

 K

Let us put

such that

21

= 3c, cos + ?z sin
cos e

then ΣJ <*K # K •
s
 0 holds in this case*

Hence we can apply the results obtained
above and the characteristic function of
Sf^is given by E(exp(it *ί )) = βxp(imt
"** Λ v )$ where m

 =
 E\ ̂ ι J

 =
 Λ ΛK J«K

and *
 e
'-"i:E((-x, - m) ) « - £ Σ^jλ^λ

Putting t=l and ^.c- t* in it we *havePutting

(12) E(exp( i t
κ
x
κ
 ))

βxp(it £ m
κ
t

κ
- £'£££ ).

Hence the multiple distribution of
( x,,

 7
 XL̂v ) is the normal distribu-

tion with the probability density (1),
q.e.d

Corollary l
o
 Let x

w y
 λ

Λ
 be n

random variables
o
 If any two random

variables %
y
 , %*. defined by_ %

x
 =

( %k
9
 % ) , *U= ( ^ B 3 T T 5 and B are

symmetric matrices and ^ = ( x,, . .
• -' t n.)) aye independent whenever AB=0,
then the multiple distribution of (x

t
,

' '' >
 x
 *- ) is the normal distribution

with the probability density

Proof, Take H.
β
 3. * ?* = *

t/̂  z' in (2), then A3=0 means the
relation (3) for «j., ̂  . α. and %ι
are independent if and only if y and 2.
are independent. Hence we have Cor l
from our Theorem, q e d

Corollary 2 Let X
4/
.. ̂  x«. b_e_ n

random variables with means ana with
finite variances

β
 If. anj two random

variables y > & defined b y ί 2 ) are_ in-
dependent whenever the correlation co -
efficient of J and 2- is 0, then the mul-
tiple -distribution jp£ ( x,^ . > x^ ) is,
the normal distribution^

Proof By a suitable linear trans -
formation ( "c*

K
: ) we can take

(13) ίc
κ
 ̂ i^^Kj

 x
j

so that the variance matrix of (xί^- -xj
is the unit matrix. Then the correlation
coefficient of ij^X****^ and z^Za

K
β^κ

is 0 if and only if Σ,of
k
βκ = 0. Hence

we can apply our Theorem and the multiple
distribution of ( x,, •• ̂  *>v ) i

s
 the nor-

mal^ distribution of the form (1). Since
( χ

t
 , . . . , Xn ) i

s
 defined by (13), the

multiple distribution of ( x
s
, . . ̂  x ^ )

is also the normal distribution, q«e,d«

Remark A characterization of the n-
dimensional normal distribution whose
variance matrix V is proportional with
the given positive definite non-degene-
rate matrix A~ tλcj) is given by
changing the condition (3) of the inde-
ΌΘndence of H and Z to

(3 ) Zλ;: <*.£.= 0.
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