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THE STRUCTURE OF MULTIVARIATE
POISSON DISTRIBUTION

BY KAZUTOMO KAWAMURA

Summary

In this paper we shall derive a multivariate Poisson distribution and we
shall discuss its structure.

Notations and Definitions

n positive integer
X—(XU X2, •••, Xn) n dimensional random vector
ϊ=(h, U, '- , hi) n dimensional vector with 0, 1 components
k=(kly k2, •••, kn) n dimensional vector with nonnegative integer

components
x=(xl9 x2, •••, xn) observation of X
p(x, λ) Poisson density with parameter λ

Main Results

1. Multivariate Bernoulli distribution B(l, pi)
Multivariate Bernoulli distribution is defined by

P(X=ί)=Pt
where pi^O and ΣiA*=l

The moment generating function (m. g. f.) is given by

The marginal distribution of this multivariate Bernoulli distribution is also
degenerated Bernoulli.

The covariance matrix of B(\, pi) is given by

Cov(Xj,Xk)= Σ Pi Σ Pi- Σ Pt Σ ρ i 9
lj = l k = 0 lj=lk = l l = l l k = 0 lj=Olk = l
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Proof.

Cov(X,, Xk)= Σ xμkPi- Σ XjPi Σ xkpt

— 2 J pi— Σ Pi Σ Pi

=

 ι . Σ _ 1 Λ ( ι _Σ_oΛ + ι Σ _ ί t + ( Σ Jt+ v II Pi)

- ( Σ ft+ Σ Λ-X Σ />*+ Σ Pi)

= Έ Pi Έ Pi- Σ Λ Σ
ij=ιk=0 ij=ιk = i ij=i,ιk=o ij=o,ιk

= ΣΛ-(Σί, )!.
t^i ιΓi

2. Multivariate binomial distribution 5(Λ^ pt)
Multivariate binomial distribution is defined by

Σk 11 a !

This distribution is derived by N time convolution of B(l, pt). The m. g. f. of
the distribution is given by

The marginal distribution of this multivanate binomial distribution is also
degenerated binomial.

Covariance matrix of B(N, pi) is given by

Cov(XJfXk)=N( Σ Pi Σ Pi- Σ Pi Σ ρt),

3. Multivariate Poisson distribution
Multivariate Poisson distribution is a limiting distribution of B(N, pi) as

N-^cx) under the condition of Npi=λt where λτ is a non-negative fixed param-
eter. If a random vector X has a binomial distribution B(N, pi) and if we
assume Npi=λt then we have

\imP(X=k)= Σ Π ί k «

where p(at, λ%) is an univariate Poisson density.

THEOREM 1. // a random vector X has a distribution B{N, pi) then we have
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lira P(X=k)= Σ Π M J , ) ,

Proof. By the condition we get

therefore the limit value of each term is

HPa
lim

π .HPi>
liat! i

^ ! (λ ™λt Y'ττ λ*"1

p=. r ( l ,Γ7—) 11-ττα—
ΦO

ao ΐ
iΦO

Π

= Π p{a,, λ,).

iΦO

Therefore we have

lim^ P{X=k)= N \ψN Σ ^ i V ! Π - ~ ^
χt

aι

Σaiij=kj iΦQ l iΦO a t !

= Σ_fc Πί(αJ,) .

THEOREM 2. The moment generating function of the limiting distribution is
given by

h(s)=exp{- Σ λt+ Σ λiS*}

Proof.
h(s)= lim g(s)N= lim

N p λ N Npi λ

iV-»o

i^o N
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ίΦO iΦO

where s I =s 1

l l s 2

l 2 sn

l n.

THEOREM 3. // a random vector X has the POISSOJI law, then we have an
unique decomposition of the random vector by Xj= Σ Xt where Xi(iΦ0) are

mutually independent, univariate Poisson variables with parameter λt.

Proof. This is a direct conclusion from the definition of the distribution
of convolution type. Mathematical proof is given as followings. In the bi-
variate case n=2, if X=(Xlf X2) has the Poisson law, our m. g. f. h(s) becomes

h(β)=exp{—(λ1o+λo1+λ11)+λlos1+λois2+λns1s2}

= exp(—^io + ̂ ioSi)exp( —^oi + ̂ oiS2)exp(—^π + ̂ nSiSg).

If we put Sg^l, then we get the m. g. f. of Xλ

exρ(—Λio+ΛiosOexpC—Λn+ΛusO.

This is a m. g. f. of convolution type, and if we put sι—lJ we get

exp(—>ίol+ΛiS2)exp(—λn+λns2)

the m. g. f. of X2 of convolution type. Then we have a decomposition

If we put Xn'φXn" with positive probability then this is contradictory to the
fact that Xn', Xn" has a bivariate m. g. f.

Therefore we have Xn

/=Xn

//=X11 with probability one. And we can express
the decomposition of given X—{Xlf X2) as

X1=X10-{-Xn, X2—Xoi-\-Xu

In this equality X10, X01 and Xn are mutually independent Poisson distribution
with parameter λ10, λQ1 and λn respectively, as to be proved.

THEOREM 4. The covariance matrix of the multivanate Poisson distribution
is given by

, ) = Σ Λ , Cov(X,,Xk)= Σ λ..

Proof This is a direct conclusion using the m. g. f. of the distribution
(Theorem 2) or the preceding decomposition Theorem. Generally a m. g. f. is
given by
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)=Σ s*P(X=k).

And we have

d2h(s)
= Σ kikJs1

ki...st

ki'1.. sJ

kri ..Sn

knP(X=k),

We use the result of Theorem 2, h(s) becomes

then

-=— {Σ ι*ϋisj" s»'*-1 sn

ι

A(β){ Σ i ^ s. ' s/'- s;"} {Σ

r 9'Ms) I
L dsβsk Jίj-ίz—-«B-i

=A(β)I,,.,„.....,„-!:( Σ x .̂)( Σ :*^.)+ Σ V*;,]
1 £ n iΦO ΪVO iΦO

E(X,Xk)= Σ W(ΣλXΣλ).

And £(Z y), £(Z A ) is given by E(X,)=Vnτ(X,)= Σ λt, E(Xk)=Var(Xk)
1^ = 1

Finally we have

)=£(^)= Σ Λ,.

THEOREM 5. // a random vector X has the Poisson law, then the marginal
distribution is also a degenerated Poisson.

Proof. Since X has a m. g. f. h(s), it follows that Xa>=(Xl9 •••, X3-u XJ+1,

-' > %n) 0 = 1* 2, — , n) has a m.g.f. /ι(s)|5 ;.= 1.
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A(β)|, _!=exp{- Σ/!i+ Σ to1},,-i

=exp{- Σ ( Σ λ,)+ Σ ( Σ W vΛ'-'W '^ V1} .
i O Ή o V = o > 1 i O ) # o V = o > 1

This means that if X has a Poisson distribution, it follows that X O ) has also
a generated Poisson distribution. And, similarly, if we put

then the m. g. f. of the vector is given by

( Σ
lJ1'

lJ2'"' lJk

x( Σ

Therefore, the random vector χ^iΉ ->Jk^ has a degenerated Poisson distribution
as to be proved.

COROLLARY 1. The marginal distribution X3 of X is Poisson with a param-
eter Σ λt.

lj = l

COROLLARY 2. // Cov(Z;, Xk)—0 (jΦk), then X3 and Xk are mutually inde-
pendent random variables.

THEOREM 6. // Xlf X2f •••, XN are mutually independent random vectors of
N

the multivariate Poisson distribution, then the sum Σ Xj has a multivariate Poisson

distribution.

Proof. The m. g. f. of the sum vector is given by

h(s)N=exp N{- Σ λt+ Σ λiβ*}

= e x p { - Σ Nλi+ Σ NλiS*} .
^ 0 O

This means that the sum vector is also a multivariate Poisson distribution with
parameter Nλt (i

Estimation of covariance matrix

We assume that Xlf X2, •••, XN are mutually independent multivariate
Poisson random vectors with unknown parameter λt. Given a sequence of the
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random vectors, we shall estimate the mean vector and the covariance matrix,
in this section.

A sequence of multivariate Poisson random vectors

Xk=(Xlk, -,Xnk) (*=1,2, -,N)

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 sum

1 1 0 0 0 0 1 0 0 0 0 1 0 8
0 1 0 1 0 1 0 0 1 0 0 1 6
1 1 0 2 0 0 0 0 1 2 1 1 16
0 1 0 1 0 0 0 0 1 2 3 1 19
6 4 9 11 11 3 10 7 14 8 5 7 157
2 4 3 11 8 5 7 11 10 6 4 2 146
0 1 1 2 2 1 0 0 1 1 1 0 17
0 2 4 1 2 2 0 0 2 1 0 1 24

sum 21 23 18 30 25 16 14 27 10 14 17 29 23 13 17 18 30 20 15 13

This sequence of random vectors is of n=8 dimensional Poisson distribution
and the sample size iV—20. In this paper, we use

^G—T7 Σ X%k > SiJ—Tr Σ \Xik~Xι)\Xjk Xj)
iV fc=i iV k=i

where we get easily Stj—5;i.

Estimated mean values and standard deviations

χίk

Xik

Xsk

Xik

Xδk

Xsk

Xik

X%k

1
0
1
3
5
8
1
2

0
0
3
2
4
8
3
3

0
0
0
2
5
8
2
1

0
0
0
0

15
14

0
1

1
0
1
1

10
12

0
0

0
0
0
0
7
8
0
1

2
0
1
0
5
6
0
0

1
1
1
2

11
9
1
1

52=0.4583 S3-0.8124 S4=1.0235

Z5=7.85 J6-=7.3 J?7=0.85 Z 8=1.2

S5=3.3208 S6=3.2573 S7-0.8529 S8=1.0770

Sample mean of the sum 19.65

Standard deviation of the sum 5.9521

Estimated covariance matrix

The estimated covariance matrix is given by
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s=ιstJi
0.34

-0.02

0.03

0.07

-0.64

-0.32

-0.14

-0.23

0.03

0.06

0.66

0.44

-0.02

0.21

0.06

0.015

0.145 -0.43

-0.14 -0.09

0.045 0.32

0. 09 0. 09

The main components

Έ(

0.07 -0.64 -0.32 -0.14 -0.23

0.015 0.145-0.14 0.045 0.09

0.44 -0.43 -0.09 0.32 0.09

1.05 -0.86 -0.085 0.49 0.06

-0.86 11.03 6.445-0.42 -0.12

-0.085 6.445 10. 61 0.145 -0.56

0.49 -0.42 0.145 0.73 0.53

0.06 -0.12 -0.56 0.53 1.16

(z=l, 2, .-., n)

will be refined by using estimated mean vector

_ 1 N

And the estimated sample covariances in £ with negative values are not natural,

because all parameters Σ Λ estimated by SXJ must be nonnegative. There-

fore we shall refine the estimeter S as S+ z=[S l i 7

+] where Sτj

+ equals to StJ iff

Sιj^0 and 0 iff Stj<0. And a more refined estimater will be given by S = [ 5 t J

where StJ is defined by _

Xτ iff i=j ,

Sυ

+ iff iΦj.

Because the parameter estimated by Sιt is the variance value of Xx and equals
to the mean value of Xt. And we get easily Sll+=Sli'^0, S ι ;

 + = S ^ + and Sιj=Sji.
Then we have

S=

0.
0

0.

0.

0

0

0

0

4

03

07

0
0.3

0.06

0.015

0.145

0

0.045

0.09

0.03
0.06

0.8

0.44

0

0

0.32

0.09

0.07
0.015

0.44

0.95

0

0

0.49

0.06

0
0.

0

0

7.

6.

0

0

145

85

445

0
0

0

0

6.

7.

0.

0

445

3

145

0
0.045

0.32

0.49

0

0.145

0.85

0.53

0

0.09

0.09

0.06

0

0

0.53

1.2

Conclusion of this section.
1. The unknown mean values of (Xlf •••, Xn)
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EXi— Σ Al} •••, EXn= Σ Λ,

are to be estimated by
X\> '" f X-n 7

where

Xt=^ΣLXik ( ι = l , 2 , - , « ) .

2. The unknown covariance matrix of (X1} •••, Z J

[Cov(Z,, Xj)l C o v ( ^ ^ ) = ΣΣ

will be estimated by the sample covariance matrix S or S+.
3. And a more refined covariance matrix will be given by S.
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