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On the Cauchy problem for Schriidinger type equations
and the regularity of solutions

By

Shin-ichi Doi

1. Introduction and main results

In  this paper w e consider evolution equations for second order differen-
tial operators with skew-symmetric principal parts

(at +a- (x, D)) u =f  in Z' ( (0, T) x
I s(0, x )=u0(x ) .

Here we assume

(A O )  a=iaz -Fari- ao, a; SLID (j =  0 , 1 , 2) a n d  a z is real.

Especially we have in mind the following simple equations:

(1.2)
( a t+ i -1 1Dx12 + i b ; (x) Di - - P c (x))u=f in Z' ( (0, T) x R.1)2 j=i

u (0 , X )  
=

1 4 0 (X ),

where bi (x), c (x) E  3 .c.° ( R e' ) .

T h e  aim  o f  th is  p a p e r  is  to  g iv e  a  sufficient condition for the Cauchy
problem  (1 .1 ), especially (1 .2), to  be Hs (or H - ) well posed, and  under that
condition we will show the additional regularity of the solutions.

More precisely we consider the following conditions:
(A l)  T h e re  e x is ts  e  E  SI,0  s u c h  th a t  e (x, )  - - .  5 q> w ith  s o m e  5> 0  and

th a t {e, a 2) E S L ). H e re  q> = (10+ W 2) 1 •
(A2) There exist pc s?,o of real value and C>0 such that

(1.3) 11„,p+Re a C.

(A3) There exist p  S  (log < > , Idx1 21 2 )  o f rea l value, K > 0 and
C>0 such that

(1.4) Hap+ Re a i  — K  logq> — C.

H e r e  Hpq= fp, q) = (ae,Pax ,q —  ax,Paelq) •
j= 1

Received April 27,1993



320 Shin-ichi Doi

Remark. If a z  is uniform ly elliptic  or independent o f  x ,  th e n  (A l)  is

satisfied with e= (l+ a)+  or < 0 respectively.

Theorem 1.1. L et s E R and suppose (AO) ,  ( A l)  an d  (A2) . Then for
any uo CHs and JE  L' ([0, 71; Hs ) there ex ists a solution u E C ([0, 7 ]; H s )  o f  (I.
1) satisfying

(1 .5) Ilu (t) Os(1Iu (0) Ils +f
o 

(r) Ilsd r), o T,

and it is  unique in C ([0, 71; 1/ - - ). Moreover if fC L 2 ([0, 7 ]; H s ), then u E L 2 ([0 ,
71; X s )  and also satisfies

(1.6) fotIlis (7) fotil f(r)Vdr) , 0 .

Here X s  is  a Hilbert space whose norm is defined by

(1.7)( ( H a , p +  Re ai) w (x, D) <D>u, <D>U)+ CslluI
w ith a large constant C5 >0.

Theorem 1.2. L et s E R .  Suppose (A O), (A l) and  (A3). Then f or any
up E Hs and J E  ( [ 0 ,  7 1 ;  Hs ) there ex ists a solution u E C ( [0 , 71; FIS - T) o f  (1. 1)
satisfying

(1.8) Ills (t)Ils-r C (Ilu (0) lis - F f t (r)iisdr) , 0 t

and it is  unique in C ([0, 71; H- - ) . Here y, C>0 and r is independent of s.

Remark. The proofs of Lemmas 2 .2  and 2 .3  contain more informa-
tion: if Uo E Hs and <D> -

n uf E L i ([0, Ti; H
s) , th e n  < D >  -

t 'u u C  ([0 , Ti; Hs)
and the following estimate holds with m, M, C>0;

(1 . 9) ilu( 1 1 1 4  ( 0 )  l i s +  f (r)ils-m4r) , t T.0

Here we can choose M=M2 — M1 if M1 logq> + C I  p  (x, ' ./ 1 / 2  log <0 +C2
w ith C I, C2 E R and m as any real num ber satisfying Ha 2 + 1 ,,„,„p + R e  a i +mlog

with some C>0.

Corollary 1.3. Suppose (A O), (A l) and (A3). Then for any  u0 E lf°  and
fEL 1 ([0, 7 ] ; H- )  there exists a uique solution u E C ( [0 , Ti; H - )  of  (1.1).

Corollary 1.4. Let s E R and put Re b (x) = (Re bi  (x ), , Re bd(x)).
S uppose (t) is a positive non-increasing function in  C ([0, co)) nLi (0, 00)). If
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(1 .10) IRe b (x) I (Ix1)

then (I. 2) satisfies (Al) and (A2) with

(1.11) Iktilis= (A (Ix1) D> s+1 v <D> u) + c

Therefore Theorem 1.1 is applicable.

Corollary 1.5. Let s E  R and suppose A (t) is a positive non-increasing

function in C ([0 , 0 0 ) )  satisfying f o t 2 ( r )  olv L log  (t+1)+C  with L, C>0. If

(1.10) 1Re b(x)I A (1x1) ,

then (1. 2) satisfies (Al) and (A3). Therefore Theorem 1.2 is applicable.

Remark 1.6. W e can take r= 2L if  1Re b (x)I.<L <x> - 1 and  11m ajbk
(x)1 C(log<x>) - 1  w ith  C > 0 . In th is case p can be chosen as follows:

M
/  x  • 1/  •  d  P (x. = <x x> <./> <x> <> ) 1,11+ lx I 2 +1 12

Here M> 0 is  a large constant and f  is  a  real valued function in  C-  (R) such
that f (t) = 0 (It' <1 —  2E) ,=1 (t > 1 — E) ,— 1 (t < — 1 + E) and f  (t) 0  with 0 <E
<1.

On the well-posedness of the Cauchy problem for Schrtidinger type equa-
tions there seems to be a gap between the necessity and sufficiency.

For the necessity there a re  w orks such as [M i 1, 2], [Ichi 3, 4] in the L2

case, and [Ichi 2], [Ta 2 ], [Ha] in the 1/-  c a s e .  W e quote the necessary con-
d ition  from  [ Ichi 31 i n  a  little  changed form  to  m ake th e  comparison with
(A2) easy.

d d

Theorem (W. Ichinose). Let a2= E i ,k -i a i k (r) U k , ai = Ei=i b (x)
and a 0 = c  (x ), where aik, b5, c E  3 c.'  (Rd ) , ajk = aki E R and C11V2

C21V2 with C, > 0 . If (1. 1) is L2 well posed on [0, T] (see [Ichi 3] for the precise
definition), then

(1.12) inf R e f  ai( r ,  y, n) , E(r, y n)) dz- > — co.
(t. et°, x Rd xR

,

Here (X (t, y, n) , E (t, y, r))) are the integral curve of the Hamilton vector field
d

1102=
 E (ac, a2axi—ax,cizae) passing through (y, 72) at t = 0.
t=1

T h e  sim plest condition to  a s su re  (1.12) i s  the  ex is tence  o f a  bounded
real valued function p (x, of class C1 such  that H„,p + Re a i  — C with some
C> 0, w hich is the origin o f  (A 2 ) . In  general w e can not hope that p E S7,0.
Even so this is the case of (1.2) (see Corollary 1 .4 ). Sim ilarly (A3) origin-
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ates in the necessary condition for the H-  well-posedness.
F or the  sufficiency of the well-posedness o f  (1 .2 ) there  a re  works such

as [M i 2], [Ichi 1], [Ta 3] and  [Ba]. These works all rely on the method given
in [M i 2], based on the S0,0 calculus. So they can not help to assume some con-
ditions on Tm b  (x ) in addition to  b (x) E " (R d ) . In  contrast the  author uses
ra ther simple energy method, which is based on good symbol classes S1,0 o r S
(m, (log<>) 2 1dx12 - F <0 - 2 (log<V) 2 1c/V2 ) , and formulates the sufficient condi-
tion  in  a  s ta b le  w a y . T h e  defect of th is approach is that he  can not handle
the delicate case treated in [M i 2], [Ichi 1] and [Ta 3].

Acknowledgement. A t the preliminarly stage of th is  paper, I proved
Theorem 1.1  and Corollarly 1.4: however. I proved Corollarly 1.5 under the
conditions IRe b.; (x) <x> lImakb; (x) I . -C(log<x>) - ', 1 h d w ith  C>
0  (see Remark 1.6).

Soon after I informed Mr. Baba of this approach, he suggested that to add
the linearly time-dependent term to p  in  (A3) might eliminate the second con-
dition. I thank him for this advice.

Notation. For general notation, especially concerning the W eyl calcu-
lus, see [Ho, chapter 181.

< V =  (10+11 2 ) ( c R d ). L2 =L 2 (R d ) ,  (*,')= (•,')L2, II • 11=11 • IL.

Hs =Hs (R d ) = tu ES' (Rd ) < 0 ' 511 E L2 )  III= II < 0 sft () II.
11- =  f l Hs H U  Hs, C M ,  T]; =  U  C([O, 71; Hs ).

SER sER sER

.° = e .' (Rd ) = { fEC'w (Rd )  : a a fE L -  for all a}.

For S',;„3 and S(m, g ) , see [Ho, chapter 1 8 ]. C ([0 , T]; w — S (m, g ))  is  the
set of all .75 E C ([O, 7]; C° (Rd X Rd ) ) such  that (0 (t,•,•)) 0 , , , ,  is bounded in S
(m, 9).

For pE s (m, g),uES ,

r r  „ x _ y ) c  (x+2 1i  , u ( y ) d y d ;(pw(X D) u ) (x) = (2 70 d J J e

o-(pw (x, D)) =p (x, .

2 .  Proofs

Theorems 1.1  a n d  1 .2  follow th e  a  p rio ri estim ates in  Lemmas 2 .4  and
2.3 respectively with standard argum ent (see, for examples, [Ho, the proof of
theorem 23.1.2, p.387]).

In th is  section we abbreviate S (m, ldx1 2 + - 2 1cle )  to S (m) and pw (x,
D ) to p (x, D ).
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Lemma 2.1. Let OE S (log <0 ) and suppose there exist real numbers m i ,
mz, Ci and C2 such that

milogq> y5 (x, 'in2log <0 +C2.

Then

(1) e° E S  (<0 m 2 , g) , g= (logq> ) 2 1dx12 + <0 - 2  (logq> ) 2 Id d2 .
(2) There exists q C S ( q> (logq> ) 4 ) such that

k i (x, D)k (x, D) =I d +r (x , D)
I k (x, D)k i (x, D) =I d ± r i (x, D)

where k=e°, k i =e
-°

 (1+ q) and r, r1 E S .

(3) There exist C, > 0  such that for all u c l r

IlulL Cllk ( r ,  D)u11+11r (x, D) 'all,

Proof. (1) is verified by simple calculation.
CO

(2) Since a (e
-°

 (x, D) e
°
 (x , D )) 

—
E  pi  with
;=0

1  (i (1-)  •  D y -

2

Dn D x ) y  e -o (x ,  ) e (b (y, 17) I (1, (x ,e )

ES( (<0 - 1  (logq> ) 2 ) )) , j =  0, 1 .....

it follows that

e- - ° (x, D) e° (x, D) =1—p (x , D ) , pc s (q> - 2  (lOg ) .

With q' (p (x, D)
=0

we obtain

)  and q= a (q' (x, D)e - '6 (x , D)) e'b e S  (<0 - 2 (logq>)

(( l+q )e
-°

) (x, D) e°(x, D) = 1+ r(x , D ) , r

Similarly forfor some qi  E S  (q> (logq> ) 4 )

e° (x, D ) ( (1 -  q i )e
-°

) (x , D) =1 H- ri  (x, D) ,

From  these w e get ((q —  gi) e )  (x , D) c Op S
—

, th a t is,_ q 
—

qi C S . T h i s
proves (2).

(3) By (2) we obtain

(x, D) k (x, D)ullmi+111
-
(x,

_<C11k (x, D) ull +11r ,  D ) uIlmî C'llu 11m2.

Remark. If C ( [0, 71: —  S  (log  < V ) , then e
°
 E C  (1[0, w— S
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( q> m 2 , 9)).
Moreover we can take q EC ([0, w— S ( q> -

2 (log <0 ) 4 ) ) , r, C( [0 , 71:
.

Lemma 2.2. L et a satisfy (AO) and let OE C l  ( [0, 71: w — S (log<V)) .
Suppose

(2.1) a t o+H a ( I )2+Imal Re a l  <C o , (t, x, E [0, 7 ] X R d  X R d

(2.2) milog +C I( t ,  x, < 7 n 2 1ogq> ± C2, (t, x , [0, 7] X Rd  X Rd

with Co, C1, C2, m 1, m2 E R , then

(2.3) N (u (t)) C (N (u (0 )+ foN V (rnd r),O S T

( 2 . 4 )

f o t  
N (u(t)) 2d rC '((N  (u (0 )) 2 +

r t 
N V(r)) 2c1 1 ), O t T

for u E C i  ( [0, 1] ; H ° ) .  Hare f (t) = (at + a  (x, D) ) u, (t), K =K  (t) (t, z , D) ,
and

N (u (t)) 2 =11K (t)u (t)112 +14 (t) IL-1

Ns- (u (6) 2 = ( ( — çbt —  {a2 + IM  al , 0} +Re al) (t, x, D) Ku, Kit) ± ClIKUII2

with a constant C" > 0 large enough to ensure 17■1-  (u (t)) ••_11K (t)u (t)11.

Proof. Let u EC 1 ( [0 , 7 ] ; H- )  and set f = (at +a (x, D) )u .  Put k (t, x, 0
=exp (0 (t, x, )) EC' ([O, 7 ] : w —  S (q>" i 2 , g ) ) .  By Lemma 2.1 there exists q
E c ( [0 .  71: w— S (‹V - 2  (logq>) 4 ) )  such that

x, D) k (t, x, D) = id +ri (t, x, D)

k (t, x, D) fe (t, x, D) = Id d- r2 (t, x, D)

where i-e=e - 4  (1+ q) EC ([0, 7 ] : w—  S ( q> - 'n 1 , g )) and ri, r2 E C ( [0, 7] : S ° ° ).
For simplicity we denote pseudo - differntial operators p (t, x, D ) by the corres-
ponding capital letter P = P  (t ).  We have

111K (t)u (t)112 =2Re (K 1 (t)u (t) +K (t) ( — Au (t) ±f (t)), K (t)u(t))

=2Re ( (Kt +  [A, K] — AK)u, Ku) +2Re (Kf, Ku)

=2Re ( ( (Kt + [A, x ] ) k —A)K-u, Ku)
+2Re (R 3u, Ku) +2Re (Kf, Ku).

Here r3 EC ([0, 1] : S- - ) • Since

(If rk- ) (Pt,
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a([4, K1) {a, 0},

([A, 1?) m - - {a, 0}H4 {{a, 0}, 0} ,
Re a (  [A, K] {a2H-Im ai,

modulo C([0, w— S (1, g )), it follows that

IFKu (t) 112( ( O+  {a2 +1m a l , 0} —Re ai) (t , x, I)) KU, KO

21IR 31,1,11 111 ( 1 4 11+ 2 C111K14 112 + 2 111 (f  II IlKull

with some C1>0. Similarly we have a rougher estimate

f t llu (t) 2 (C2111tIlmi ± 11f IlvtlItm-i
2 (C3111(u11±C31411m1-1±11f

In  the  last inequality w e u se  Lemma 2.1 (3). By adding the  both estimates
we obtain with 0>0

(2.5) —

d  

N (u (t ) )  C 4N (u (t)) ±N  (t)) ,dt

(2.6)N ( u  ( t ) ) 2I V ( u  (t)) 2 +C 5N(u (t)) 2 N  (f (t )) 2 .dt

From  (2.6)

dt 
e -c5r N  (0 )2 +  5 e -c5t ( u  (0)2 < e -c5rN  v (6)2 .

By Integrating the both sides from 0 to t,

e -0 5 tN  (t t )
 2+  of N (u (r) ) 2"  -d N(u (0) ) 2 +  f  e - 0 5 1 -Ar V (r) ) 2dr

0 0

wich im plies (2.4). Sim ilarly (2.5) leads to  (2.3).

Lemma 2.3. Let s eR  and assum e (AO), (Al) and (A3). Then there exist
r, C , C2>0 such that

(2 . 7) (Du (0)II f a (x, D)) u (r) ,0

(2.8) Ilu (t) Ils-r C2 (1Iu (7) Ils+ f  (a,+a (x, D)*)u (r)

for all and u  Ci ( [0, ; H's )  .  Here r>0 is independent of s.

Proof. Take ni . 0 satisfying

Ha2+Ima, p+Re ai
- Fm logq> —C
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with a constant C>0. Put

çl' (t, x, = — p (x, )+  (s— mt) log e (x, .

Then 0 satisfies (2.1), (2.2) wich C; E R, mi =s—M 2 —mT,m 2 =s—M 1 if

logq> + C 'p (x , logq> +C".

By Lemma 2.2 and Lemma 2.1 (3)

lu (t) (11. (0) ilm2+ f (a+a (x, D))u (r)11m2dr)0

w ith C5>0, which implies (2.7) w ith r=M2 — MI + InT . If we replace t by T
— t, (2 .8 ) is reduced  to  (2.7) since  (A U ), (A l) and  (A3) are valid for at+
A * w ith p replaced by —p.

We can prove the next lemma similarly as Lemmas 2.2 and 2.3.

Lemma 2.4. Let s e R  and assum e (AO), (Al) and (A2). Then the follow-
ing a priori estimates hold:

IIu (t) (ii. (0) Ils+ftil(at+a (x, D) )u (r)11sdr) ,0

C2 (Vu (T)Ils+ f  TV (at—a (x, D) * )u (0114 ,
fo t  

( (Ha, P+Re ai) (x, D) <D>'u (r) , <D> su (T )) (1 1 -

_<c3 au 011.i+ f:11(at + a  (x, )u (r)

for all and uEC ([0, 11; Hs+2 ) n ([0, 7]; Hs) . Here Ci=C;(s,T).

Lemma 2.5. (1) If  A (t ) is a positive non-increasing function in C ([0 ,
° ° ))

 n
 L I  ( [ ( )  ,  c o ) ) ,  then there exists 0 (x) = (01. • • , Od) ,  Of E (Rd) of  real

value, such that

°'
sunini (x) (ai0i+ (14  > o

as possitive definite matrices.
(2) If  A  (t ) is  a positive non-increasing function in  C ([0, 0 0 ) )  satisfying

.1. 0`2 (r)d r L log (t+ 1) +C with L, C> 0, then there exists çb(x)= (01, •••, d)
q5EC (Rd) of real v alue, such that a i0 iE e °  (Rd ) , 10i (X )  I log <x> + C' with
C' >0 and

O'sy ntm(x) A  (1x1) Id > 0

as positive definite matrices.

Proof. T a k e  a E Cc7 ((0, 2)) su ch  th a t f  a (t) d t = 1, 0 S a S1 and set
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(t ) =  f a (r) (t —  d r , where /1 (t) = (0) if  t <O . Then A  (t) ( t )  and

f a  ( r )  c l r + C  f (r) clz-  with C> 0 if P u t  (x) (f. (xi), •••, f (xd))
with f  ( t )  =  ot (I ri) d r Then

/ (Ix11)
0 ;„.  (x) =

(Ixd1)

Proof of Corollary 1. 4. Take 0(x) satisfying Lemma 2.5 (1) for (t) and

set p (x, = q ) ( x )  • VO - 1 .  Then we have

{1d2, p) =2 • V xp (x, = 29ymm (X ) • < 0 22 (1x1) 1d2 <0 - 1

which leads to (A2) if  1Re b (x) 1 • /1 (1x1).
Proof of Corollary 1. 5. Let a  C-  (R (I )  such that a = 1 (1x1 <1) , a = 0 (lx

1> 2),1  and put x  (x , ) =a(<I> ) ES (1, (1 - 1- 1x12 +1V) - 1 (1dx12 ±1c/

12) ) .  Take 0 (x ) satisfying Lemma 2.5 (2) for .1 ( t )  and set p (x, = o (x) •
e<e> x , .
Then we obtain

{1W, p} = 2 (0'symm (x), ) x (x ,C O - 1 +20 (x ) • “> - 1 ( V )  (x,

2  (95'symm (x), X (x, <V -1- - Cilogq> — C2
2 À (1x1) X (x, —Cilogq> — C3
2 (1x1 ) — C4logq> — Cs .

gHere we use the f a c t  th a t  (t) = 0 (  l o  t ) T h i s  leads to (A3 ) if 1Ret
b (x)I• (ixi)
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