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On a p-local stable splitting of U(n)

By

Goro Nishida and Yeong-mee Yang

1. Introduction

Let U(n) be the unitary group. H. Miller [5] has introduced a filtration
{1} = R0(Cn) ⊂ R1(Cn) ⊂ · · · ⊂ Rn(Cn) = U(n) and shown that there is a
stable splitting

U(n) �
n∨

k=1

Rk(Cn)+

where Rk(Cn) = Rk(Cn)−Rk−1(Cn) and Rk(Cn)+ ∼= Rk(Cn)/Rk−1(Cn) is the
one-point compactification of Rk(Cn). The filtration is given by counting the
dimension of direct sum of eigen subspaces in which eigenvalues are different
from 1. Later M. Crabb [1] gave a simpler constrution of the stable splitting.

On the other hand it is known [6] that for a prime p there is a p-local
unstable decomposition

U(n) �
p
X1(n) × · · · ×Xp−1(n)

into a product of p − 1 spaces, using the unstable Adams operations with
theXi(n)’s satisfying H∗(Xi(n); Z(p)) ∼= ΛZ(p)(xi, xi+p−1, . . . , xi+s(p−1)) where
s = [n−i

p−1 ]. Then we obtain a p-local stable splitting

U(n) �
p

∨
Xi1(n) ∧ · · · ∧Xis

(n), 1 ≤ i1 < · · · < is ≤ p− 1.

Then a natural question arises:

Question. Can one mix those stable splittings and obtain a finer one at
an odd prime?

In [2], Crabb, Hubbuck and McCall have shown that Rk(Cn)+ splits stably
as (ΣSRk−1(Cn)+) ∨ SRk(Cn)+(written by SXk(n) in [2]), where SRk(Cn)+

is the space in the stable splitting of SU(n), and SR2(Cn)+ is stably indecom-
posable at the prime 2. The purpose of this paper is to give an affirmative
answer of the question at an odd prime. Our main theorem is
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Theorem 1.1. (1) Let n be a positive integer and let p be an odd
prime. Then for each pair (t, k) of integers such as 1 ≤ t ≤ p−1 and 1 ≤ k ≤ n,
there exists a finite spectrum Xt,k(n) satisfying

H∗(Xt,k(n); Z) ∼= Λk
Z(yt, yt+p−1, . . . , yt+α(p−1))

as a module where α is the maximal integer such that t+ α(p− 1) ≤ n
(2) There exists a stable p-equivalence

U(n) −→
∨
Xt1,k1(n) ∧ · · · ∧Xtm,km

(n)

where the wedge sum is taken over 1 ≤ t1 < · · · < tm ≤ p−1 and k1+· · ·+km ≤
n. Here Λk

Z
(yt, yt+p−1, . . . , yt+α(p−1)) means the module of k-th exterior powers

of yt, yt+p−1, . . . , yt+α(p−1) and deg yi = 2i− 1.

We should mention that in Example 3.12 [3], it is given a simpler splitting
without proof. A weaker version of the theorem is also given from the result
of Harper and Zabrodsky [4]. They have shown that a mod p H-space Y with
H∗(Y ; Z(p)) ∼= ΛZ(p)(yi1 , . . . , yit

) has a stable splitting Y �
p
Y1∨· · ·∨Yp−1 such

that H∗(Ya; Z(p)) ∼=
⊕

k≡a(p−1) Λk
Z(p)

(yi1 , . . . , yit
) for 1 ≤ a ≤ p − 1. Applying

this to the mod p H-space Xi(n), we obtain spectra Yi,j(n), 1 ≤ i, j ≤ p − 1
such that Xi(n) �

p
Yi,1(n) ∨ · · · ∨ Yi,p−1(n) and

H∗(Yi,j(n); Z(p)) ∼=
⊕

k≡j(p−1)

Λk
Z(p)

(xi1 , xi1+p−1, . . . , xi1+α(p−1)).

The idea of proof is roughly as follows. A stable splitting of a space or
spectrum Y corresponds to a splitting 1 = e1 + · · ·+ ek of the unity into a sum
of orthogonal idempotents in the ring {Y, Y } of homotopy classes of stable self-
maps of Y . If we are given two splitting 1 = e1 + · · ·+ ek and 1 = f1 + · · ·+ fl

and if eifj = fjei for all i, j, then we have a finer splitting 1 = Σeifj . But
this is too strong condition. Let ψ : {Y, Y } −→ EndH∗(Y ) be a natural ring
homomorphism. Write ψ(e) = e∗. Then the assumption of the above statement
can be weakened as (ei)∗(fj)∗ = (fj)∗(ei)∗ for all i, j. The proof of the main
theorem is done by checking that this weak condition holds for our two stable
splittings of U(n).

2. Multiplicative property of stable splittings

We define an increasing filtration of the unitary group U(n)

{1} = R0(Cn) ⊂ R1(Cn) ⊂ · · · ⊂ Rn(Cn) = U(n)

by

Rk(Cn) = {g ∈ U(n)| dimC(Ker(g − 1)) ≥ n− k}, 0 ≤ k ≤ n
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where 1 denotes the unit element of U(n). The difference Rk(Cn)−Rk−1(Cn) =
{g ∈ U(n)| dimC(Ker(g−1)) = n−k} is written by Rk(Cn). The one-point com-
pactification Rk(Cn)+ is identified with the quotient space Rk(Cn)/Rk−1(Cn).
The pointed natural projection map is denoted by πn,k : Rk(Cn)+ −→ Rk(Cn)/
Rk−1(Cn) = Rk(Cn)+. Note that Rk(Cn) consists of unitary matrices A such
that the dimension of the sum of eigenspaces of A with eigenvalue different
from 1 is equal or less than k.

H. Miller [5] and M. Crabb [1] has shown the following

Theorem 2.1. There exists a stable splitting

U(n) �
n∨

k=1

Rk(Cn)+.

We recall the construction of the splitting following [1]. Let End(Ck) be
the space of all k × k matrices. We regard End(Ck) as a U(k)- space by the
adjoint action. Then we have following U(k)-invariant subspaces of End(Ck):

(1) H(k): the space of Hermitian matrices,
(2) u(k): the space of skew-Hermitian matrices,
(3) U(k): the unitary group,
(4) U(k)0 = {g ∈ U(k)|g − 1 is invertible }.

Let Gn,k and Vn,k be the Grassman manifold of k-planes in C
n and Stiefel

manifold of k-frames in Cn, respectively. Let U(k) −→ Vn,k −→ Gn,k be the
standard principal U(k)-bundle. We denote this bundle simply by ζn,k. Let
F be a manifold with a U(k)-action. We denote the associate fibre bundle by
ζn,k(F ). The Cayley transform

ψ : u(k) −→ U(k)0

defined by ψ(X) = (X − 1)(X + 1)−1 is a U(k)-equivariant diffeomorphism.
Consider the bundle ζn,k(U(k)) −→ Gn,k; the fibre over E ∈ Gn,k is the

unitary group U(E) of a k-dimensional subspace E ⊆ Cn, and we can regard
an elements of ζn,k(U(k)) as a pair (E, f) where E ∈ Gn,k, f ∈ U(E). Now we
have a surjective map pn,k : ζn,k(U(k)) −→ Rk(Cn) given by

pn,k(E, f) = f ⊕ 1 : E ⊕ E⊥ −→ E ⊕ E⊥.

It is clear that the restriction of pn,k gives a homeomorphism

ζn,k(U(k)0) −→∼= Rk(Cn).

Now we can use the Cayley transform to identify the bundle ζn,k(U(k)0) over
Gn,k with the Lie algebra bundle ζn,k(u(k)). Thus we have

Proposition 2.2. There is a natural diffeomorphism between Rk(Cn)
and the total space of the vector bundle ζn,k(u(k)) over Gn,k.
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We recall the Iwasawa decomposition GL(k,C) ∼= U(k) × P (k) where P (k)
is the space of positive definite Hermitian matrices. The exponential map
exp : H(k) −→ P (k) is a diffeomorphism and hence we have a diffeomorphism

1 × exp : U(k) ×H(k) −→ GL(k,C)

which is clearly U(k)-equivariant. We now construct a stable map σn,k :
Rk(Cn)+ −→ Rk(Cn)+ as follows. We have a diffeomorphism

ζn,k(U(k) ×H(k)) −→∼= ζn,k(GL(k,C))

and an open embedding

ζn,k(GL(k,C)) ⊂ ζn,k(End(Ck)) ∼= ζn,k(u(k) ⊕H(k)).

Note that ζn,k(U(k) × H(k)) is identified with the fibre product ζn,k(U(k))
×

Gn,k

ζn,k(H(k)) of the spaces over Gn,k, and similarly for ζn,k(u(k) ⊕ H(k)).

Since ζn,k(H(k)) is a real vector bundle over a compact space Gn,k, there is an
embedding ζn,k(H(k)) ⊂ Gn,k × RN into the product bundle for some integer
N . Let γ be the orthogonal complement of ζn,k(H(k)) so that ζn,k(H(k)) ⊕
γ = Gn,k × R

N . Then applying ×
Gn,k

γ to the above diffeomorphism and the

embedding, we have an open embedding ζn,k(U(k)) × RN ⊂ ζn,k(u(k)) × RN

and applying the Pontrjagin-Thom construction we obtain a stable map sn,k :
ζn,k(u(k))+ −→ ζn,k(U(k))+. By a usual argument it is easy to see that the
homotopy class of the stable map sn,k does not depend on a choice of an
embedding ζn,k(H(k)) ⊂ Gn,k ×RN . Now we define the stable map σn,k as the
following composition

σn,k : Rk(Cn)+
(p−1

n,k)+−→ ζn,k(u(k))+
sn,k−→ ζn,k(U(k))+

(pn,k)+−→ Rk(Cn)+.

The next theorem is due to M. Crabb [1].

Theorem 2.3. πn,k ◦ σn,k is homotopic to identity.

We denote the inclusion maps Rk(Cn) −→ Rk+1(Cn) by j. Then we have
a stable map j ◦ σn,k : Rk(Cn)+ −→ U(n)+ and by taking a wedge sum we
have

n∨
k=0

Rk(Cn)+ −→
∨
U(n)+ −→ U(n)+

which is clearly a homotopy equivalence. Since R0(Cn)+ � S0, we finally obtain
a stable homotopy equivalence

n∨
k=1

Rk(Cn)+ −→ U(n).
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Now we recall basic facts about the homology of Rk(Cn) (see, e.g. [7]).
Define a map ρ : Σ(CPn−1

+ ) −→ U(n) by

ρ(λ, z) = (δi,j + (λ− 1)ziz̄j), 1 ≤ i, j ≤ n

for λ ∈ S1, z = [z1; . . . ; zn] and z = (z1, . . . , zn) ∈ S2n−1 ⊂ Cn. If λ 
= 1, then
ρ(λ, z) is the matrix with λ as a unique non 1 eigenvalue with the eigenvector
(z1, . . . , zn). Hence we see that Im ρ = R1(Cn). Let xi = ρ∗(σ(si−1)) ∈
H2i−1(U(n); Z) where σ is the homology suspension and si−1 ∈ H2i−2(CPn−1;
Z) is a generator. Then we have an isomorphism

H∗(U(n); Z) ∼= ΛZ(x1, x2, . . . , xn)

of the homology ring with the exterior algebra generated by x1, x2, . . . , xn. Let
j : Rk(Cn) −→ U(n) be the inclusion. Then we have

Proposition 2.4. The homomorphism

j∗ : H∗(Rk(Cn); Z) −→ H∗(U(n); Z)

is injective and Im j∗ is spanned by xi1 · · ·xis
, 1 ≤ i1 < · · · < is ≤ n, s ≤ k.

We identify H∗(Rk(Cn); Z) with its image in H∗(U(n); Z). Now consider
the cofibration

Rk−1(Cn)
j−→ Rk(Cn)

πn,k−→ Rk(Cn)/Rk−1(Cn) ∼= Rk(Cn)+.

Then we easily obtain the following

Proposition 2.5. The homomorphism

(πn,k)∗ : H∗(Rk(Cn); Z) −→ H̃∗(Rk(Cn)+; Z)

is surjective and Ker(πn,k)∗ is spanned by xi1 · · ·xis
, 1 ≤ i1 < · · · < is ≤ n,

s ≤ k − 1.

We write (πn,k)∗(xi1 · · ·xik
) ∈ H̃∗(Rk(Cn)+; Z) by the same symbol xi1 · · ·

xik
. Let Λk

Z
(x1, . . . , xn) = Z{xi1 · · ·xik

} be the module of k-th exterior powers.
Then we have an isomorphism

H̃∗(Rk(Cn)+; Z) ∼= Λk
Z(x1, . . . , xn)

as an abelian group.
Let n ≤ m be integers and let i : C

n −→ C
m be the inclusion into the first

n coordinates. Then we have associated inclusions U(n) −→ U(m), Gn,k −→
Gm,k, Rk(Cn) −→ Rk(Cm) and Rk(Cn) −→ Rk(Cm) for 0 ≤ k ≤ n. We write
all inclusions by the same i. Note that the last map is proper.
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Lemma 2.6. The diagram

�

�

��

σm,kσn,k

Rk(Cn)+ Rk(Cm)+

Rk(Cn)+ Rk(Cm)+

i

i

is homotopy commutative.

Proof. Let F be a U(k)-space. Then by definition we have a pull-back
diagram

�

�

��

ζn,k(F ) ζm,k(F )

Gn,k Gm,k

i

i

of associated fibre bundles. Consider the following commutative diagram

ζm,k(U (k) ×H(k))

ζn,k(U (k) ×H(k))

ζm,k(End(Ck))

ζn,k(End(Ck))

Gn,k

Gm,k

�

�
� �

�

�
�

���

�
�

���

�
�

���

�
�

���

i i

i

where the horizontal maps are induced from the exponential map. Then by a
simple diagram chasing, we see that the square diagram is pull-back. Now we
take a real vector bundle γm such that ζm,k(H(k)) ⊕ γm

∼= Gm,k × RN and let
γn = γm |Gn,k

. Then the associated commutative diagram
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ζm,k(U (k) ×H(k)) ×
Gm,k

γm

ζn,k(U (k) ×H(k)) ×
Gn,k

γn

ζm,k(End(Ck)) ×
Gm,k

γm

ζn,k(End(Ck)) ×
Gn,k

γn�

�
� �

is clearly a pull-back diagram. Hence the diagram

ζm,k(U (k)) × R
N

ζn,k(U (k)) × R
N

ζm,k(u(k)) × R
N

ζn,k(u(k)) × R
N⊂

⊂
� �

is pull-back and it gives a commutative diagram of the Pontrjagin-Thom con-
structions. The naturality concerning the map pn,k is obvious and this com-
pletes the proof.

Now let A ∈ Rk(Cn) and B ∈ Rl(Cn), then it is clear that the composition
AB ∈ Rk+l(Cn). Thus we obtain a pairing

µ : Rk(Cn) ×Rl(Cn) −→ Rk+l(Cn).

Note that µ(Rk−1(Cn)×Rl(Cn)) ⊂ Rk+l−1(Cn) and µ(Rk(Cn)×Rl−1(Cn)) ⊂
Rk+l−1(Cn). Therefore, by identifying Rk(Cn)+ with Rk(Cn)/Rk−1(Cn), we
have an induced pairing

µ : Rk(Cn)+ ∧Rl(Cn)+ −→ Rk+l(Cn)+.

Next let ϕ : U(n) × U(n) −→ U(2n) be the map given by

ϕ(A,B) =
(
A 0
0 B

)
.

This induces pairings

µ̃ : Rk(Cn) ×Rl(Cn) −→ Rk+l(C2n)

and

µ̃ : Rk(Cn)+ ∧Rl(Cn)+ −→ Rk+l(C2n)+

in a natural way. Now we have
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Lemma 2.7. The diagram

�

�

��

σ2n,k+lσn,k ∧ σn,l

Rk(Cn)+ ∧Rl(Cn)+ Rk+l(C2n)+

Rk(Cn)+ ∧Rl(Cn)+ Rk+l(C2n)+

µ̃

µ̃

is homotopy commutative.

Proof. First note that the natural diagram

�

�

��

GL(k,C) ×GL(l,C) End(Ck) × End(Cl)

GL(k + l,C) End(Ck+l)

is a pull-back diagram, where all maps are inclusion maps. The horizontal maps
are open embeddings and the vertical maps are proper. The upper horizontal
and lower horizontal maps are U(k)×U(l) and U(k+l) equivariant and vertical
maps are equivariant with respect to the U(k) × U(l)-action on End(Ck+l)
induced by the inclusion U(k)×U(l) ⊂ U(k+ l). Therefore we have an induced
commutative diagram

�

�

��

ζn,k(GL(k,C)) × ζn,l(GL(l,C)) ζn,k(End(Ck)) × ζn,l(End(Cl))

ζ2n,k+l(GL(k + l,C)) ζ2n,k+l(End(Ck+l))

We can directly check that the diagram is pull-back. We can identify ζn,k(GL(k,
C)) with ζn,k(U(k)×H(k)) and similarly for ζn,l(GL(l,C)) and ζ2n,k+l(GL(k+
l,C)). Let γk+l be a vector bundle over G2n,k+l such that ζ2n,k+l(H(k + l)) ⊕
γk+l

∼= G2n,k+l × RN . Let f : Gn,k × Gn,l −→ G2n,k+l be the natural map.
Note that H(k + l) ∼= H(k) ⊕ H(l) ⊕ C

kl as U(k) × U(l)-module where C
kl

is a trivial U(k) × U(l)-module. Hence f∗(ζ2n,k+l(H(k + l))) ∼= ζn,k(H(k)) ×
ζn,l(H(l)) ⊕ (2kl)ε, where (2kl)ε is the trivial real bundle of dimension 2kl.
Therefore ζn,k(H(k)) × ζn,l(H(l)) ⊕ f∗γk+l ⊕ (2kl)ε is isomorphic to a trivial
bundle. Hence we have a pull-back diagram
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⊂

⊂
��

ζn,k(U(k)) × ζn,l(U(l)) × RN ζn,k(u(k)) × ζn,l(u(l))× RN

ζ2n,k+l(U(k + l)) × RN ζ2n,k+l(u(k + l)) × RN

of open embeddings and proper maps. Thus we obtain a homotopy commu-
tative diagram of the Pontrjagin-Thom construction. The rest of the proof is
similar to Lemma 2.6.

Theorem 2.8. The diagram

�

�

��

σn,k+lσn,k ∧ σn,l

Rk(Cn)+ ∧Rl(Cn)+ Rk+l(Cn)+

Rk(Cn)+ ∧Rl(Cn)+ Rk+l(Cn)+

µ

µ

induces a commutative diagram in homology groups.

Proof. First consider the homotopy

H : U(n) × U(n) × I −→ U(2n)

defined by

H(A,B, t)

=
(
A 0
0 In

) (
cos t In sin t In

− sin t In cos t In

) (
In 0
0 B

)(
cos t In − sin t In
sin t In cos t In

)
.

It is clear that H(Rk(Cn) × Rl(Cn) × I) ⊂ Rk+l(C2n) and gives a homotopy
µ̃ ∼ i ◦ µ : Rk(Cn) × Rl(Cn) −→ Rk+l(C2n). It is also clear that H induces a
map

H̃ : (Rk(Cn)/Rk−1(Cn) ∧Rl(Cn)/Rl−1(Cn)) × I −→ Rk+l(C2n)/Rk+l−1(C2n)

which gives a homotopy

µ̃ ∼ i ◦ µ : Rk(Cn)+ ∧Rl(Cn)+ −→ Rk+l(C2n)+.

Next consider the diagram
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Rk(Cn)+ ∧Rl(Cn)+

Rk(Cn)+ ∧Rl(Cn)+

Rk+l(C2n)+

Rk+l(C2n)+

Rk+l(Cn)+

Rk+l(Cn)+

�

�

� �

�

����� 				


				
����� i

σ ∧ σ σ

σ

i

µ

µ

µ̃

µ̃

The triangles are homotopy commutative by the above argument. The square
and the right parallellogram are homotopy commutative by Lemmas 2.7 and
2.6, respectively. Note that the homomorphism

i∗ : H∗(U(n); Z) −→ H∗(U(2n); Z)

is a monomorphism and by Lemma 2.6 we see that

i∗ : H∗(Rk+l(Cn)+; Z) −→ H∗(Rk+l(C2n)+; Z)

is also a monomorphism. Then the homology diagram of the left parallellogram
is commutative. This shows the theorem.

Theorem 2.9. The homomorphism

(σn,k)∗ : H̃∗(Rk(Cn)+; Z) −→ H∗(Rk(Cn); Z)

is given by

(σn,k)∗(xi1 · · ·xik
) = xi1 · · ·xik

.

Proof. We prove the theorem by induction on k. It is clear for k =
1. Suppose that it is true up to k. By Theorem 2.8 we have the following
commutative diagram

�

�

��

σ∗σ∗ ⊗ σ∗

H̃∗(Rk(Cn)+; Z) ⊗ H̃∗(Rl(Cn)+; Z) H̃∗(Rk+l(Cn)+; Z)

H∗(Rk(Cn); Z) ⊗H∗(Rl(Cn); Z) H∗(Rk+l(Cn); Z)

µ∗

µ∗

It is clear that

µ∗(xi1 · · ·xik
⊗ xj1 · · ·xjl

) =

{
xi1 · · ·xik

xj1 · · ·xjl
; ia 
= jb for all a, b

0 ; otherwise
.
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We take l = 1. Then xi1 · · ·xik
xik+1 = µ∗(xi1 · · ·xik

⊗ xik+1). Then
σ∗(xi1 · · ·xik

xik+1) = xi1 · · ·xik
xik+1 by the assumption of induction.

3. Adams operation and a decomposition of U(n)

Let ρ : Σ(CPn−1
+ ) −→ U(n) be the map defined in Section 2 and let

ρ̃ : Σ2(CPn−1
+ ) −→ BU(n) be the adjoint of ρ.

Lemma 3.1 ([9]). Let ci ∈ H2i(BU(n); Z) be the i-th Chern class and
let t ∈ H2(CPn−1; Z) be a generator. Then

ρ̃∗(ci) = ±σ2(ti−1) ∈ H2i(Σ2(CPn−1
+ ); Z), i ≤ n

where σ2 denotes the double suspension.

Let yi ∈ H2i−1(U(n); Z) be a class transgressive to ci ∈ H2i(BU(n); Z).
Then it is well known that yi is primitive and we have

H∗(U(n); Z) = ΛZ(y1, . . . , yn).

Recall that H∗(U(n); Z) = ΛZ(x1, . . . , xn) and xi = ρ(σ(si−1)) where si−1 ∈
H2i−2(CPn−1; Z) is a generator.

Lemma 3.2. For a multi-index I = (i1, . . . , is), we write xI = xi1 · · ·xis

and yI = yi1 · · · yis
. Then we have

〈xI , yJ 〉 = ±δI,J

where δI,J = 1 if I = J and = 0 if I 
= J .

Proof. By Lemma 3.1, we have

〈xi, yj〉 = 〈σ(si−1), ρ∗(yj)〉 = 〈σ(si−1),±σ(tj−1)〉 = ±δi,j .

Since yj is primitive, the lemma follows from the standard argument of Hopf
algebras.

Let f : U(n) −→ U(n) be a continuous map. We say f is homologically
diagonal if f∗ : H∗(U(n); Z) −→ H∗(U(n); Z) is represented by a diagonal ma-
trix with respect to the monomial basis {xi1 · · ·xis

}. Cohomologically diagonal
is similarly defined. Then by Lemma 3.2 we have

Lemma 3.3. For a map f : U(n) −→ U(n), the following conditions
are equivalent

(1) f∗(yi) = aiyi, ai ∈ Z for 1 ≤ i ≤ n.
(2) f is cohomologically diagonal.
(3) f is homologically diagonal.
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Let f, g : U(n) −→ U(n) be based maps. We can define the sum of f and
g by the composition

U(n) ∆−→ U(n) × U(n)
f×g−→ U(n) × U(n)

µ−→ U(n)

where ∆ is the diagonal and µ is the product map. We write the map by [f+g]
in order to distinguish this to the sum in the sense of stable maps. Similarly the
map ι ◦ f is written by [−f ] where ι : U(n) −→ U(n) is given by ι(A) = A−1.

Lemma 3.4. Suppose that f, g : U(n) −→ U(n) are homologically di-
agonal. Then so are [f + g] and [−f ].

Proof. By assumption and by Lemma 3.3, f∗(yi) = aiyi and g∗(yi) = biyi

for some ai, bi ∈ Z. Since yi is primitive, we easily see that [f + g]∗(yi) =
(ai + bi)yi and again by Lemma 3.3, [f +g] is homologically diagonal. The case
of [−f ] is quite similar.

Now we recall the unstable Adams operation (see, e.g. [8]). Let q be an
integer such that (q, n!) = 1. Then there is a map ψq : BU(n) −→ BU(n) such
that (ψq)∗(ci) = qici, 1 ≤ i ≤ n. Now let p be an odd prime and n be a positive
integer. Then we can choose a prime l such that (l, n!) = 1 and l generates the
multiplicative group (Z/p)×. For an integer t, 1 ≤ t ≤ p− 1, we define a map
φt : U(n) −→ U(n) by

φt =
∏

[Ωψl − li id], 0 ≤ i ≤ n and i 
≡ tmod p− 1

where the product is taken by means of composition.

Proposition 3.5. (φt)∗ : H∗(U(n); Z) −→ H∗(U(n); Z) is given by

(φt)∗(xi1 · · ·xis
) =

{
axi1 · · ·xis

; ik ≡ tmod p− 1 for all k
0 ; otherwise

where a is a certain integer 
≡ 0 mod p.

Proof. Consider (Ωψl)∗ : H∗(U(n); Z) −→ H∗(U(n); Z). Since yi is
transgressive to ci, we have (Ωψl)∗(yi) = liyi. Then clearly [Ωψl − lj id]∗(yi) =
(li−lj)yi. Hence we have (φt)∗(yi) =

∏
(li−lj)yi, 0 ≤ j ≤ n and j 
≡ tmod p−1.

Since lk − 1 ≡ 0 mod p if and only if k ≡ 0 mod p− 1, we see that (φt)∗ satisfies
the required property for the cohomology basis. Then the proposition follows
from the duality.

Now we have a p-local decomposition of U(n) as follows, see [6]. Let
q1, q2, . . . be all primes except p and put dk = q1 · · · qk. Consider a sequence

U(n) d1−→ U(n)
φt−→ (n) d2−→ U(n)

φt−→ · · ·
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where dk means the dk-times of the identity. We denote by X̃t(n) the telescope
of the sequence. Note that the map dk : U(n) −→ U(n) is homologically
diagonal. Let µt : U(n) −→ X̃t(n) be the natural inclusion. Then we have
(µt)∗(xi) = 0 for i 
≡ tmod p − 1 and writing (µt)∗(xi) also by xi for i ≡
tmod p − 1, H∗(X̃t(n); Z) = ΛZ(p)(xt, xt+p−1, . . . , xt+α(p−1)) where α is the
maximal integer such that t+ α(p− 1) ≤ n. Thus we obtain

Theorem 3.6 ([6]). The map

µ =
∏

µt : U(n) −→ X̃1(n) × · · · × X̃p−1(n)

is a p-local equivalence.

4. Proof of the main theorem

In this section we prove our main result.

Theorem 4.1. (1) Let n be a positive integer and let p be an odd
prime. Then for each pair (t, k) of integers such as 1 ≤ t ≤ p−1 and 1 ≤ k ≤ n,
there exists a finite spectrum Xt,k(n) satisfying

H∗(Xt,k(n); Z) ∼= Λk
Z(yt, yt+p−1, . . . , yt+α(p−1))

as a module where α is the maximal integer such that t+ α(p− 1) ≤ n.
(2) There exists a stable p-equivalence

U(n) −→
∨
Xt1,k1(n) ∧ · · · ∧Xtm,km

(n)

where the wedge sum is taken over 1 ≤ t1 < · · · < tm ≤ p−1 and k1+· · ·+km ≤
n.

Proof. The stable splitting

U(n) �
n∨

k=1

Rk(Cn)+

gives a splitting 1 = e1 + · · ·+en of the unity by orthogonal idempotents in the
ring {U(n), U(n)} of homotopy classes of stable self maps so that Rk(Cn)+ �
ekU(n) the telescope of the map ek. By Theorem 2.9, we easily see that ek∗ :
H∗(U(n); Z) −→ H∗(U(n); Z) is homologically diagonal and actually given by

ek∗(xi1 · · ·xij
) =

{
0 ; j 
= k

xi1 · · ·xij
; j = k

.

In the construction of X̃t(n) in Section 3, we can use the stable self map φt ◦
ek instead of φt and we obtain a p-local spectrum X̃t,k(n) and a stable map
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λ̃t,k : U(n) −→ X̃t,k(n). It is clear that (λ̃t,k)∗(xi1 · · ·xil
) = 0 if l 
= k or

ij 
≡ tmod p− 1 for some j. When l = k and ij ≡ tmod p− 1 for all j, writing
(λ̃t,k)∗(xi1 · · ·xik

) formaly by yi1 · · · yik
, we have

H∗(X̃t,k(n); Z) ∼= Λk
Z(p)

(yt, yt+p−1, . . . , yt+α(p−1))

as a module.
Next given m pairs (t1, k1), . . . , (tm, km) such that 1 ≤ t1 < · · · < tm ≤

p− 1 and k = k1 + · · · + km ≤ n, consider the map

λ̃t,k : U(n) ∆−→ U(n) ∧ · · · ∧ U(n)
∧λ̃ti,ki−→ X̃t1,k1(n) ∧ · · · ∧ X̃tm,km

(n)

where ∆ is the diagonal map. Now for a set I = {i1, . . . , ir} of integers i1 <
· · · < ir, one can think of a partition I = J1 � · · · � Jm. We write xi1 · · ·xir

by
xI . Then ∆∗ : H∗(U(n); Z) −→ H∗(U(n)∧m; Z) is given by

∆∗(xI) = ΣxJ1 ⊗ · · · ⊗ xJm

where I = J1 � · · · � Jm and Ji 
= ∅ for all i. Given a pair (t, k), we say
I = {i1, . . . , ir} is of type (t, k) if r = k and ij ≡ tmod p − 1 for all j. Then
we can describe (λ̃t,k)∗ by

(λ̃t,k)∗(xI) =

{
yJ1 ⊗ · · · ⊗ yJm

; Ji is of type (ti, ki) for all i
0 ; otherwise

.

Then taking all wedge sum of those λ̃t,k, we have a stable p-equivalence

λ̃ : U(n) −→
∨
X̃t1,k1(n) ∧ · · · ∧ X̃tm,km

(n)

where 1 ≤ t1 < · · · < tm ≤ p− 1 and k1 + · · · + km ≤ n.
Now by a stable version of Proposition 1.4 [6], we see that there ex-

ists a finite spectrum Xt,k(n) such that H∗(Xt,k(n); Z) is torsion free and
Xt,k(n)(p) � X̃t,k(n) where Xt,k(n)(p) is the p-localization of Xt,k(n). One
may think Xt,k(n) is a subspectrum of X̃t,k(n) and the relative homotopy
group πi(X̃t,k(n), Xt,k(n)) is torsion group whose elements have order prime
to p. Then by obstruction theory we can choose an integer d prime to p and
show that there exists a stable map λt,k such that the diagram

�

�

��

ld

U (n) X̃t,k(n)

U (n) Xt,k(n)

λ̃t,k

λt,k
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is homotopy commutative where d is the d-times map and l is the localization
map. Then in a similar way we have a stable p-equivalence

λ : U(n) −→
∨
Xt1,k1(n) ∧ · · · ∧Xtm,km

(n).

This completes the proof.
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Kyoto University
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