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ASYMPTOTIC BEHAVIOR OF SOLUTIONS
OF A CONSERVED PHASE-FIELD
SYSTEM WITH MEMORY

SERGIU AIZICOVICI AND HANA PETZELTOVA

ABSTRACT. We show that any global bounded solution of
a conserved phase-field model with memory terms converges
to a single stationary state as time goes to infinity. The idea
of analyticity plays a key role in our analysis.

1. Introduction. The time evolution of the phase variable X(¢,x)
and the temperature ¥(¢,z) in the conserved phase-field model pro-
posed by Caginalp [7] is governed by the system of differential equa-
tions:

(1.1) TOX = —E2A(E2AX — W/ (X) + M),
(1.2) O(¥+AX) +divg =0,

where W is typically a double-well potential, A is a positive constant
representing the latent heat, 7 > 0 and £ > 0 stands for a relaxation
time and correlation length, respectively, and q denotes the heat flux.
Here we shall assume that q is determined by the linearized Coleman-
Gurtin [8] constitutive relation:

(1.3) q=—kiV— k* V0,

where the constant k; > 0 is the instantaneous heat conductivity, k
is a suitable dissipative kernel, and the symbol * denotes the time
convolution:

kxv(t) = /000 E(s)v(t — s)ds.
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The material occupies a bounded regular domain ©Q C R? and
the system (1.1)—(1.3) is complemented by the homogeneous Neu-
mann boundary condition for X, and the so-called chemical potential
—&2AX + W'(X) — A which can be expressed by

VX - n|aQ = V(AX) . n‘ag =Vd- n|aQ =0

with n the outer normal vector.

For the sake of simplicity, we set the constants 7,£ and k; equal to
1. The system (1.1), (1.2) with q given by (1.3) then reads

(1.4) Ox = —=A(AX — W' (X) + \0)
(1.5) 00+ AX) = AV + k+ AY
(1.6) Vx-n=0, V(AX) n=0, VJ-n=0 on 9.

Systems of the same or comparable type, with or without memory
terms, as well as nonconserved systems, i.e., systems with the pure
chemical potential on the right-hand side of (1.4) have been recently
studied by many authors (see Colli et al. [9], Grasselli et al. [15], Vegni
[25], Aizicovici and Feireisl [2], Novick-Cohen [20], etc.) The questions
of well-posedness and existence of finite dimensional attractors were
considered in [15], and the dissipativity of the system was studied in
[25]. In particular, the long-time behavior of solutions seems to be well
understood and the equilibrium (stationary) solutions of the problem

A(AXOO - W/(XOO)) =0,
(1.7) VXoo 1 =V(AXs) - n=0 ondQ
Yoo =0
have been identified as the only candidates to belong to the w-limit
set of each individual trajectory (cf. [9, Theorem 2.2]). For the sake

of simplicity, using the fact that both [, X(t)dz and [, 9(t)dx are
conserved quantities, we normalize the initial functions Xx(0),(0) so

that
/X(O,x) dx = / 9(0,z) dz = 0.
Q Q

If the problem (1.7) admits only a finite number of solutions, then
any solution Xx(¢),9(t) converges as t — oo to a single stationary
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state. See, e.g., [1] for such a result for a nonconserved system in the
one-dimensional case. However, the structure of the set of stationary
solutions for a general domain may be quite complicated; in particular,
the set in question may contain a continuum of nonradial solutions if
Q is a ball or an annulus. If this is the case, it seems highly nontrivial
to decide whether or not the solutions converge to a single stationary
state. It is well known that this might not happen even for finite-
dimensional dynamical systems (cf. Aulbach [4]). Similar examples for
semilinear parabolic equations were derived by Polac¢ik and Rybakowski
[21]. Positive results in this direction were obtained by Aizicovici and
Feireis] [2] for the nonconserved system (which basically differs from
(1.1) and (1.2) because of the second order dynamics for X) and Feireisl
et al. [11] for the system (1.1), (1.2) without the memory term.

In 1983, Simon [24] developed a method to study the long-time
behavior of gradient-like dynamical systems based on deep results from
the theory of analytic functions of several variables due to Lojasiewicz
[19]. More specifically, the following assertion holds (see [19, Theorem
4, p. 88]):

Proposition 1.1. Let G : U(a) — C be a real analytic function
defined on an open neighborhood U(a) of a point a € R™. Then there
exist 0 € (0,1/2) and § > 0 such that

IVG(2)| > |G(2) — G(a)|*"? forall z€ R™, |z—a| <.

Simon succeeded in proving a generalized version of the above the-
orem applicable to analytic functionals on Banach spaces. Later on,
Jendoubi [18] and Haraux and Jendoubi [16] simplified considerably Si-
mon’s original approach making it accessible for application to a broad
class of semilinear problems with variational structure. Related results
in this direction were also obtained by Feireisl and Takac [13], Hoff-
mann and Rybka [17], etc. Last, but not least, the same method has
been successfully modified to deal with degenerate parabolic equations
of porous media type (see [12]).

In some cases, Simon’s approach can be used to deal with problems
with only a partial variational structure. A typical example could be
the system (1.1)—(1.3) with the memory term omitted in (1.3) (i.e., for
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k =0). Indeed, the “elliptic” part of (1.1) is the variational derivative
of the free energy functional with respect to X while (1.2) is not. On
the other hand, since the temperature always tends to zero when time
is large, it is possible to modify Simon’s method to prove convergence
of the phase variable X to a single stationary state under fairly general
conditions imposed on W (see [11, Theorem 1.1]). It is the aim of the
present paper to show that similar results can be obtained when the
memory effects are taken into account in (1.3). Specifically, our main
result is the following:

Theorem 1.1. Let Q C R? be a bounded domain with a sufficiently
smooth boundary 02. Suppose that the “free energy” function W is
real analytic on R. In addition, assume that the instantaneous heat
conductivity ky is strictly positive and the kernel k satisfies

(1.8) ke L'(0,00), k is convex on (0,00),
' dk'(s) + 6k’ (s)ds > 0 for a certain § > 0.

Let (X,9) be a globally defined strong solution of the problem
(1.4)—(1.6) such that

(1.9) sup (sup(|X(t, z)| + |19(t,x)|)) < 0.
t>0 Nxe

Then there exists Xoo, a solution of the stationary problem (1.7), such
that
X(t) = Xoo,9(t) = 0 in C(Q) ast— oo.

Remark 1.1. By a globally defined strong solution we mean that
X, 3, X¢, U¢, DEX, D29 are in the space LT, (0, 00; L?(f2)) for any r > 1,
and the boundary conditions (1.6) are satisfied for all ¢ € (0, 00).
Moreover, X(0) is supposed to belong to W?22(f2), the past values
of ¥ are given for t € (—o0,0] so that (1.6) is satisfied and ¢ €

L ((—00,05; W22(Q)).

Remark 1.2. The first condition in (1.8), which is sufficient for an
existence result, implies that k is nonnegative and nonincreasing. The
second condition, which implies the exponential decay of k and —k&/,
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plays an essential role in the proof of convergence, when the Lojasiewicz
theorem is applied. It is also used in the proof of compactness of
trajectories of solutions. A similar assumption appears in [2], [14] and
[15].

A typical example of a kernel k satisfying (1.8) is k(s) = s~ e ™",
0<a<l,p>0.

Remark 1.3. The assumption of analyticity of W on R could be
slightly relaxed. It is sufficient to assume that W is analytic on an
interval (z, z); see Lemma 4.1.

The assumption that (X,d) is a strong solution of the problem
(1.4)—(1.6) is not restrictive. It will be clear from the estimates
presented in Section 3 that any weak solution emanating from smooth
initial data will be globally defined and regular on the interval (0, c0).
Moreover, those estimates also allow for a broader class of free energy
functionals W than those considered in Grasselli, Pata and Vegni [15],
Vegni [25] and Colli et al. [9].

2. Preliminaries. In this section we review some properties of
the kernel k that follow from the hypothesis (1.8), and transform the
convolution term in (1.5).

Lemma 2.1. Let k satisfy (1.8). Then

. _ . 211 _
(2.1) 31_1)%14_ sk(s) = slir(r)h_s k'(s) =0,
(2.2) lim sk(s) = lim s?k'(s) =0,
S§—00 §—00
1
(2.3) sk'(s) € L'(0,1), / s2dk'(s) < oo,
0
(2.4) s*k'(s) € L*(1,00), / s2dk'(s) < oo,
1
and

(2.5) sk(s) € L'(0,00), /OO k(t)dt € L*(0,00).
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Proof. For the proof of (2.1)—(2.4), see [2]. The rest follows from
(2.4), integration by parts and the relation

s%k(s) < s /w(—k’)(t) dt < —/OO 2k (t) dt.

S

We can also use the fact that (1.8) implies —&'(s) < Ce™%* and

k(s) = —/ K (z)dz < %6_58 for s > 1. O

We will assume that the past history of the temperature and X(0) are
given such that

(2.6) € L®((—00,0], W>3(Q)) and Xx(0) € W22(Q).

Following [10], [14], we introduce the quantity

t
n(t, s, x) = Hz,z)dz, s>0.

t—s
Accordingly, making use of Lemma 2.1, we can write

kxod(t) = /000 k(s)% n(t,s)ds = — /OO K (s)n(t, s) ds.

0
We decompose the kernel k as follows:

<
(2.7) k=K1 + ke, kl(S)_{k(s) for0<s<1
0 for s > 1

Assuming that AY € L?(o,0 + 1) for all ¢ € R, we arrive at the
following estimate:

28 | [ reane-sa,

. ko=k— k.

—]y-ka)Li Aﬁ@ﬁdz+lzxk—k3@)L¢ A9(z) dz ds|

—1 —s

L2(Q)

o+1 1/2
< ks | [ 1806 dole)

e [T en@er s | [ 180 ER|
/ I

oER

o+1 1/2
< Csu}p; [/ |AY(2) dz|%2(9)] :
(4SS o
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Moreover,
1 d °° )
/Q(k*ﬁ VO da = 5[5 - ($)In(t, )72 ds
+ / k() ot )32 s

whence, by virtue of Lemma 2.1,

1 r o0
[evivoae =3 L k) )Tt )2 ds
o 2| dt J
(2.9) + [ IVt ey @t ().
[ exa)ads =3 |5 [ R B0(E e ds
0 2 |dt J
(2.10) 4 / JAnE, )20y dK'(s) |.

3. A priori estimates. Asymptotic compactness. This part
is meant to convince the reader that, under natural restrictions on
W, condition (1.9) is satisfied and trajectories of strong solutions are
precompact in C(Q).

We present some a priori estimates of solutions of the problem
(1.4)—(1.6) based on more or less standard arguments. Comparable
results can be found in the existing literature (cf., e.g., [10], [14], etc.)
As a consequence, we also obtain useful information on the structure
of the w-limit sets related to globally defined solutions.

Throughout this section, the free energy functional W : R — R will
be supposed to satisfy the following hypotheses:

(3.1) W(z)>0 forallz>0

(3.2) W'(z)z >0 for |z| > R,

(3.3) W'(2)z > e1W(z) —ca forall z € R,

(3.4) W"(z) > —cs,

(3.5) € C*MR), [W"(2)| < cal+[2/P71), 1<p<5,
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where ¢j, j = 1,...,4 denote positive constants. Remark that the
classical double-well potential W (z) = (22 — 1)2/8 (cf. [7]) satisfies
(3.1)—(3.5).

We start with the homogeneous Neumann problem associated with
the Laplace equation. Let g € L*(Q2) be such that [, gdx = 0. The
unique solution v of the problem
{ —Av=g in{Q,

(3.6) Vo-i=0 ondQ, [,vdr=0,

will be denoted by v = —Ay![g].

Multiplying the equation (1.4) by —Ay'[X;] and integrating the
resulting expression by parts, we get

(3.7) %(/Q SIVX? + W(X))

+/ I(—AN)*”?[xt]lzdx—A/ 9X; dz = 0.
Q Q

Multiplying the equation (1.5) by ¢ and integrating by parts, we
obtain
d 1

(3.8) 73

Consequently, using (2.9), the relation (3.8) takes the form

d 1 o
39 G100 + [ RNy s

1 o
a0+ VOl + 5 [ 1909 ' (5) =0
If we add (3.7) and (3.9), we obtain the energy equality

% [/Q (% VX + %W(t)l2 + W(X(t))) d

+ % /000(_]‘3/)(5)|V77(t’5)|%2(9) ds}

+ (=232 D@ F2 (@) + V@320

1 o0
3 [ 19 b (5) =

(3.10)
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We thereby arrive at

Lemma 3.1. Let W satisfy (3.1)—(3.5). If, in addition, all the other
hypotheses of Theorem 1.1 hold, then there exists Ey depending only on
the quantities

t (SUP O]HVﬂ(t)HL?(Q)a IVX(0) 22y, IX(O)]| Lo ()
€(—o0,

such that

(3.11) sup [|9(t)]| L2(q) +sup [ VX ()| L2 (@) < Eo,
t>0 t>0
(3.12) / 1= An) V2P 2y + 9By dt < Fo,

(3.13) / / )IVn(t, 8) |32 ds dt < Eo.

Next we multiply (1.4) by X and (1.5) by (—Ax)~1[9] to obtain

||><\|L2(Q + [|AX||2 Q)+/ W (x )|VX|2dx——)\/19Ade

dt2
I(=An) "2 [0 Z2(0) + )\/Q(—AN)_UZWJ (=AN) V2] de
1d 1/2 —1/2
Wl + [ k80 (=) 0] o
We rewrite k * AY29 in the form [} k(s)AY29(t — s)ds+

[ k(s)AY29(t — s)ds to deduce k * [|AY29] 12(q) € L*(0,00) using
(2.5), (2 6) and (3.12). Consequently, (3.11) and the Young inequality
imply

14 [ AN ey < P

t+1
(3.15) / HAXH%Q(Q) dr < Ey for any t >0,
t

provided that Ax(0) € L?(Q) and Ej is large enough.
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To improve the estimates on X, we write (1.4) as an evolutionary
equation

(3.16) 85_1( + A%X = A[W'(X)] — AAY.

Let p be as in (3.5). We prove first that
X €L (tt+ 1, W1 (Q)), t>0
forany 1 <r <oo, ¢ = min{2,g}.
For this, for all 1 < ¢ < oo, we define a linear operator Ay 4 on the
Banach space L(Q2) by
D(Angy) ={v e WH9(Q) | Vu-7i=0o0n 9N}, Ayxv=Av,
and rewrite (3.16) in the abstract form
X¢+ AN X =h; h=hy+hs,

where
hi = A[W'(X)];  ha = —=AAY.

From (3.11) we know that hs is bounded in L™ (¢,t + 1;D(—AR,712))
uniformly for all ¢ > 0. On the other hand, using (3.11) and the
Sobolev imbedding W12(Q) C L5(), we have x € L>(0, 7; L(Q)) for
all 7> 0. From (3.5) we get W'(X) € L>=(0,7; L5/7(Q)).

Recall that h = A[W’(X) — M); also, Ayl (Ang)f = f — (1/]Q])x
Jo f(x) dx for any f € L9(Q). Hence for ¢; = min{2,6/p}
||hHD(Ag,}q1) = [|ARY, [Pl o)
= 1700 = 30) = 7o [ W70 = 3] el s o
< CUIW Ol Lo @) + 190l s ())-

This implies that X € L"(t,t + 1; W2%(Q)), r > 1. Consequently, by
the Sobolev embedding theorem,

3q1
3 — 2q1
if 2¢g1 <3, g2 =00 otherwise.

X e L (t,t+1;L%2(Q)) with g2 =
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Next we argue by induction (bootstrap argument). We deduce from
(3.5) that
W'(x) € L"/P(t,t + 1; L=/P(Q)).
Remark that we have
q2 6 6
Lop=—Tr-2>0
p plp—4) p
if p € (4,5), g2 = o0 if p < 4. Hence, after a finite number of steps, we
arrive at the estimate

X € L'(t,t+ 1L, W(Q)) C L7 (¢, t +1; L=(Q)),

(3.17)
t>0 foranyl<r < cc.

Also, by (3.16), x; € L"(t,t + 1; [W?2]*(2)) which implies

X € O([t, t +1]; (W2(Q), [W2]*(Q))s),
1

1
with 6 satisfying 9(1 — —) > )
r r

(that is, @ > 1/r), where (.,.)s denotes the interpolation space (see,
e.g., [23, Corollary 8, p. 90]). As r > 1 is arbitrary, ~we can choose 0
small enough such that (W?22(Q), [W%2]*(Q))s — C(Q). Therefore,

(3.15) sup [[X(1) @) < Ce.
t>0

This implies that W”(X), W"'(X) are bounded, and VX is bounded
in L"(t,t + 1; L°(Q)) for all r, independently of ¢ > 0. Then (cf. also
(3.15))

t+1
(3.19) /t JAW (X(5)) |20 ds < C for all £ > 0.

Moreover, by (3.11) and (3.12),
9 € L=(t, t + 1; L*(Q)) N L*(0, 00; WH2(Q)).
It follows, by the same reasoning as above, that

(3.20) X is bounded in L*(¢,t+1; W3%(Q)), uniformly for ¢ > 0.
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Now we multiply (1.5) by —A(9+AX), integrate by parts and use (2.10)
to obtain

1d e
— —[IV(I + XX)||%2 —|—/ —EN ()| An(t, 5)||% 20y ds
3 @i IV0+ M0l sy + [ (KAt ) e ds]

1 o0
A+ [ AoAXde+ 5 [ 105 (0
:)\/ kx Vi -VAXdx.
Q
If we set
2 - 2

F(O) = 190+ W00+ [ CF)80(09) oy .

employ (1.8) and the Poincaré and Young inequalities, we get

d
o F () +aF(t) < C1+ X 1Fys.20) + F * [IVII72(0) (1),

for some small @ > 0. This yields the estimate

t+1
FO<C(1sw [ s + k1991200 (5) ds)
t>0 Jt¢
é Cl;

(3.21)

by (3.20) and (3.12). We arrive at the following result:

Lemma 3.2. Under the hypotheses of Lemma 3.1, there exists Fy
depending only on the quantities

sup  [|AD(t)|| L2y,  [1AX(0)]| L2,
t€(—00,0]

such that

(3.22) sup [V (#)|22() < Eo,
t>0

t+1
(3.23) / ||A19(s)||%2(9) ds < Ey forall t>0.
¢
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By virtue of (3.19), (3.23), the phase field variable X satisfies the
equation (3.16) with the right-hand side bounded in L?(t,t+ 1; L*(Q))
independently of t. Therefore, we obtain

(3:24) x € L*(t,t + LWH(Q)), x; € L(t,t+1;L%(Q)), t>1

To obtain a better regularity of ¥, we rewrite (1.5) as an integrodif-
ferential equation for e = ¥ + AX and use a maximal regularity result
[22, Theorem 8.7] for the equation

er(t) — Ae(t) — /O k1 (s)Ac(t — 5) ds
= /1 k1(s)A%(t — s)ds + /1Oo ka2 (s)AV(t — s) ds
CAAX(E) — A /t k1 (s)AX(t — 5) ds,
0

where 0 < ¢ < 1. The right-hand side of the above equation belongs
to the space L"(0,1; L*(Q2)) for any 7 > 1 by (2.6), (2.8), (3.24) and
(3.17). This gives Ae € L"(0,1; L?(f2)) and, consequently, A in the
same space. Then we argue by induction. If we denote e™(t) = e(t+n),
the right-hand sides of the corresponding equations for e™ belong to
L"(0,1; L?(Q2)) provided that Ay"~! € L7(0,1; L*()). Overlapping
the intervals (0,0 + 1) if necessary, we find a uniform W22 bound
for the initial conditions as well as an L"(0,1; L?(£2)) bound for the
right-hand sides of all these equations.

This gives A € L"(t,t + 1; L?(Q2)), and consequently
Xe € L(t,t+1;L%(Q)), r>1, t>0,
and then also

(3.25) ||"9tHLT(t,t+1;L2(Q)) <C foranyr>1, t>0.

In particular (cf. also [23]), we have obtained the following result:

Proposition 3.1. Let @ C R? be a bounded domain with a
sufficiently smooth boundary. Let W € C3TH(R) satisfy the hypotheses
(3.1)—(3.5).
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Then for any strong solution (X,9) of the problem (1.4)—(1.6) on the
time interval (0,00), the trajectories

Ue>1X (1), Utzlﬁ(t)

are precompact in the space C(2) N W1H2(€Q).

Remark 3.1. By applying the parabolic regularity theory to equation
(3.16), we infer that X € L"(¢,t + 1; W42(Q)), r > 1, which results in

compactness of AX in C([t,t+ 1];C(2)), t > 0.

4. Long-time behavior. The w-limit sets. The aim of the
present section is to prove the following auxiliary result.

Proposition 4.1. Let Q@ C R? be a bounded domain with a
sufficiently smooth boundary. Let W € C3TH(R) be given satisfying
the hypotheses (3.1)—(3.5). Let X, v be a globally defined strong solution
of the problem (1.4)—(1.6) such that

/ X(7)dx = / I(r)dx =0 for a certain T > 0.
Q Q

Then

(4.1) It)—0 in CQNWAQ) ast — oo,

and any sequence t, — oo contains a subsequence (not relabeled), such
that

(4.2) X(tn) = Xoo i C(Q)NWH2(Q)

where Xoo = Xoo(X) satisfies

(4.3) / VXoo - Vo + W' (Xoo)pdx = 0,
Q
(4.4) VXoo =0 on 909, / Xoo dz = 0,
Q

for any test function ¢ € W2(Q), [, ¢dx = 0.
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Proof. (i) Since ¥ satisfies (3.12), and (3.14), (3.22) hold, (4.1) follows
from Proposition 3.1.

(ii) The equation (1.4) can be written in the form

(4.5) /QA;,1 [Xt]pdx = /Q(VX Vo + W (X)p — M¢) dx

for any test function ¢ as in (4.3).

Now let t,, — co. In accordance with Proposition 3.1, there exists a
subsequence (not relabeled) such that

X(tn) = Xoo in C(Q)NWH2(Q).

Moreover, setting

one has
Xn — X in C([0,1;C(Q) N W'23(Q)) where X(0) = Xoo.
Consequently, passing to the limit for n — oo in (4.5), we get
t+h
/Q(Vfc Vo +W (X)p)dedt =0

t—h

for any ¢ € [0,1] and any h > 0, which yields the relation (4.3). O

Let us define the w-limit set w[X] as

WX] = {Xoo | X(tn) = Xoo in C(Q) N WL2(Q) for a certain t,, — oo}.

Remark 4.1. The solutions lying in an w-limit set w[X] satisy certain
restrictions. Assume one can find constants z, Z such that

W'(z1) < W'(22) whenever z; < 29

(4.6) . _
and either z; <z or 29 > Z.
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Assume, for instance, that there is a stationary solution X of the
problem

AAX=W'(X)=0 inQ, VXx-i=V(AX)-7=0 ondQ

such that

sup X(z) > Z.
€N

Then, necessarily, X is constant on §2.
Indeed, the function X solves the problem

1
—AX+ W/ (X) = |/W/(x)dx in Q, VX-iilaq = 0.
Q

[

Consider w(z) = max, g X(y) — X(z), which in accordance with the
hypothesis (4.6), satisfies

—Aw+ z(x)w >0 on

for a certain bounded function z. By virtue of the strong maximum
principle, either w is strictly positive on €2, which is impossible, or
w = 0.

A similar result holds when inf,cq X(z) < z.

Hence, since the integral mean

),
— | Xdx
Q[ Jo

is time invariant, and consequently, constant on each w-limit set, we
have

Lemma 4.1. Let W satisfy the hypothesis (4.6). Let (x,9) be a
uniformly bounded trajectory of (1.4),(1.5), fort > T.

Then either w[X] is a singleton, or there exist r,T such that

z2<r<inf Xoo(z) < sup Xeo(x) <7< Z  for all Xeo € W[X].
e €N
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5. A generalized version of the Lojasiewicz theorem. In
this section we collect some preparatory material for the proof of
Theorem 1.1. To begin with, it is important to observe that the
conclusion of Theorem 1.1 holds if w[X] is a singleton. Consequently,
from now on, we shall assume that w[X] contains at least two different
functions. Accordingly, since we are interested in the w-limit set of
one particular trajectory which is uniformly bounded with respect to
the X-component, we are allowed to suppose, without loss of generality,
that T has been modified outside of the interval [—L, L], where

—L<—-L/2<Xx(t)<L/2<L foralt>T,

in such a way that

(5.1) W (z) is real analytic on (—L, L);
(5.2)  |W'(2)], [W"(2)| are uniformly bounded for z € R.

We introduce an operator

Ajv] = —Av+W'(v), Vv-n=0 on 99, / vdr = 0.
Q

The following result is standard:

Lemma 5.1. Let W satisfy the hypotheses (5.2). Then the operator
A is continuously Fréchet differentiable on the spaces

(5.3) A:W2P(Q) = {U € W2P(Q) | Vo - flog = 0,
/ vdx = 0} — LP(Q)), p=>2,
Q
and
(54) A:WEHQ) = {v e Wi2(Q) \ / vdz = o} - WL,
Q
respectively. Its Fréchet derivative has the representation

DA[vln=—-An+W"(v)n, ne WJ%,’p(Q)
with DA[v] € B(WP(Q), LP(Q))
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in the first case, and

(DA[v],n) = | Vv -Vn+W"(v)ndz, ne WI{,’2(Q),
Q

with DA[v] € B(WN2(Q), [Wa(Q)]*) in the second case.

Remark. Throughout the text, we are using the relation
Wh(Q) € L*(Q) = [L2(Q)]" € [WH2]*().

Now we report the following auxiliary result:

Lemma 5.2. Under the hypotheses (5.1), (5.2), let v € WaP(Q),
p > 2, be such that

—L/2 <v(x) < L/2 forall x €.
Then there exists a neighborhood U(v) in Wi (Q) such that

Aly ) — LP(Q) is analytic.

The proof can be done in exactly the same way as that of [3, Lemma
4.2] and will be omitted. We consider the standard definition of
analyticity (see, e.g., [26, Vol. I, Definition 8.8]); for the definition
of analyticity and related results see also [3].

Now we are in a position to state the main result of this section,
which represents a version of Proposition 1.1 for analytic functionals
on a Banach space. The main idea is the same as that of Simon
[24]; specifically, we derive an infinite dimensional analogue of the
Lojasiewicz theorem. Let us define a functional

(5.5) I(v) :/Q(|w2+W(U))dx.

By virtue of Lemma 5.1, we have

TeCH W) and I'(v) = A(v) € [Wy*"
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Proposition 5.1. Let W satisfy the hypotheses (5.1), (5.2). Let
w e Wi,’p,
—L/2 <w(z) <L/2 forall x €.

Then for any P > 0 there exist constants 0 € (0,1/2), M(P), e(P)
such that

(5.6) 1(v) = I()|'=" < M| = Ao+ W (0) 172

holds for any v € Wx*(Q) such that
(5.7) lv—wlr2@ <&, [I(v) = I(w)| < P.

The proof is identical with [12, Proposition 6.1], and we omit it.

6. Proof of Theorem 1.1. With the results of the preceding section
at hand, we can complete the proof of Theorem 1.1. We start with the
following observation proved in [12, Lemma 7.1]:

Lemma 6.1. Let Z > 0 be a measurable function on (0,00) such
that
Z e L2(07 OO)’ ||Z||L2(O,oo) <Y

and there exist o € (1,2), £ > 0, and an open set M C (0,00) such
that

(/ Z2(s) ds) < EZ3(t) for a.a. t € M.
¢
Then Z € LY(M) and there exists a constant ¢ = c(£,,Y) indepen-

dent of M such that
/ Z(s)ds < c.
M

Now we shall make use of the energy equality (3.10). Denoting by E
the total energy,

B(0) = 5 [ IVXOF +2W (1) da+ 51910

1 oo
3 [ RNV e ds
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we have
E(t) — Ey ast— oc.

Moreover, by virtue of (4.1), one has
(6.1) 19(t)]|z2(@) — 0 ast — oo,

and
t

/O (—k) (5) [Vt )| 0y ds < / (—E)'(5)s / IV0()|22 0 ds

+/ (—k)'(s)s sggHVﬂ(z)HQLQ(Q) ds.

If 7 > 0 is large enough, the second term on the right-hand side of the
above inequality is small since s(—k)'(s) is integrable. On the other
hand, the first term tends to zero for large ¢ for any fixed 7 due to
(3.12). Consequently, the right-hand side of the above inequality tends
to zero when t — oc:

(6.2) / (—k) () IV(t, 9)[[2s( ds — 0 a5t — 0.
0

Note that
1
I(X() = I = 5/ |VXOO\2 +2W(Xso) dx  for any Xoo € w[X].
Q

In particular, the energy of all solutions X, € w[X] equals the same
constant I, and, by virtue of (6.2),

63 [ 5IVXOF + W(®) do = 1x(0) = B = 100

ast — o0

for arbitrary Xoo € w[X], where I is the functional defined in (5.5).
Integrating (3.10) with respect to ¢ and making use of (1.8), one obtains

oo
| 1= A8 + 19905 o s
6 oo o0
w3 [ R @Ivat s dsar
1
< 1000) ~ Lo + 190 gy

1

+3 [ R @IV ds

(6.4)
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Now, assume Xoo € w[X] and w[X] is not a singleton, since otherwise
there is nothing to prove. In accordance with Lemma 4.1, X, satisfies
the hypotheses of Proposition 5.1. We take

M= {t e (0,00) | [X(t) = XoollL2(0) < €}

where ¢ > 0 is the same as in Proposition 5.1. Since I, = I(Xs0) we
can use Proposition 5.1 to obtain

_ - 1
I(X(1) = Ioo < C|| = AFX () = WO [ 142310 0 € (0,5):

which combined with (6.4) and the Poincaré inequality yields the
following conclusion:

o0
/t H(—Aw) Y20 2y + 991125 ds

6 o0 oo
+3 [ R IV dsdr

_ 1/(2—20) 1
< (I = AR P2 + AIDOI2(e) 7" + 5190320y
1 o0
+3 [ RNV e s

provided ¢t € M.
Making use of (6.1), (6.2), we can take

2(t) = [I=An) 20O 2y + IVOO) 320y

)

3 [ Ol ds

1/2

in Lemma 6.1. We remark that Z € L%(0,00) by Lemma 3.1. We
conclude that

/ ”(_AN)_l/z[Xt(t”HL2(Q) dt < oo.
M

In particular, we have
€

(6.5) X(t1) = x(E2)ll 220 < 5



238 S. AIZICOVICI AND H. PETZELTOVA

provided t1,ty are large enough and the whole interval (¢1,¢2) lies in
M. Observe that we have used the boundedness of the trajectory Xx(t)
in the W12-norm interpolated with the [W!?]*-norm. Since X+, € w[X]
we can choose Ty > 0 so that

3

(6.6) X(To) = Xoollz2() < 3

and, consequently, [T, 00) C M. Indeed, take
t=inf{t > Tp | [X(t) — Xooll£2() = €}-

Clearly, t > Ty and
1X(%) = XoollL2() = €

provided £ is finite. On the other hand, by virtue of (6.5), (6.6),

1X(t) = Xoollz2() < [X(t) — X(T0) | 2(0)

2 _
+ [IX(To) — XoollL2() < 3¢ forany To <t <t

which yields £ = oo. This implies the convergence of X(t) in L?().
Hence, w[X] is a singleton.

This, together with Proposition 3.1, concludes the proof of Theo-
rem 1.1.
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