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Grey Verhulst models are often employed to simulate the development tendency with the characteristic of saturated process of
S curve. However, the uncertainty of interval grey numbers will be increased since the boundaries of interval grey number are
extended by the Axiom of nondecreasing grey degree in the existing Verhulst modeling method. In this paper, the interval grey
number is divided into two real number parts, that is, “white” and “grey” parts.Then the “white” and “grey” parts are simulated and
forecasted by building the grey Verhulst model and DGM (1, 1) model, respectively. To some degree, this method resolves the issue
of amplifying the range of interval grey number. Finally, an example is used to compare the simulation performance between the
new model and the traditional model, and the results show that the new model is superior to the other model.

1. Introduction

The grey theory, which was founded by a famous Chinese
scholar Deng [1] based on the idea of “Grey Box” in 1982, is
a novel method employed to study the uncertain problems
with small sample and poor information [2]. As one of the
important constituents of grey theory, grey predictionmodels
attract dramatic attentions and are always studied actively by
many scholars. Accumulating generation of sequence is an
importantmethod in the process of building a grey prediction
model, and one can potentially uncover a development ten-
dency existing in the process of accumulating grey quantities
so that the characteristics and laws of integration hidden
in the chaotic original data can be sufficiently revealed [3].
Based on the properties of sequence accumulative generation,
the grey exponent laws of sequence can be founded and
excavated, and the expressions of simulation and prediction
can be deduced.

GM (1, 1) model, first proposed by Professor Deng, is
a classical grey prediction model, and currently it is of the
most significant advantages in its influence, research findings,

and extensive applications [4]. After 30 years development,
grey prediction models have been expanded from original
GM (1, 1) model to a great many of novel prediction cate-
gories, such as GM (1,N), GM (0,N), GM (2, 1), and DGM
(1, 1) [5]. The prediction objects are extended to sequence
predictions, interval predictions, grey disaster predictions,
grey waveform predictions, system predictions, and so
forth.

However, the modeling objects of conventional grey
prediction model are sequences with the rules of exponent
or approximate exponent. Hence the precision of grey pre-
diction is inferior with the nonmonotone increasing (or
decreasing) sequence [6]. It is important to note that not all
the actual systems in the world meet the rules of approximate
exponent growth, such as the process of ground subsidence:
slow subsidence in beginning, then suddenly quick subsi-
dence, and finally from quick subsidence to slow subsidence
evenly sometimes it stops [7]. The variation tendency of the
whole subsidence process presents the S curve. The common
probabilistic methods have the characteristic of large samples
modeling, and the samples need to satisfy typical probability
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distribution. Otherwise the effect of simulation or prediction
is inferior. Therefore, the conventional GM (1, 1) model or
its derived models and the probabilistic methods cannot
effectively simulate in the process of saturation state. In
this context, the grey Verhulst model is built to solve such
problems.

GreyVerhulstmodel [8] is a special grey predictionmodel
which is developed to deal with the simulation for small
sample data sequence with the characteristic of approximate
single peak. This model is capable of simulating the time
sequence data with the characteristic of saturated S curved.
At present, the grey Verhulst model has been widely used in
the fields of commodity economy life analysis [9], landslide
prediction [10–12], biological breeding prediction [13], traffic
accidents [14], energy demand [15], and so forth. In order to
improve the simulation and prediction performance of grey
Verhulstmodel, various researches have been done, including
the optimization of initial and background values [16, 17] and
the analysis of modeling mechanism [18, 19]. Those studies
have boosted the development and improvement of grey
Verhulst model.

However, grey Verhulst model is only able to be con-
structed based on real number sequence according to the
existing research findings. Though interval grey number
sequence ismore common in grey system theory, theVerhulst
model is not capable of building on such sequence. Along
with the development of science and technology, increas-
ing the complexity in society, this trend leads to a larger
amount of information in grey degree used to describe such
systems. Under this context, the conventional grey Verhulst
and its expanded models based on real sequence cannot
meet the actual needs of systems modeling. Therefore, a
modeling method of grey Verhulst model of interval grey
number sequence is developed based on kernel and grey
degree by Professor Yang [20]. Such method expands the
modeling objects of grey Verhulst model from real number
to interval grey number. It is of an important significance
for enriching the model system of grey number prediction
theory.

However, the simulation and prediction of the “kernel” of
interval grey number are achieved by building theDGM(1, 1)
model of kernel sequence, and the grey degree of simulated
or forecasted interval grey number is determined by Axiom
of nondecreasing grey degree [21]. It is actually a simplified
approximate measure, and the grey degree of the aim interval
grey number is added; the value range of the simulated or
forecasted interval grey number is enlarged to some extent;
resulting in the increasing uncertainty of the future grey
number.

In this paper, the interval grey number is divided into
two real number parts, that is, “white” and “grey” parts. Then
the “white” and “grey” parts are simulated and forecasted
by building the Verhulst model and DGM (1, 1) model,
respectively. To some degree, this method solves the issue
of amplification in the value range of interval grey number
caused by Axiom of nondecreasing grey degree and has a
positive significance for developing and improving themodel
system of Verhulst model of interval grey number.

2. Information Decomposing of
Interval Grey Number

Definition 1 (see [20]). Assume that an interval grey number
⊗(𝑘) ∈ [𝑎𝑘, 𝑏𝑘], 𝑏𝑘 ≥ 𝑎𝑘, 𝑘 = 1, 2, . . . , ⊗(𝑘) can be decomposed
equivalently to the following form:

⊗ (𝑘) = 𝑎𝑘 + 𝑐𝑘𝜇, (1)

where

𝑐𝑘 = 𝑏𝑘 − 𝑎𝑘, 𝜇 ∈ [0, 1] . (2)

Formula (1) is called the standard form of interval
grey number ⊗(𝑘). the interval grey number expressed by
corresponding standard form is called the standard interval
grey number. In Formula (1), 𝑎𝑘 and 𝑐𝑘, respectively, are the
white and grey part of the interval grey number ⊗(𝑘).

In formula (1), when 𝜇 = 0, ⊗(𝑘) = 𝑎𝑘 + 𝑐𝑘𝜇 = 𝑎𝑘; when
𝜇 = 1, ⊗(𝑘) = 𝑎𝑘 + 𝑐𝑘𝜇 = 𝑏𝑘; in both cases above, the interval
grey number ⊗(𝑘) is all real numbers. When 𝜇 ∈ (0, 1), ⊗(𝑘)
is an interval grey number of uncertainty value.

Definition 2 (see [20]). Assume that an interval grey number
sequence 𝑋⊗ = (⊗(1), ⊗(2), . . . , ⊗(𝑛)), where ⊗(𝑘) ∈ [𝑎𝑘, 𝑏𝑘]
and 𝑘 = 1, 2, . . . , 𝑛; all the interval grey numbers in 𝑋⊗ are
expressed in the standard form in formula (1).Then, all white
parts, which are real numbers, constitute a sequence named
white part sequence, denoted as 𝑊; similarly, all grey parts
constitute the grey part sequence, denoted as 𝐺, as follows:

𝑋⊗ = (⊗ (1) , ⊗ (2) , . . . , ⊗ (𝑛)) ⇐⇒ {
𝑊 = (𝑎1, 𝑎2, . . . , 𝑎𝑛)

𝐺 = (𝑐1, 𝑐2, . . . , 𝑐𝑛) ,

(3)

where

⊗ (𝑘) ∈ [𝑎𝑘, 𝑏𝑘] = 𝑎𝑘 + 𝑐𝑘𝜇, 𝑘 = 1, 2, . . . , 𝑛. (4)

3. Novel Verhulst Model

3.1. Verhulst Model Based on Real Part Sequence

Definition 3 (see [4]). According to Definition 1, 𝑊 is the
white part sequence of interval grey number sequence 𝑋⊗;
let 𝑊(1) be the 1-AGO of 𝑊 and let 𝑍(1)

𝑊
be the contiguous

average value generating sequence, which are

𝑊 = (𝑎1, 𝑎2, . . . , 𝑎𝑛)

⇒ 𝑊
(1)
= (𝑎
(1)

1
, 𝑎
(1)

2
, . . . , 𝑎

(1)

𝑛
) ,

𝑊
(1)
= (𝑎
(1)

1
, 𝑎
(1)

2
, . . . , 𝑎

(1)

𝑛
)

⇒ 𝑍
(1)

𝑊
= (𝑧
(1)

𝑤
(2) , 𝑧
(1)

𝑤
(3) , . . . , 𝑧

(1)

𝑤
(𝑛)) ,

(5)

where

𝑎
(𝑘)

1
=

𝑘

∑

𝑖=1

𝑎𝑖, 𝑧
(1)

𝑤
(𝑘) =

𝑎
(1)

𝑘
+ 𝑎
(1)

𝑘−1

2
, 𝑘 = 2, 3, . . . , 𝑛. (6)
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Then

𝑎𝑘 + 𝜑1𝑧
(1)

𝑤
(𝑘) = 𝜑2(𝑧

(1)

𝑤
(𝑘))
2 (7)

is called the grey Verhulst model of the white part sequence
of interval grey number.

Theorem4 (see [4]). If one has sequences𝑊,𝑊(1), and𝑍(1)
𝑊

as
described in Definitions 2 and 3 and if 𝑎 = [𝑎, 𝑏]𝑇 is a sequence
parameters and

𝑌 =

[
[
[
[

[

𝑎2

𝑎3

...
𝑎𝑛

]
]
]
]

]

, 𝐵 =

[
[
[
[
[
[

[

−𝑧
(1)

𝑤
(2) (𝑧

(1)

𝑤
(2))
2

−𝑧
(1)

𝑤
(3) (𝑧

(1)

𝑤
(3))
2

...
...

−𝑧
(1)

𝑤
(𝑛) (𝑧

(1)

𝑤
(𝑛))
2

]
]
]
]
]
]

]

, (8)

then

𝜑 = [𝜑1, 𝜑2]
𝑇
= (𝐵
𝑇
𝐵)
−1

𝐵
𝑇
𝑌. (9)

According to formula (7) and Theorem 4, the time
response expression of Verhulstmodel of white part sequence
of interval grey number can be derived as follows:

𝑎
(1)

𝑘+1
=

𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
. (10)

3.2. DGM (1, 1) Model Based on Grey Part Sequence

Definition 5. According to Definition 2, 𝐺 is the grey part
sequence of interval grey number sequence 𝑋⊗; let 𝐺

(1) be
the 1-AGO of 𝐺 and let 𝑍(1)

𝐺
be the contiguous average value

generating sequence; that is,

𝐺 = (𝑐1, 𝑐2, . . . , 𝑐𝑛)

⇒ 𝐺
(1)
= (𝑐
(1)

1
, 𝑐
(1)

2
, . . . , 𝑐

(1)

𝑛
) .

(11)

Theorem 6. Assume that sequences 𝐺, 𝐺(1), and 𝑍(1)
𝐺

are
described in Definitions 2 and 5; if we have the sequence
parameters 𝛽 = (𝛽1, 𝛽2)

𝑇 of the DGM (1, 1) model and

𝐹 =

[
[
[
[
[

[

𝑐
(1)

2

𝑐
(1)

3

...
𝑐
(1)

𝑛

]
]
]
]
]

]

, 𝐸 =

[
[
[
[
[

[

𝑐
(1)

1
1

𝑐
(1)

2
1

...
...

𝑐
(1)

𝑛−1
1

]
]
]
]
]

]

, (12)

then

𝛽 = (𝐸
𝑇
𝐸)
−1

𝐸
𝑇
𝐹. (13)

According to literature [5] and Theorem 6, the time
response expression of the DGM (1, 1) model of the grey part
sequence of interval grey number is derived as follows:

𝑐
(1)

𝑘+1
= 𝛽
𝑘

1
𝑐1 +

1 − 𝛽
𝑘

1

1 − 𝛽1

𝛽2.
(14)

According to literature [5], the final restore expression of the
DGM (1, 1) model of grey part sequence is as follows:

𝑐𝑘+1 = (𝛽1 − 1) (𝑐1 −
𝛽2

1 − 𝛽1

)𝛽
𝑘

1
. (15)

3.3. Verhulst Model Based on Combination Models. The sim-
ulation and prediction are achieved by method of combining
the white part sequence Verhulst model and grey part
sequence-DGM (1, 1) model. On this basis, the upper and
lower limit of interval grey number can then be simulated and
forecasted.

In the practical situation, if the white part sequence of
interval grey number is S curved, the grey Verhulst andDGM
(1, 1) model can be built by taking𝑊(1) and 𝐺(1) as the raw
data sequence. On the contrary, if the saturated S curve can
only be achieved by accumulating generation process on the
white part sequence of interval grey number, then the grey
combing models can only be built after the accumulating
generation gets conducted. Hence, two differencemodels will
be built according to the two circumstancesmentioned above,
as follows.

3.3.1.White Part Sequence of Interval GreyNumber: Saturation
S Curve. Based on the above analysis, if the white part
sequence of interval grey number has the S curve, then grey
Verhulst and DGM (1, 1) model can be built through taking
𝑊
(1) and 𝐺(1) as the raw data sequence directly.
According to Definition 1, 𝑐𝑘+1 = �̂�𝑘+1 − 𝑎𝑘+1; then

�̂�
(1)

𝑘+1
= 𝑐𝑘+1 + 𝑎𝑘+1. (16)

Combining formulas (10), (15), and (16), we get the following
equations:

𝑎
(1)

𝑘+1
=

𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
,

𝑐
(1)

𝑘+1
= 𝛽
𝑘

1
𝑐1 +

1 − 𝛽
𝑘

1

1 − 𝛽1

𝛽2,

�̂�
(1)

𝑘+1
= 𝑐𝑘+1 + 𝑎𝑘+1.

(17)

By solving (17), the grey prediction model of the upper
and lower limit of interval grey number ⊗̂(𝑘+1) ∈ [𝑎(1)

𝑘+1
, �̂�
(1)

𝑘+1
]

can be built, as follows,

𝑎
(1)

𝑘+1
=

𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
,

�̂�
(1)

𝑘+1
= 𝛽
𝑘

1
𝑐1 +

1 − 𝛽
𝑘

1

1 − 𝛽1

𝛽2 +
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
.

(18)

3.3.2. White Part Sequence of Interval Grey Number: Non-
saturation S Curve. If the white part sequence of interval
grey number is not saturation S curve, firstly, the operation
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of accumulating generation needs to be applied to white
part sequence 𝑊 and grey part sequence 𝐺. Following by
building the grey Verhulst and DGM (1, 1) model based on
𝑊
(1) and 𝐺(1), respectively. Finally, the simulation of white

and grey part sequence is achieved by inverse accumulating
generation.

For 𝑎𝑘+1 = 𝑎
(1)

𝑘+1
− 𝑎
(1)

𝑘
, according to formula (10), 𝑎𝑘+1 can

be derived as follows:

𝑎𝑘+1 =
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘

−
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
(𝑘−1)

.

(19)

According to Definition 1, 𝑐𝑘+1 = �̂�𝑘+1 − 𝑎𝑘+1; then

�̂�𝑘+1 = 𝑎𝑘+1 + 𝑐𝑘+1

⇒ �̂�𝑘+1 = 𝑎𝑘+1 + (𝛽1 − 1) (𝑐1 −
𝛽2

1 − 𝛽1

)𝛽
𝑘

1
.

(20)

Combining formula (19) and (20), we can get a formula group
as follows:

𝑎𝑘+1 =
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘

−
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
(𝑘−1)

,

�̂�𝑘+1 = (𝛽1 − 1) (𝑐1 −
𝛽2

1 − 𝛽1

)𝛽
𝑘

1

+
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
↙

−
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
(𝑘−1)

.

(21)

Formulas (18) and (21) are called the Verhulst model of
interval grey number based on information decomposing and
models combination.

4. Comparison and Analysis of Models

Exploiting groundwater is one of the main methods for pro-
viding people with living and industrial water in northChina.
However, overextraction of groundwater will lead to ground
subsidence, which might cause disastrous consequences.
In order to formulate the amount of groundwater mining
scientifically and build the prediction and early warning
system of ground subsidence, it is crucial to have the ability to
forecast the future amount of ground subsidence according to
historical monitoring data, so that the prediction data can be
provided to support the research on the solutions of ground
subsidence issues.

The process of ground subsidence is as follows: slow
subsidence in beginning, then suddenly quick subsidence,

and finally from quick subsidence to slow subsidence evenly
sometimes it stops, and the variation tendency of the whole
subsidence process presents the S curve. Hence, we plan
on applying grey Verhulst model to forecast the amount
of ground subsidence. Generally, the monitoring of ground
subsidence amount for certain area is carried out in multiple
continuous periods of time, and in each period the amount
of ground subsidence will be monitored repetitively. Due
to the monitoring errors and human factors, the collected
monitoring data within the same area and period are not
identical, neither are we able to identify the reliability of
the data. At this time, in order to keep the data intact, an
interval data will be defined according to the minimum and
maximum values of the collected monitoring data. Assume
that monitoring values of certain area are as shown in Table 1.

In this section, the Verhulst model of interval grey
number based on information decomposing and models
combination will be built according to data in Table 1. Then
we will compare and analyze its simulation errors with other
model in literatures [20]. It is obvious that the data in Table 1
constitute an interval grey number sequence as follows:
𝑋⊗ = (⊗ (1) , ⊗ (2) , ⊗ (3) , ⊗ (4) , ⊗ (5) , ⊗ (6))

= ([6.4, 9.3] , [13.1, 15.2] , [19.1, 21.3] , [21.8, 24.1] ,

[21.6, 23.8] , [21.4, 23.5]) .

(22)

4.1. Modeling with the Novel Model Proposed in This Paper,
Model 1 for Short. At first, it needs to transform the interval
grey number sequence 𝑋⊗ into a real part and grey part
sequence. According to formula (1), the real part sequence𝑊
and grey part sequence 𝐺 are as follows:

𝑊 = (6.4, 13.1, 19.1, 21.8, 21.6, 21.4) ,

𝐺 = (2.9, 2.1, 2.2, 2.3, 2.2, 2.1) .

(23)

The scatter point broken line figure of real part sequence
𝑊 and grey part sequence 𝐺 can be shown in Figure 1, as
follows.

In Figure 1, it can be shown that the real part sequence is
saturation S curve and grey part sequence has the character-
istic of approximate exponent laws. Hence, the grey Verhulst
model of interval grey number sequence 𝑋⊗ can be built by
applying formula (18).

4.1.1. Verhulst Model Based on Real Part Sequence. Comput-
ing the parameters of grey Verhulst model of the real part
sequence𝑊, according to Theorem 4, matrix 𝐵 and 𝑌 are as
follows:

𝐵 =

[
[
[
[
[

[

−9.75 (9.75)
2

−16.10 (16.10)
2

−20.45 (20.45)
2

−21.70 (21.70)
2

−21.50 (21.50)
2

]
]
]
]
]

]

, 𝑌 =

[
[
[
[
[

[

13.1

19.1

21.8

21.6

21.4

]
]
]
]
]

]

. (24)

Then

𝜑 = [𝜑1, 𝜑2]
𝑇
= (𝐵
𝑇
𝐵)
−1

𝐵
𝑇
𝑌 = [−1.3316, −0.0610]

𝑇
. (25)
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Table 1: Monitoring data of certain area within six continual periods.

Monitoring period 𝑝 𝑝 = 1 𝑝 = 2 𝑝 = 3 𝑝 = 4 𝑝 = 5 𝑝 = 6

Data scope [6.4, 9.3] [13.1, 15.2] [19.1, 21.3] [21.8, 24.1] [21.6, 23.8] [21.4, 23.5]

1 2 3 4 5 6
0
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Grey part sequence

Figure 1: Scatter point broken line figure of real part sequence𝑊
and grey part sequence 𝐺.

According to formula (10), the grey Verhulst model of the real
part sequence𝑊 of interval grey number sequence 𝑋⊗ is as
follows:

𝑎
(1)

𝑘+1
=

𝜑1𝑎1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘

= (−1.3316 × 6.4)

× ( − 0.0610 × 6.4 + [−1.3316 − (−0.0610 × 6.4)]

× 𝑒
−1.3316𝑘

)
−1

⇒ 𝑎
(1)

𝑘+1
=

8.5222

0.3904 + 0.9412 × 𝑒
−1.3316𝑘

.

(26)

4.1.2. DGM (1, 1) Model Based on Grey Part Sequence. Com-
puting the parameters of DGM (1, 1) model of the grey part
sequence 𝐺, according to Theorem 6, matrix 𝐹 and 𝐸 are as
follows:

𝐹 =

[
[
[
[

[

2.1

2.2

...
2.1

]
]
]
]

]

, 𝐸 =

[
[
[
[

[

2.9 1

2.1 1

...
...

2.2 1

]
]
]
]

]

; (27)

then

𝛽 = (𝛽1, 𝛽2)
𝑇
= (𝐸
𝑇
𝐸)
−1

𝐸
𝑇
𝐹 = (−0.1359, 2.4981)

𝑇
. (28)

According to formula (14),

𝑐
(1)

𝑘+1
= 𝛽
𝑘

1
𝑐1 +

1 − 𝛽
𝑘

1

1 − 𝛽1

𝛽2 = 𝑐1𝛽
𝑘

1
+

𝛽2

1 − 𝛽1

(1 − 𝛽
𝑘

1
)

⇒ 𝑐
(1)

𝑘+1
= 𝑐1𝛽
𝑘

1
+

𝛽2

1 − 𝛽1

−
𝛽2

1 − 𝛽1

𝛽
𝑘

1

⇒ 𝑐
(1)

𝑘+1
= (𝑐1 −

𝛽2

1 − 𝛽1

)𝛽
𝑘

1
+

𝛽2

1 − 𝛽1

.

(29)

Then

𝑐
(1)

𝑘+1
= (2.9 −

2.4981

1 + 0.1359
) (−0.1359)

𝑘
+

2.4981

1 + 0.1359

⇒ 𝑐
(1)

𝑘+1
= 0.7007 × (−0.1359)

𝑘
+ 2.1992.

(30)

4.1.3. Grey Verhulst Prediction Model of Amount of Ground
Subsidence. According to formulas (18), the Verhulst pre-
diction model of ground subsidence amount is derived as
follows:

𝑎
(1)

𝑘+1
=

𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘
,

�̂�
(1)

𝑘+1
= 𝛽
𝑘

1
𝑐1 +

1 − 𝛽
𝑘

1

1 − 𝛽1

𝛽2 +
𝜑1𝑎
(1)

1

𝜑2𝑎1 + (𝜑1 − 𝜑2𝑎1) 𝑒
𝜑
1
𝑘

⇒ 𝑎
(1)

𝑘+1
=

8.5222

0.3904 + 0.9412 × 𝑒
−1.3316𝑘

,

�̂�
(1)

𝑘+1
= 0.7007 × (−0.1359)

𝑘

+
8.5222

0.3904 + 0.9412 × 𝑒
−1.3316𝑘

+ 2.1992.

(31)

4.2. Modeling with the Model in Literature [20], Model 2 for
Short. In literature [20], the information scope of interval
grey number of prediction and simulation is determined by
the axiom of nondecreasing grey degree, and the kernel of
interval grey number is forecasted by grey Verhulst model.
On the basis, the greyVerhulstmodel of interval grey number
is derived.

4.2.1. Definition of Information. According to formula (1), it
can be known that 𝑐𝑘 = 𝑏𝑘 − 𝑎𝑘 and 𝑐𝑘 which is the grey
part of interval grey number is just the information scope
that according to the axiom of nondecreasing grey degree, the
maximum value in grey part sequence can be used to forecast
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Table 2: Simulation values and errors of the novel model.

No Items
𝑎𝑝 𝑎𝑝 𝜀𝑎(𝑝) Δ 𝑎(𝑝) 𝑏𝑝 �̂�𝑝 𝜀𝑏(𝑝) Δ 𝑏(𝑝)

𝑝 = 2 13.1 13.3 −0.2 1.527% 15.2 15.4 −0.2 1.316%
𝑝 = 3 19.1 18.7 0.4 2.094% 21.3 20.9 −0.6 2.817%
𝑝 = 4 21.8 20.9 0.9 4.128% 24.1 23.1 1.0 4.149%
𝑝 = 5 21.6 21.6 0.0 0.000% 23.8 23.8 0.0 0.000%
𝑝 = 6 21.4 21.8 −0.4 1.869% 23.5 24.0 −0.5 2.128%

or simulate the information scope of interval grey number;
that is,

𝑐 = max {𝑐1, 𝑐2, . . . , 𝑐𝑛}

= max {2.9, 2.1, 2.2, 2.3, 2.2, 2.1} = 2.9.
(32)

4.2.2. Grey Verhulst Model of Kernel Sequence. Computing
kernel sequence 𝑋⊗̃ = (⊗̃(1), ⊗̃(2), ⊗̃(3), ⊗̃(4), ⊗̃(5), ⊗̃(6))

of interval grey number sequence 𝑋⊗, according to the
computing method of kernel in literature [22], we can get

𝑋⊗ = (⊗ (1) , ⊗ (2) , ⊗ (3) , ⊗ (4) , ⊗ (5) , ⊗ (6))

⇒ 𝑋⊗̃ = (⊗̃ (1) , ⊗̃ (2) , ⊗̃ (3) , ⊗̃ (4) , ⊗̃ (5) , ⊗̃ (6))

= (7.85, 14.15, 20.20, 22.95, 22.70, 22.45) .

(33)

Building the Verhulst model of sequence 𝑋⊗̃, and its param-
eter 𝑎 = [𝑎, 𝑏]

𝑇
= [−1.2248, −0.0532]

𝑇, then the Verhulst
model of kernel sequence is as follows:

̂̃
⊗
(1)

(𝑘 + 1) =
𝑎𝑘+1 + �̂�𝑘+1

2
=

𝑎⊗̃ (1)

𝑏⊗̃ (1) + (𝑎 − 𝑏⊗̃ (1)) 𝑒
𝑎𝑘

⇒
̂̃
⊗
(1)

(𝑘 + 1) =
𝑎𝑘+1 + �̂�𝑘+1

2
= (−1.2248 × 7.85)

× ( − 0.0532 × 7.85

+ (−1.2248 + 0.0532 × 7.85)

× 𝑒
−1.2248𝑘

)
−1

.

(34)

4.2.3. Grey Verhulst Model of Interval Grey Number Sequence.
Consider

𝑎𝑘+1 + �̂�𝑘+1

2
=
̂̃
⊗
(1)

(𝑘 + 1) ,

𝑐 = �̂�𝑘+1 − 𝑎𝑘+1

⇒ 𝑎𝑘+1 =
𝑎⊗̃ (1)

𝑏⊗̃ (1) + (𝑎 − 𝑏⊗̃ (1)) 𝑒
𝑎𝑘
−
𝑐

2
,

�̂�𝑘+1 =
𝑎⊗̃ (1)

𝑏⊗̃ (1) + (𝑎 − 𝑏⊗̃ (1)) 𝑒
𝑎𝑘
+
𝑐

2

⇒ 𝑎𝑘+1 = (−1.2248 × 7.85)

× ( − 0.0532 × 7.85

+ (−1.2248 + 0.0532 × 7.85)

× 𝑒
−1.2248𝑘

)
−1

−
2.9

2
,

�̂�𝑘+1 = (−1.2248 × 7.85)

× ( − 0.0532 × 7.85

+ (−1.2248 + 0.0532 × 7.85)

× 𝑒
−1.2248𝑘

)
−1

+
2.9

2

⇒ 𝑎𝑘+1 =
−9.6147

−0.4176 − 0.8072 × 𝑒
−1.2248𝑘

− 1.45,

�̂�𝑘+1 =
−9.6147

−0.4176 − 0.8072 × 𝑒
−1.2248𝑘

+ 1.45.

(35)

4.3. Errors Comparisons and Analysis of the above Two Grey
Verhulst Models of Interval Grey Number

Definition 7. Assume that an interval grey number sequence
𝑋(⊗) = (⊗(𝑡1), ⊗(𝑡2), . . . , ⊗(𝑡𝑛)), and ⊗(𝑡𝑝) ∈ [𝑎𝑝, 𝑏𝑝] (𝑘 =

1, 2, . . . , 𝑛), an interval grey number prediction model of
sequence 𝑋(⊗) is built with a modeling method ℵ, and the
simulation sequence is 𝑋(⊗̂) = (⊗̂(𝑡1), ⊗̂(𝑡2), . . . , ⊗̂(𝑡𝑛)), and
⊗̂(𝑡𝑝) ∈ [𝑎𝑝, �̂�𝑝]; then

(1∘) 𝜀𝑎(𝑝) = 𝑎𝑝 − 𝑎𝑝 is the residual error of the upper limit
𝑎𝑝;

(2∘) Δ 𝑎(𝑝) = |𝜀𝑎(𝑝)|/𝑎𝑝 is the simulation relative error of
the upper limit 𝑎𝑝;

(3∘) Δ 𝑎 = (1/(𝑛−1))∑
𝑛

𝑝=2
Δ 𝑎(𝑝) is the average simulation

relative error of the upper limit sequence.

Similarly,

(4∘) 𝜀𝑏(𝑝) = 𝑏𝑝 − �̂�𝑝 is the residual error of the lower limit
𝑏𝑝;

(5∘) Δ 𝑏(𝑝) = |𝜀𝑏(𝑝)|/𝑏𝑝 is the simulation relative error of
the lower limit 𝑏𝑝;



Journal of Applied Mathematics 7

Table 3: Simulation values and errors of the model in literature [20].

Number Items
𝑎𝑝 𝑎𝑝 𝜀𝑎(𝑝) Δ 𝑎(𝑝) 𝑏𝑝 �̂�𝑝 𝜀𝑏(𝑝) Δ 𝑏(𝑝)

𝑝 = 2 13.1 13.2 −0.1 0.763% 15.2 16.1 −0.9 5.921%
𝑝 = 3 19.1 18.3 0.8 4.189% 21.3 21.2 0.1 0.469%
𝑝 = 4 21.8 20.5 1.3 5.963% 24.1 23.4 0.7 2.905%
𝑝 = 5 21.6 21.2 0.4 1.852% 23.8 24.1 −0.3 1.261%
𝑝 = 6 21.4 21.5 −0.1 0.467% 23.5 24.4 −0.9 3.830%

Table 4: Comparison of simulation errors with different models.

Models Model 1 Model 2
Average simulation relative errors Δ 𝑎 = 1.924%, Δ 𝑏 = 2.082% Δ 𝑎 = 2.647%, Δ 𝑏 = 2.877%

Synthesis average simulation relative error Δ 1 =
Δ 𝑎 + Δ 𝑏

2
= 2.002% Δ 2 =

Δ 𝑎 + Δ 𝑏

2
= 2.762%
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Figure 2: Comparison of simulation data with different models.

(6∘) Δ 𝑏 = (1/(𝑛−1))∑
𝑛

𝑝=2
Δ 𝑏(𝑝) is the average simulation

relative error of the lower limit sequence.

Then Δℵ = ((Δ 𝑎 + Δ 𝑏)/2) × 100% is the synthesis average
simulation relative error of sequence 𝑋(⊗) based on the
modeling method ℵ.

According to Definition 7, the simulation errors of the
above two models are shown from Table 2 to Table 3, respec-
tively.

The comparison of simulation and raw data between grey
Verhulstmodel proposed in this paper andmodel in literature
[20] can be shown in Figure 2.

The comparison of simulation errors with different mod-
els is shown in Table 4, as follows.

It is easily to see from Figure 2 and Table 4 that the
synthesis average simulation relative error of the novel model

based on information decomposing and model combination
is superior to the other model in literature [20].

5. Conclusions and Future Work

Grey Verhulst models are often employed to simulate the
development tendency with the charactersitic of saturated
S curve process. However, the boundaries of interval grey
number are extended through axiom of nondecreasing grey
degree in the existing Verhulst modeling method. As a result,
the uncertainty of the aim interval grey numberwill be added.

In order to solve the problem of prediction uncertainty
amplification, the interval grey number is decomposed two
real number parts, that is, “white” and “grey” part. Then
the “white” and “grey” parts are simulated and forecasted
by building the Verhulst model and DGM (1, 1) model,
respectively. To some degree, this method solves the issue
of amplification in the value range of interval grey number
caused by axiom of nondecreasing grey degree and has a
positive significance for developing and improving themodel
system of Verhulst model of interval grey number.

Apart from the advantages of our proposed model, there
is a limitation in the application range of the proposedmodel.
When the white part sequence of interval grey number has
the S curve, the grey Verhulst model is directly built by taking
𝑊
(1) as the raw data sequence, where the process of accumu-

lative generation is omitted.Moreover, the DGM (1, 1) model
is assumed suitable to be built by the grey part sequence
without accumulative generation process. Consequently, this
simplified process might limit the range of application.

As for the next stage of research, we are going to extend
the applicability of the Verhulst model of interval grey
number by constructing and optimizing the model, based on
the variation trends and data features of “white and grey” part
sequence.
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