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BOUNDEDNESS OF A FAMILY OF HILBERT-TYPE
OPERATORS AND ITS BERGMAN-TYPE ANALOGUE

JUSTICE S. BANSAH AND BENOIT F. SEHBA

ABSTRACT. In this paper, we first consider boundedness proper-
ties of a family of operators generalizing the Hilbert operator in
the upper triangle case. In the diagonal case, we give the exact
norm of these operators under some restrictions on the param-
eters. Second, we consider boundedness properties of a family
of positive Bergman-type operators of the upper-half plane. We
give necessary and sufficient conditions on the parameters under
which these operators are bounded in the upper triangle case.

1. Introduction
Let 1 <p< oo, and a > —1. We write L2((0,00)) or simply L? for the

Lebesgue space LP((0,00),y%dy). When a =0, we simply write L? for the
corresponding space. We use the notion

= 10zi= ([ 1r@Patar)”

and when a =0, we simply write || f||, for || .0
We recall that the Hilbert operator is defined by

Hf(zx):= ; xf(Ty?ydy.

It is well known that the operator H is bounded on LP((0,00)) for 1 <p < o0
and that its norm is given by

Y
H =
|| ||L”4>Lp sm(%)
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(see [2], [3]). For more on the Hilbert operator, its boundedness, some general-
izations and applications, we refer to the following and the references therein
51, 8], [9], [10].

Let a, (3,7 be real parameters. Consider the family of operators H, g
defined for compactly supported functions by

(L1) Hy o f () =2 / N %yﬁ

The above operators clearly generalize the Hilbert operator as H = Ho 1.

In the first part of this note, we consider the continuity properties of the
operators Hy g from LP to L, with 1 <p < ¢ <oco. That is, we give the
relations between p,q,a,b,«, 3,7 under which these operators are bounded.
Restricting ourself to the case y=a+ 5+ 1 and p = g < oo, we give the exact
norm of H, g -, extending the results of [2], [3], [8].

We recall that the upper-half plane is R2 :={z+iy € C:z € R and y > 0}.
Given 1 <p,q < oo and v > —1, the mixed norm Lebesgue space L,’j’q(]Ri) is
defined by the integrability condition

12 Wy = f oz = [ / ( / If(x+iy)\pdw> ’”y”dy]“ < oo

if 1<p,q<oo0and

(1.3) 17112 0 = Iy == suD / £z +iy)|” dz < o0
R

0<y<oo

dy.

if 1 <p<ooand q=o0c.

For 1 < p,q < 0o, the mixed norm weighted Bergman space A{j’q(Ri) is
then the closed subspace of LE9(R?) consisting of holomorphic functions on
RZ. When p = ¢, we shall simply write A2P(R3) = AL (R3 ). The unweighted
Bergman space AP corresponds to the case v = 0.

Recall also that the weighted Bergman projection P, is the orthogonal
projection from the Hilbert space L2(R?%) onto its closed subspace AZ(R3)
and it is given by the integral formula

f(w)
1.4 P, =cCy — 5 AV, (w),
(14) rer=en [, L vt
where we used the notation dV,(z) =y dV(z) =y’ dady, z =z + iy; ¢, =
%(V +1)e" 3.
It is well known that for any f € A2(R2),

f(w)
1. =c, ————dV, (w).
(15) = [, o g
It is easy to see that the Bergman projection is bounded on L’,j’q(]Ri)
whenever ¢ > 1 (see [1]).
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Our second interest in this paper is the upper-diagonal-boundedness of a
family of operators generalizing the Bergman projection. This family is given
by the integral operators T=T, 3 and T+ =T ; 1y defined for functions in
C>(R%) by the formulas

TF(z) = (32)° /R T (0 V()
and

+ _ (e f (w) o) B
T 1(2) = (32) /R ) ),
Let us remark that the boundedness of T on L?4(R2) implies the bound-
edness of T'.

The boundedness of this family of operators on LE4(R%) for 1 < p,q <
oo is just a particular case of [7]. Here, we consider the problem of the
boundedness of the operators T+ from L24(R?) to LE"(R2), with 1 <p < oo
and 1 < ¢ <7 < oo. We assume in this study that v # 0 as the case v =0 does
not correspond to a Bergman-type operator.

As we will see, the study of the boundedness of the operators Tot 5, Can
be related to the boundedness of the operators H, g, providing another
motivation for the study of the general Hilbert operators considered here.
The Bergman projection is just a particular case of the operators T, g, and
its boundedness is useful in some other questions as the characterization of
the dual spaces of Bergman spaces and their atomic decomposition (see, for
example, [1]).

2. Statement of the results

2.1. Hilbert-type operators. The following result provide relations be-
tween p,q,a,b, o, B, under which the operators H, g, are bounded.

THEOREM 2.1. Suppose a,b> —1 and 1 <p < q<oo. Then the following
conditions are equivalent:

(a) The operator Hy g~ is bounded from LE((0,00)) into L{((0,00)).
(b) The parameters satisfy

(2.1) 7=a+5+1—a+1+b+71
and
(2.2) —p(y=0B-1)<a+1<p(B+1).

We also have the following second result.

THEOREM 2.2. Suppose a > —1 and 1 <p < oo. Then the following condi-
tions are equivalent:
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(a) The operator Hy g~ is bounded from LP((0,00)) into L>((0,00)).
(b) The parameters satisfy

1
(2.3) y=a+p+1- 2T
and
(2.4) a>0 and a+1<p(B+1).

We have the following endpoint result.

THEOREM 2.3. Let o, 3,7y € R. Then the operator H, g~ is bounded from
LY((0,00)) to L>=((0,00)) if and only if y=a+ 3 and a, 3> 0.

In the diagonal case, we have the following endpoint result.

THEOREM 2.4. The operator Hq g~ is bounded on L>°((0,00)) if and only
ifa>0,8>—1and y=a+ B+ 1. Moreover,

[HapyllLe—pee =B(B+1,0).
The dual version of the above theorem is the following result.

THEOREM 2.5. Let a > —1. Then the operator H, g, is bounded on
LL((0,00)) if and only if —a<a+1<B+1 and y=a+ B+ 1. Moreover,

|Hapyllr 500 =Bla+a+1,8—a).

In the above theorems and all over this section, B(-,-) is the S-function
defined in the next section. Restricting ourself to the case y=a + 3+ 1 and
p=q < 00, we obtain the exact norm of the corresponding operators H, g .

COROLLARY 2.6. Let a> —1 and 1 <p < oo. Assume that —pa<a+1<
p(B+1) andy=a+ B+ 1. Then

a+1 a+1
HWHLHEZB(BH— tlop )

2.2. Bergman-type operators. Here are our results on the boundedness
of the operators T from L?9(R%) into L}""(R3).

2.2.1. The case 1 < p,q < oo. We have the following result.

THEOREM 2.7. Suppose a,b>—1, 1 <p<oo, and 1 <qg<r <oc. Then
the following conditions are equivalent:
(a) The operator T is bounded from LE4(R3) into L} (R2).
(b) The parameters satisfy

a+1 b+1

(2.5) y=a+B+1- +

r
and

(2.6) —q(y=pf-1) <a+1<q(B+1).
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We also obtain the following.

THEOREM 2.8. Suppose a > —1, 1 <p< oo and 1 < q<oo. Then the
following conditions are equivalent:
(a) The operator T is bounded from LE9(R3) into LP>°(R%).
(b) The parameters satisfy

1
(2.7) 7=a+ﬁ—|—1—a+
and
(2.8) a>0 and a+1<gq(f+1).

2.2.2. The case 1 <p<oo and 1 =q <r <oo. We have the following result.

THEOREM 2.9. Let 1 <p,r < oo and let b> —1. Then the following condi-
tions are equivalent:
(a) The operator T is bounded from LP'(R%) into L} (R3).
(b) The parameters satisfy

b+1
(2.9) Yy=a+p+ %
and
(2.10) v>p3>0.

Note that Theorem 2.9 is the dual version of Theorem 2.8. The limit case
is the following.

THEOREM 2.10. Let 1 < p < oo. Then the following conditions are equiva-
lent:
(a) The operator T is bounded from LP'(RZ) into LP°°(R%).
(b) The parameters satisfy

(2.11) y=a+p
and
(2.12) a,>0.

Note that in the above theorem, we cannot take o =0 = [ since in this
case we get v =0 which is not considered in our study. We also obtain the
following.

THEOREM 2.11. Let 1 <p < oo. Then the following conditions are equiva-
lent:

(a) The operator T is bounded on LP'(R%).
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(b) The parameters satisfy

(2.13) y=a+p+1
and
(2.14) a>—-1 and B>0.

The dual version of the above result is the following.

THEOREM 2.12. Let 1 <p < oo. Then the following conditions are equiva-
lent:
(a) The operator T is bounded on LP>°(R?).
(b) The parameters satisfy

(2.15) y=a+p+1
and
(2.16) a>0 and [>-L1

2.2.3. Diagonal limit cases. Finally, we obtain the following two endpoint
results.

THEOREM 2.13. The operator T;Bn is bounded on L*°(R%) if and only if
a>0,8>—-1andy=a+ B+1. Moreover,

1y
||T0—j—,ﬁ,’yHL°°(R2+)_>Loc(Ri) = B(i’ §>B(ﬁ+ ].,Oé).

THEOREM 2.14. Let a > —1. Then the operator T;ﬁﬁ s bounded on
LL{(R2) if and only if y=a+ B+1 and —a<a+1< B+ 1. Moreover,

1 v

I sy sncen =B (33

)B(ﬁ—a,a+a+1).

In the next section, we provide some useful tools needed in our proofs. The
proofs of our results are given in Section 4 and Section 5. In the last section,
we discuss the boundedness of the operators T, g, with application to the
Bergman projection.

As usual, given two positive quantities A and B, the notation A < B (or
B > A) means that there is universal positive constant C' such that A < CB.
When A < B and B < A, we say A and B are equivalent and write A ~ B.

3. Some useful results

3.1. Integrability of some positive kernel functions. We shall use the
following form of the S-function:
m—1

Bmn) = Blnm) = [

More generally, we will be using the following which is easy to check.

du where m,n > 0.
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LEMMA 3.1. Let o, 8 be a real numbers, andt > 0 be fized. Then the integral
oo «
Y
I(t) = / dy
R N CRSE

converges if and only if « > —1 and f—«a > 1. In this case,

I(t)=B(a+1,5 —a— 1)t~ Frotl
We will need the following integrability conditions of the kernel function.

LEMMA 3.2. Let a be real. Then
(1) for y>0 fized, the integral

dx
Joy) = | —————
W= i

converges if and only if o > 1. In this case,

1l a—-1 a
Ja(y)B<§7 >y1 5

2

(2) the function f(z) = (L)~ with t >0, belongs to LE4(R2), if and only

P

ifv>—1and o> % + %1. In this case,

||f||g,q,u = Ca,p’qt*anr%JrVJrl’

where Cop.q=[B(3, 25 )] Bv+ 1,0 — 4 —v —1).

Proof. (1) Note that

> dz
Joy) =2 —
) /o (2 +y?)>

If « <1, then as fyoo x~%da which is smaller than J,(y) does not converge,
neither does J,(y).

Assuming that « > 1, the convergence and the value of J,(y) follows from
an easy change of variables and Lemma 3.1.

The proof of assertion (2) follows from assertion (1) and Lemma 3.1. O

3.2. Schur-type tests. The following is a generalization of the Schur’s test
and it is due to G. O. Okikiolu [6]. Our statement is a bit different from [6].
We also provide a different proof.

LEMMA 3.3. Let p,r,q be positive numbers such that 1 <p <r and % +

% =1. Let K(z,y) be a complex-value function measurable on X xY and
suppose there exist 0 <t <1, measurable functions ¢1: X — (0,00), ¢2:Y —
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(0,00) and nonnegative constants My, Ms such that
t
(3.1) / |K (z,y)] % (y) duly) < M{od(x) a.e.onY and
X

(3.2) L’K(m,yﬂ(l%)rqﬁg(z)dV(:U) < M3 é7(y) a.e. on X.

/f K(z,y)du(y

where f € LP(X,dp), then T : LP(X,du) — L™(Y,dv) is bounded and for each
ferlpP(X,du),

If T is given by

ITfllLrcv,avy < My Mo || fll e (x,au)-

Proof. Using Holder’s inequality and (3.1), we obtain that
75| < [ |f)1K 0| duw)
X
- [ K@ o] [ @] o )l /w]) duw)

1

< | [Is@al o) du(yﬂ '
<[ [l el ]
< Mig(a [/;ny|<” W) Fw)| du )F.

Using Minkowski’s inequality for double integrals and (3.2), we obtain
||TfHL’"(Y,dV)

_ (/Y|Tf(g;)|’”dy(gg)>i

S(/YM{%(@UXIK(% "o )| £ ) du >];dv@7>>i

ST |K<x,y>|“t’p¢1p<y>|f<y>|pdu<y>} % (o))
([ [ [ kel T weam] ol ww)’

1

=M (/X o P (y) MY ()| f(w)|” du(y)) ’

X

i)
S

|~
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— MM (/X!f(yﬂpdu(y))%

= My M|\ fl e (x,ap)- O

When p=r, take t = % to obtain the classical Schur’s test.
The following limit case of Okikiolu result is proved in [11].

LEMMA 3.4. Let pu and v be positive measures on the space X and let
K (x,y) be non-negative measurable functions on X xY. Let T be the integral
operator with kernel K(x,y) defined by

/f K (2, ) du(y).

Suppose 1 =p<g<oo. Let v and & be two real numbers such that v+ 0 =1.
If there exist positive functions hy and ho with positive constants Cy and Cy
such that

esssup hy(y)K(z,y)” < Ciha(x) for almost allz € X  and
yey

/ ho(x)1K (z,y)° dv < Cyhy(y)?  for almost all y €Y,

X

then T is bounded from L*(X,dv) into LY(X,dv) and the norm of this operator
1

does not exceed C1Cy .

The above lemma has a very simple formulation when p=¢ =1, and the
exact norm of the operator is also obtained (see [4]).

LEMMA 3.5. Let u be a positive measure on the space X and let K(x,y) be
non-negative measurable functions on X x X. Let T be the integral operator
with kernel K(x,y) defined by

/f K (2, ) du(y).

Then T is bounded on L}, (X):= L*(X,dp) if and only if

In this case,

17100 =500 [ K(o.) dua),
yeX JX
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The dual version of the last lemma is the following.

LEMMA 3.6. Let u be a positive measure on the space X and let K(x,y) be
non-negative measurable functions on X x X. Let T be the integral operator
with kernel K(x,y) defined by

0= [ T .9)duty).
Then T is bounded on L (X) if and only if

In this case,

[Ex P—— / K (z,y) du(y)
zeX JX

4. Boundedness of a family of Hilbert-type operators

In this section, we prove some necessary and sufficient conditions for the
boundedness of the operator Hy g from LP((0,00),y* dy) to L((0,00),y" dy)
and prove some of our results. We recall that the operator H, g is defined

as
Hopqf(x)=2" /O @Cj:syy))vyﬁ dy.

4.1. Necessity for boundedness of H, 3 .. Let us start by the following
lemma.

LEMMA 4.1. Let 1<p<g<oo and a,b>—1. Assume Hq, g~ is bounded
from LP((0,00),y*dy) to L((0,00),y°dy). Then the parameters satisfy

b+1 +1
y= a+5+1+< . - )

p
and
—qga<b+1<q(y—a).

Proof. Let R >0 and define fr(z):= f(Rxz). Then it is easy to see
that if f € LP((0,00),ydy), then fr € LP((0,00),y*dy) and | frl}, =
R ! [l £IID .- From the definition of H, g, and some easy change of variables,
we obtain

Hap fr(2) = ¢ /0°° (z +(z;;7y dy
y)

:za/o (x(er)y W

— RY—B-1a /00 Luﬁ du (letting u = Ry)
o (Rx+u)”
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_ —B—a— «a > f(u) B
=R Y(Rx) /0 (Raz—l—u)Vu du

=R, 5. f(Rz).
Therefore,

o0
Hopo Sl = O [ Ho g () ' e

:Rq(v—a—ﬁ—l)—b—l/ |Hap,4f (0 } u’du  (putting u = Rx)

= Rg(w*aiﬁil)ibilHHa,,B,'ny%b'
Now, that there exists a constant C' > 0 such that for any f € L2((0,00)),
|Ha, 84 Rllab < Cllfrllp,a is equivalent to
a1 btl _at1
R~ | Ha g fllap SCR™ 7 | fllpa
which is the same as
—a—fo1- bl et
Ry " Ha g fllas <Cllfllp.a
for any f € L2((0,00)). That the latter holds for any f € LP((0,00)) and any

R>Oisonlypossibleif*y—a—,@—1—%4-‘%1:0,

To check the other condition, we set f(z) = xp1,2j(x). Then one easily

obtains
> fly) 8 z
H, =z —— yPdy~ —-—.
#000) x/o @+yy” VT Uy

It follows from our assumption on the operator H, g, that

o0 xqa p
Tran® Pdr =~ ||Hapy Il S IFIE a1
0

14 x)1
It follows from Lemma 3.1 that we should have ag+b+1>0 and vqg — ag —
b—1>0; that is —ga <b+ 1 < g(y — «). The proof is complete. O

We also have the following.

LEMMA 4.2. Let 1<p<g<oo and a,b>—1. Assume H, g~ s bounded
from LP((0,00),y*dy) to L((0,00),y°dy). Then the parameters satisfy

b+1 a+1
v= a+ﬁ+l+< >
q p

and
—py—pF-1)<a+1<p(f+1).

Proof. The necessity of the relation y=a+ 8+ 1+ (HTl — “Zl) is already
proved in the previous lemma. To check the other condition, we note that as
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H, g, Y is bounded from LE to L{, its adjoint H* 4. 1s also bounded from Lq

to L¥', p =1= % + %. One easﬂy obtain that
(oo}
* — f(.'l?) +b
. fy=yﬁa/ et de
By (y) o (z+y)
Let us take again f(y) = x[1,21(y). Then one easily obtain that
B—a
* y
Hi g f —
W= g

It follows from our assumption on the operator Hj 5 . that

yP '(B—a /
A <1+7 2 [ H2 5 f Iy S 11 =

It follows from Lemma 3.1 that we should have p'(8 —a)+a+1>0 and
' —p'(B—a)—a—1>0; that is —p/(8—a)<a+1<p'(y—B+a) or
equivalently —p(y — 8 —1) <a+1<p(B+1). The proof is complete. O

To complete this part, let us observe the following.

LEMMA 4.3. Let 1<p<g< oo and a,b > —1. Assume that there are real
numbers a, B and 7y such that

b+l a+tl
y= a+5+1+< e )
q p

Then the condition
—qa<b+1<q(y—a)
s equivalent to
—p(y—B—-1)<a+1<p(B+1).

4.2. Sufficiency for boundedness of H, g . We start with the case p > 1.
We have the following lemma.
LEMMA 4.4. Let 1<p<qg<oo, a,(3,7ER; and a,b> —1. Assume that
a+1 b+1
+ e

y=a+f+1-

and that
—p(y—B—-1)<a+1<p(B+1).
Then the operator Hy g is bounded from LP((0,00)) to L{((0,00)).

Proof. We first observe that as y=a+ 8+ 1 — “T'fl + biql, the condition
—ply—B—1)<a+1<p(B+1) is equivalent to —ag<b-+1<q(y—a). Let

us put w=a+ B —~ —a and observe that

1 b+1
waJrﬂ’ya(a;rl ++> <0.

q
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Now, we observe that a +1 < p(8+ 1) is equivalent to (f —a) + “;1 >0. As
w < 0, we obtain (8 — a)w + %1w < 0, which is the same as

p/
5jam+1y-ﬁiﬁw+1y+“fl

w<0

or

(41) a+1 B—a B—a

We also have that —ag<b+1or —a < % is equivalent to —aw — Hle >0
or

/ p/

a+1 b+1 b+1
« +« — w

- >0
p q q
which is the same as
b+1 b+1 1
(4.2) i w—a i <O¢a—t .
q q b
From (4.1) and (4.2), we see that we can find two numbers r and s such that
a+ B—a B—a
(4.3) p w— o (a+1)<ws+(B—a)(r—s)< (b+1)
and
b+1 b+1 1
(4.4) Lw—ai<wr+a(s—r)<a&+/ .
q q p
(4.3) is equivalent to the inequality
— b+1 1 — 1
(4.5) _fza —L+7’—s <s<a+ —i—ﬂ g I +s—r
w q Y w Y
while (4.4) is equivalent to
1 b+1 b+1
(4.6) g[a—i; +rs]<r< i Jrg{ a Jrrs].
wl p q w
Let +1
;= - ' +s—r
w
It is easy to see that
r—s— bl
1—t= 4
w
Hence (4.5) becomes
a+1
(4.7) —-B-a)(1-t)<s< o +(B—a)t

and (4.6) becomes

b1
(4.8) ﬂn<r<4%—+auf@.
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As v >0, we can even choose r and s in (4.7) and (4.8) so that 0 <r—s < bH
Note that this choice clearly gives us that 0 <t < 1.

Next, we observe that the operator H, g can be represented as

flz / Kz “dy. where K(z.y) = 2%

a y W ) = T N4

By W)Y dy Y= eryn

Let us define hy(z) =27° and ho(y) =y~ 7. Applying Okikiolu’s test to Hy g,

we obtain
/ K (z,y)"" b (y)y" dy
0

:/oo xatp/y(ﬁ—a)tp/y—sp/+a
0 (x+y)?

dy
—sp'+(B—a)tp’+a
(e

We observe that the right inequality in (4.7) provides a + 1 + (8 — a)tp’ —
sp’ > 0. From the definition of w,¢ and the first inequality in (4.8), we have
that

typ' +sp —(B—a)tp) —a—1=(y—B+a)tp’ +sp —a—1
1 b+1
:<a+a—|: +L>tp’+sp’—a—1
p q

=(a—w)tp +sp’ —a—1

oo
’ ’ ’ /
— potp’ —typ’ —sp'+(B—a)tp’ +a+1 / Y dy.
0

=atp —wtp' +sp’ —a—1
a+1

= atp’ + ——I—r—s p+sp—a—1
P’

=atp’ +rp’
> 0.
It follows that

/ K(z,y)"y= "'y dy = B(—sp' + (B —a)tp + a+1,atp’ +rp))a~""
0
=B(—sp'+ (B—a)tp’ +a+1,atp’ + rp’)hg,(x).
In the same way, we obtain
/ [K(m,y)](l_t)qhg(m)xbdx
0

B o p-tagy(f-a)(1-t)qz—rqyb
- 0 (I+y)7(17t)q

dx

_ (8= (=00 (1-Da-rata(i-0a+b+1 / o0 gmrate(i=hath

s (Lt x2)(-0q dz
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From the second inequality in (4.8), we get —rg+ a(l —t)g+b+1> 0. From
the definition of w and 1 — ¢, and the first inequality in (4.7), we obtain
Y(1=t)g+rg—a(l—t)g—b—1
=(y—a)l—-t)g+rq—>b—1
a+1 b+1
=<ﬁ—|—1— —|——)(1—t)q—|—rq—b—1

p

1 b+1
:(ﬁ—a—i-a; —I—%)(l—t)q—i—rq—b—l

=pB-a—-w)(l-t)g+rq—b-1
f—a)l-t)g—w(l—t)g+rg—b—1

-
:(ﬁ—a)(l—t)fﬁ-(HTl—r—i—s)q—i-rq—b—l
=(B—-a)(1-1t)g+sq

> 0.
Hence
/ [K(x,y)](l_t)qhg(x)xbdx
0
=B(-rq+a(l —t)g+b+1,(8—a)(l —t)g+ sq)y >
=B(-rqg+a(l—t)g+b+1,(8—a)(1—t)g+ sq)hi(y)
and the proof is complete. O

We next consider the limit case p = 1.

LEMMA 4.5. Let 1 <g< o0, a, 8,7 €R; and a,b> —1. Assume that
y=a+f-a+t bxl
q
and that
b+1—y<a+1<p+1.
Then the operator Hy g is bounded from LL((0,00)) to L{((0,00)).

Proof. Assume that 7:a+ﬂ—a—|—b+71 and f+1—-v<a+1<p+1.
Then the second inequality is equivalent to

—ag<b+1<q(y—a).

. o . b+1 _s—r . o .
In this case, w=a+—v—a= —=- <0 and t = *=". The inequalities (4.7)
and (4.8) reduce to

(4.9) —(B-a)1—t)<s<(B—a)
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and
b+ 1
(4.10) Cat<r< a1,
q

respectively.
We first check the first condition in Lemma 3.4, that is there exists a
constant C7 > 0 such that

sup hy(y)K(z,y)' <Ciha(z) for almost every x € R
O<y<oo

or equivalently,
B—a .o\
sup y_s(iy ’ ) " <Oy
O0<y<oo (-T + y)'y

for almost every x € R. This is the case since the power in the denominator
is equal to the sum of the exponents in the numerator. Indeed, we have

yt=(a+B—a—w)t=at+ (8 —a)t —wt
=at+(B—a)t+r—s.

That the second condition in Lemma 3.4 is satisfied follows as in the proof of
the previous lemma with the help of inequalities (4.9) and (4.10). O

4.3. Proof of Theorem 2.1 and the endpoint cases. The proof of
Theorem 2.1 follows easily from Lemma 4.2 and Lemma 4.4 in the case p > 1.
For 1 =p < ¢ < o0, the proof follows from Lemma 4.1, Lemma 4.5 and the
observation made in Lemma 4.3.

We prove here Theorem 2.2 and Theorem 2.4.

Proof of Theorem 2.2. Let us start by the sufficiency. Assume that the
parameters satisfy the conditions of the theorem. Let f € L2. Then using the
Holder’s inequality and Lemma 3.1, we obtain

|Hapq f ()] = ff‘“/o %yﬁdy

o0 yp/(ﬂfa) d p
< [e3 a
<N fllp.a (/O [CEATEL, y)

1
o7

= [B((8—a) +a+L5a)] 7|l

Hence,
1
[Hapofllre < [B(p'(B—a)+a+1pa)]”]|flp.a
Conversely, assume that the operator H, g, is bounded from L? to L>°. Then
its adjoint H} 5 is bounded from L' to L?". One easily check that in this
case,
(z)

(oo}
* _ B—a @ der.
aﬁﬁ,“/f(y) Y A (l‘——|— y)’yl' x
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Let R >0 and define fr(x):= f(Rx). Then it is easy to see that if f €
L'((0,00)) then fr € L'((0,00)) and || fr|lz1 = R7||f||z:- As in the proof of
Lemma 4.1, we obtain

Hy o fr(x) =R 0] o f(Ra).

So
_Rp('y a—B+a—1)—a— 1”

H BwfR o8y
Now, that for any f € Ll((O,oo)), 1H 5. Rllp 0 < CHfRHLl is equivalent to

RO S H 5 fllyra < R f L

which is the same as

RV a—pB+a—1— “+1+1H

<O fllzr

pa =
for any f € L'((0,00)). This is only possible if v —a — 8+ a — a“ =0. That
isy=a+pf+1- 4

Let us take again f(y) = x[1,2)(y) as test function and proceed as in the
proof of Lemma 4.2. We obtain that —p'(8 —a) <a+1<p'(y — B+ a).
Combining with the equality v = a+5+1— “—H ,weobtaina+1<p'ata+1,
and hence that o > 0. Note that under the equahty y=a+p0+1-— “;1 the
inequality —p'(8 —a) <a+1<p'(y — B+ a) is equivalent to

a, By

—pa<a+1l<p(B+1).

The proof is complete. U
Let us now prove Theorem 2.3.

Proof of Theorem 2.3. The sufficient part is obvious. Let us suppose that
H, g~ is bounded from L'((0,00)) to L>((0,00)) or equivalently, that there
exists a constant C' > 0 such that for any f € L'((0,00)),

(4.11) sup |Hopr f(@)] <Ol fl1-
0<z

That v =« + 8 follows as in the proof of Lemma 4.1. To see that o >0, we
take f(y) = x[1,21(y) and observe that

AV z®
H, —go | LY By~ .
R e e
Taking this into (4.11), we obtain that

T
sup %< sup ——— < ©

~

0<z<1 o<z<1 (L4 x)7

and this clearly implies that a > 0.
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To see that 3> 0, observe that the boundedness of H, g~ from L*((0,00))
to L°°((0,00)) implies the boundedness of its adjoint H;, 5 from L((0,00))
to L*>((0,00)) and that

o f(@)=2" /0 (le(iyy)wy“ dy.

Following exactly the same steps as in the proof of the inequality oo > 0 above,
we obtain that 8 > 0. The proof is complete. ]

Proof of Theorem 2.4. Following Lemma 3.6, we only have to find neces-
sary and sufficient conditions on the parameters so that

o0 a,,B
sup / S - dy < oo.
0<z<o0 JO (:L’ + y)’y

Following Lemma 3.1, this is the case if and only if 5+1>0, v —8—-1>0
and a+ 8+ 1—~v=0. This is equivalent to y=a+ 8+ 1, a>0and 5> —1.
Moreover, following Lemma 3.6, we have

| Hops | Ty
H Le—Loe = Sup / —
@By - 0<z<oo JO (x—&-y)V 4

=B(B+1,a).
The proof is complete. O

The proof of Theorem 2.5 is obtained the same way using Lemma 3.5.

4.4. Sharp norm for generalized Hilbert operator. Let us start by
proving the following estimate.

LEMMA 4.6. Let 1 <p < oo, and let o, and v be real numbers such that
y=a+B+1>0. Leta>—1 and let 0 < <p(B+1) —(a+1). Then

a 3
B— +;+ 1 1

/oo ato— et1ite </1 Y d )d < «
T P - €T .
\ o @ryy Y TR g gy e

Proof. We easily obtain

1 p—atlte

1:= /C>O oo </ udy) dx
1 o (z+y)
> o atlte 1 a
< / Pt Y= 0 (/ yﬁf S dy) dax
1 0

O o atlte 1 atite
:/ 2P dx/ YT dy
1 0

1 1

X .
6 + a+p1,+f —a B + 1 _ a+;+f ‘:l
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We next prove the following.

THEOREM 4.7. Let 1 <p < oo and a > —1. Assume that —pa <a+1<
p(B+1) and y=a+ B+ 1. Then

a+1 a+1
wuﬁﬁhgﬂg:B(ﬁ+1— s )

p
Proof. In the proof of Lemma 4.4, if we let b =a and ¢ = p, and choose
s=r= ’;J;,l, then w=—(a+1), t= % and 1 —t= %, and we obtain

a+1 a+1
1 Ha,p 2212 §B<5+1— y o+ )
p p
To prove that B(8+ 1 — “P%l, o+ %) is sharp, we proceed by contradiction.

Assume that B(8+1— “%1, o+ “T'fl) is not sharp, that is, there exists a real
K with

1 1
O<K<B<,B+1—a+ @t >

ya+
p
such that for any f € L2((0,00)),

[Heapr f iz < K| fll g
or equivalently, for any f € L?((0,00)) and g € L2'((0,0)),

(1.12) Kl flugllolly = [ 90)Hap f(@)a" da.
0
Let 0<&<p(B+1)— (a+1) and define
0 if0<z<l,
f@)= {x”fﬁ ifr>1
and

() 0 fo<x<1,
T)= a
g T e ifx>1.

Then

—_

1
Iflce =5 and fglly =
£r r
Substituting these into (4.12) and using Lemma 4.6, we obtain

at1+4g

oo w oo , B— m
E 2/ xa+a—4+p1,+f </ y—dy> d
§ 1 1 (@+y)

oo , f—atLE

/1 o (z+y)

a+1+¢
P

o0 a+1 1 B_
,\/ xa+a—7+p+€ (/ yi dy> dz
1 o (z+y)7
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a+1+ a+1+
—B(5+1—§,7—B—1+5)
% / xa+a—%_—y+5+1_a+;+§ d
1

p—atite

o ([
o (z+y)7

|
)\8
8

1 1 1
2EB<ﬁ+1—a+ AR +§>
n 1 y 1
_ B atl+g _ atli4g”
a—f— SE T gy el
So
K2B<B+1—a+1+§,a+a+l+§>
b
. ¢
<a—ﬁ—L%“><ﬁ+1—M>'
Thus letting £ — 0, we obtain K > B(f+ 1 — a+‘1+1) Hence, a con-
tradiction. (]

5. Boundedness of a family of positive Bergman-type operators

We recall that the integral operator T is given by

T+f(x+iy):y/ %5dudv where w =u + v,z = x + 1y.

5.1. Sufficiency for boundedness of T(;Lﬁ - Let us start by the following
lemma.

LEMMA 5.1. Suppose that a,b> —1,1<p<ooc and1<q<r <oo. Assume
that v > 0. Then the operator T is bounded from LE4(RZ%) to LY (R%) if
the operator Hy g is bounded from L2((0,00)) to L} ((0,00)).

Proof. For simplicity, we shall write f(x 4+ iy) := fy(x). Then
TH fx+iy) = (T7f), ()

() B
/ ( |x—u +z y+v)|1+7du vP dv.

The idea is to prove that for any f € L?9(R2), and any 0 <y < oo,

H (T+f)yHLp(dz) < CVHOéﬁﬁ(HfUHL”)(y)-
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Let K(z) =1. Then
s /OO (/R|K[(x_u)+i(y+v)]|1+7fv(U)du>v5dv
OO </R|Ky+v<f — )" fuw) du) o du

B
o

Y

|Ky+v|1+7 * fv)(;v)vﬁ dw.

Now, using Minkowski’s inequality, Young’s inequality and Lemma 3.2, we

obtain
N
dm)
N
( Tl )@ a0 o)

y(/</ ’(Kyﬂ'lﬂ*fv)(x)‘vﬁdv)pdx>;
: /OOO </]R| (Ko7 5 fw)(x)}”da:) %vﬁ dv

:ya/o H|Ky+v|1+7*fv||1;p”ﬁd”
<o [l
o [0
e [T Mol
=Cyy /0 (y+v)7v dv
:CvHaﬁﬁ(||fv||LP)(y)~

That is [[(T" f)yllr(ae) < CyHagy(Ifollr)(y) as we wanted. Thus the
boundedness of H, g, from L2((0,00)) to L} ((0,00)) implies the boundedness
of Tt from L24(R2) to L}""(R2). The proof is complete. O

IKy+v\1+”*f ) () dv

IN

14 0), o = ([

IN

It follows from the above lemma, Theorem 2.1 and Theorem 2.2 that the
following hold.

LEMMA 5.2. Suppose that a,b>—1,1<p<oo and 1 <qg<r <oo. Assume
that o, B and ~y are real numbers satisfying the conditions in Theorem 2.7,
Theorem 2.8, Theorem 2.9, Theorem 2.10, Theorem 2.11 or Theorem 2.12.
Then the operator T is bounded from LE4(R?%) to L} (R?).
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5.2. Necessity for boundedness of T;rﬁﬁ. We start by the following
lemma.

LEMMA 53. Let 1<p<oo, 1<qg<r<oo and a,b>—1. Assume that
T, is bounded from LE4(R2) to LV"(R2). Then the parameters satisfy

By
a+1 b+1
+ —

y=a+p+1- and —q(y—B—-1)<a+1<gq(B+1).

Proof. Let R >0 and set fr(z) := f(Rz). Then it is easily seen that if
f € LP4(R2), then fr € LP?(R%) and
|frllze =R™F 75 fllzpe.
One easily checks that
(T* fr)(2) = R 7T* f(Rz)
and thus

+ _ prfa-1-L-tEly gy
|17 frl ypr = BT Tl g
Now that T is bounded implies that there exists a constant C' > 0 such that
for any f e LP"(R%),

HT+fRHL§w <O frllLp-
Therefore,

1_ b+1

py-B-a-1-1

1
|l

T fl g <O
or equivalently,

py-f-a-1-t

b+1 a+1 ’

T f]| pr < ClIF g

As this holds for any f € LE%(R%) and any R > 0, we necessarily have that

b+1 a+1

y—f-a—-1———+ =0.
r q

That is fy:ﬂ+a+1+b+71fa7+1.
To check the other condition, let us set

fy(x) =X[-1, i](x)X[m] ()
So:g% nd 0 <y <1, it is easy to check that

i du
> v
Lo o 20

1
i
It follows that for f% <z<

%and()<y§17

2 i v dudv y*
(), =y [ [ G E R T

LS @ —w? ot (y ) T ()
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Hence, as T is bounded from L29(R%) to L}""(R%),

1, p1 z )
/ </ AT f (@ +iy)|”dm) y*dy < [T < Cllfllgpa < oo
0 —1
This implies that

1 yr(x b
[ g r<es
1 vty < 1 yre ,
/0 Yy dyN/O my dy,

1
/ yroc-‘rb dy < 00
0

and this is possible only if ra+b+ 1> 0, that is —ra < b+ 1. Using that
y=04+a+1+ b+71 — “TH, we obtain that the latter is equivalent to —q X
(y—pB8—1)<a-+1. This gives us the left inequality in the second condition.
To prove the right inequality, we observe that the boundedness of T from
LP(R%) to L (R%) is equivalent to the boundedness of its adjoint (77F)*

from Li’/’r,(Rﬁ_) to L2+ (R%). One easily checks that

and as

we should have

. . _ +iy)
T+ = a/ g b gy,
(T*) g(u+iv)=v ” @ —u)+ily + o) ” Yy

As above, we take

and obtain for —igugi and 0 <wv <1,
vb—a

(T+)*gv(u) 2 (R

and so following the lines of the proof for the necessity of the left inequality,
we are led to

1
/ vl B=a)ta gy < 50
0

and this holds only if ¢'(8 —a)+a+1> 0 or equivalently, a+1 < g(f+1). O

We next prove the following.

LEMMA 5.4. Let 1 <p,q<oo and a > —1. Assume that T , _ is bounded

@B,y
from LE4(R2) to LP>°(R%). Then the parameters satisfy

1
7:a+5+1_a; , a>0anda+1<q(B+1).
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Proof. We write again fr(z) = f(Rz). Following the lines of the proof of
the previous lemma, we obtain
RS

||T+fRHLp,oo = RATeT ||T+fHLp,oo'
Now that 7't is bounded implies that for some constant C > 0,
T fr|l, e <CllfrlLz forall fe Lt (R3).

Therefore
a+1

R T f|| o SCR™5T 77| | o

or equivalently,

RIS |y < Cf g
As this holds for any f € L29(R%) and any R > 0, we necessarily have that
'y—ﬂ—a—lJraT“:O. That is 'y:ﬁ+a+1f‘1qi1.
To obtain that « > 0, we proceed as in the proof of the previous lemma.
We take again f(zx + iy) = X[*ivi](x)x[w] and obtain from the boundedness
of T that there is a constant C' > 0 such that

1/4 1/p
sup (/ ]T+f(:c+iy)‘1’da:) < ||T+fHLp,oo < C|[fllpge < oo
O<y<1 _1/4

Hence,
(e}

oi%%y ~ oiglzl (1+y) =
and this clearly implies that a > 0.
To prove the last inequality, we recall that the boundedness of 7' from
LP4(R2) to LP>°(R2) implies the boundedness of its adjoint (7+)* from L?"!

to LP"7" and we easily check that

" ‘ - +iy)
T+ = a/ g(@ “dy.
(T7) glu+iv) =v R |(x—u)+i(y+v)|1+~/y Y

The last inequality is then obtained following the lines of the last part of the
proof of the lemma just above. The proof is complete. O

LEMMA 5.5. Let 1 < p < oo. Assume that T(j’ﬁ’7 is bounded from LP*(R%)
to LP>°(R2). Then the parameters satisfy

y=a+p8 and «,5>0.
Proof. Note that the boundedness of T+ from LP'(R2) to LP>°(R?) is
+

equivalent to the boundedness of the adjoint operator (77)* from LP-!(IR%)
to LP>°(R%). Here

() statin) = [ o S e o

The whole proof follows the lines of the proof of Lemma 5.3. (]
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We also have the following lemma.

LEMMA 5.6. Let 1 <p < oo. Assume that T(jﬂ , 1s bounded on Lr1(R2).
Then the parameters satisfy

y=a+8+1 and a>-1,8>0.

Proof. Assume that T;BW is bounded on LP'(R?%). Then that v =+
B+ 1 and o > —1 follows as in the first part of the proof of Lemma 5.3.
The boundedness of T;’ 5.~ ON Lr1(R?) is equivalent to the bounded of the
operator

st =” [ e

on Lp/’oo(Ri). This as in the proof of Lemma 5.4 gives that 8> 0. O

Note that in Lemma 5.4 we proved that the condition « > 0 is necessary
while in Theorem 2.8 we are requiring « > 0. Let us prove that in the case
«a =0, this operator cannot be bounded between the spaces considered.

LEMMA 5.7. Let 1 <p,q< oo and a > —1. Then the operator TO—i,_ﬁ,'y s mot
bounded from LP:1(R%) to LP->°(RZ).

Proof. Let us assume that o =0. We know that the boundedness of T
from L2 to LP> implies the boundedness of its adjoint (7)* from LP"! to
Lgl’q' which in this case is given by

(T+)*g(u+iv) :vﬁfa/R (m—ug(—:&f;’(_ywﬁ Y[+

2 |
Following the proof of Theorem 3.3 in [7], we have that the latter implies that
the corresponding Hilbert-type operator Hg_, 0. is bounded from L'((0,00))
to LI ((0,00)). It follows from the necessary condition (2.2) in Theorem 2.1
that we should have

—(y=-0-1)<0+4+1<0+1

which is a contradiction. ]
The following is obtained from the previous lemma and duality.

LEMMA 5.8. Let 1 <p,q<oo and a > —1. Then the operator Tioﬁ is not
bounded from LP*(R%) to LP-9(R2).

The following is obtained as above with the help of the necessity conditions
in Theorem 2.5.

LEMMA 5.9. Let 1 <p <oo. Then the operator T, _ is not bounded on

a0,y
pl (Ri)

Its dual version follows the same way.
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LEMMA 5.10. Let 1 <p < oo. Then the operator TO-ta,'y is not bounded on
LP>(R2).

5.2.1.  Proof of the results on operators TT. The sufficient part in The-
orem 2.7, Theorem 2.8, Theorem 2.9 and Theorem 2.11 follows from
Lemma 5.2. The necessity of the conditions in first theorem follows from
Lemma 5.3. In Theorem 2.8 and Theorem 2.9, the necessity of the given con-
ditions is a consequence of Lemma 5.4, while in Theorem 2.11 it follows from
Lemma 5.6. Theorem 2.12 is just the dual version of Theorem 2.11 and so,
its proof also follows from Lemma 5.1 and Lemma 5.6. Theorem 2.10 follows
from Lemma 5.2, Lemma 5.5 and Theorem 2.3.
Let us prove Theorem 2.13 and Theorem 2.14.

Proof of Theorem 2.13. First, assume that a >0 and § > —1, and ~ =
a+ B+ 1. Then it follows from Lemma 3.2 that for any z =z + iy € Ri, the

integral
I v dud
) "/Ra @—w+igrops

is convergent and
1 B+
I(z)=B 33 B(f+1,a)y™” .
Hence, as v =a + 5+ 1, we obtain

B 1
sup y / - dudv-—B(—,—)B(ﬁ—i—l,a < o0.
T+iyeR? R2. [(z —u) +i(y +v)[+7 2°2 )

Conversely, let us suppose that

B
v
sup yo‘/ - dudv < oo.
z-‘riyeRi Ri |((E - U‘) + Z(y + U)|1+’Y

Then in particular, we have

v? dudv < 0o
< R
/Rz+l—u+i(1+v>|1+W o

and by Lemma 3.2, this implies that 8> —1 and v > 8 + 1. Therefore, for
any z = + iy € RZ, we have from the same lemma that

1 —v+a
B(i,%>3(5+1,7—ﬁ— 1)y rretitt

B
v
=y dudv
Y / (@ —u)+i(y+ o)™
< o0
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and this is possible only if v = a4+ g+ 1. Consequently, v > 8+ 1 is equivalent
to > 0. The proof is complete. O

We next prove Theorem 2.14.
Proof of Theorem 2.14. Note that the kernel of the operator T+ with re-
spect to the measure v® dudv is K (x+1iy, u+iv) = % Tt follows

from Lemma 3.4 that the boundedness of T on L!(R?%) is equivalent to the
following condition

(5.1) sup K(z +iy,u+iv)y*dezdy < co.
u+ivERi ]Ri

Therefore, we only have to prove that (5.1) is equivalent to y=a + 8+ 1
and —a<a-+1< g+ 1. This is handled as in the proof of Theorem 2.14.
Lemma 3.2 gives us that

||T+||L1HL1 sup K(z+iy,u+iv)y*daedy
@ @ u+iv€]Ri Ri
y(xvﬂ—a u
= sup / - y*dxdy
wtiver? Jrz |(z —u) +i(y +o)[1+7
1
=B —,z B(f—a,a+a+1).
2°2
The proof is complete. O

6. Boundedness of a family of Bergman-type operators
It is proved in [7] that the following holds.

COROLLARY 6.1. The operator Ty g is bounded on L>(R%) if and only
ifa>0,>—-1andvy=a+8+1.

The proof of the dual version of this result follows the same way.

COROLLARY 6.2. Let a > —1. Then the operator T, g~ is bounded on
LY(R2) if and only if y=a+B+1 and —a<a+1<B+1.

Taking a =0 and v =+ 1, we obtain the following application.

COROLLARY 6.3. Let a,8> —1. Then the operator Pg is a bounded pro-
jection from L} (R%) into AL(RZ) if and only if a < S.

We have the following result.

COROLLARY 6.4. Suppose a,b>—1, 1<p<oo, and 1 <qg<r<oo. Then
the operator T =T, g~ is bounded from LE4(R2) to LY (R%) if and only if
(2.5) and (2.6) hold.
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Proof. The sufficiency of the conditions (2.5) and (2.6) follows from The-
orem 2.7. Thus, we only have to check the necessity of these conditions.
Assume that T is bounded from L24(R2) to LY"(R%). That (2.5) holds
follows as at the beginning of the proof of Lemma 5.3. To prove the
other condition, let us fix ( = s+ it € Ri and define the function f by

. —xtiy)tt )
flz+iy) = %X[_E7Z (2)x[1,2)(y)- Then we have for any x +iy € R%,
Tf(x+iy)
(€ —u+iv)tt? v
= @ d d .
L s T T Kb ) s

Taking in particular x + ¢y = ¢, we obtain

Tf(x+iy) = //__ @—u) (y+v)|1+WU 8 dudv.

The remaining of the proof follows the lines of the proof of Lemma 5.3. O

This leads to the following for the Bergman projection.

COROLLARY 6.5. Suppose a,b,8>—1, 1 <p<oo, and 1 <q<r < oo.
Then the operator Pg is bounded from L24(R3) into AY"(RY) if and only if
a+1<q(f+1) and ‘LTH:H—l.

T

Using the same idea as above, we obtain the following.

COROLLARY 6.6. Suppose a > —1, 1 <p< oo and 1 < q<oo. Then the
operator T is bounded from LFY(R%) to LP°°(R%) if and only if (2.7) and
(2.8) hold.

Taking 1 =g < r < 00, we obtain also the following.

COROLLARY 6.7. Let 1 <p,r < oo and let b> —1. Then the operator T 1is
bounded from LP'(R3) into LY (R2) if and only if (2.9) and (2.10) hold.

In particular, we have the following.

COROLLARY 6.8. Let 1 <p,r < oo and let b, > —1. Then the operator Ps
is a bounded projection from LP-*(R%) into AY"(R%) if and only if >0 and
r=b-+1.

In the limit case ¢ =1 and r = oo, we have the following.

COROLLARY 6.9. Let 1 <p < oo. Then the operator T is bounded from
LPY(R?) into LP°°(R%) if and only if (2.11) and (2.12) hold.

We also obtain the following.

COROLLARY 6.10. Let 1 < p < oco. Then the operator T 1is bounded on
LPY(R?) if and only if (2.13) and (2.14) hold.
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Consequently, taking again « =0 and v = + 1, we obtain the following.

COROLLARY 6.11. Let 1 <p < oo, and 3> —1. Then the operator Ps is a

bounded projection from LP'(R%) into AP*(R2) if and only if B> 0.

The dual version of Corollary 6.10 is the following.

COROLLARY 6.12. Let 1 <p < oo. Then the operator T is bounded on

LP>°(R2) if and only if (2.15) and (2.16) hold.
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