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#### Abstract

This paper completely characterizes the commuting problem of two small Hankel operators acting on the harmonic Bergman space with the symbols one being bounded and another being quasihomogeneous, or both being harmonic. The characterizations for semi-commuting problem and the product of two small Hankel operators being another small Hankel operator for certain class of symbols are also obtained.


## 1. Introduction

Let $\mathbb{D}$ be the open unit disk of the complex plane $\mathbb{C}$. Let $L^{p}=L^{p}(\mathbb{D}, d A)$ be the usual Lebesgue space on $\mathbb{D}$, where $1 \leq p \leq \infty$ and $d A$ is the normalized area measure. Let $b^{2}$ denote the harmonic Bergman space on $\mathbb{D}$ consisting of harmonic functions in $L^{2}$. It is well known that $b^{2}$ is a closed subspace of $L^{2}$, and hence is a Hilbert space by itself with respect to the inner product

$$
\langle\varphi, \psi\rangle=\int_{\mathbb{D}} \phi \bar{\psi} d A
$$

for functions $\varphi, \psi \in L^{2}$. Each point evaluation is easily verified to be a bounded linear functional on $b^{2}$. Hence, for each $z \in \mathbb{D}$, there exists a unique reproducing kernel $R_{z} \in b^{2}$ such that for every $\varphi \in L^{2}, Q \varphi(z)=\left\langle\varphi, R_{z}\right\rangle, z \in \mathbb{D}$, where $Q$ is the orthogonal projection from $L^{2}$ onto $b^{2}$.

As is well known, a function $u$ in $\mathbb{D}$ is harmonic if and only if it admits a decomposition $u=f+\bar{g}$ where $f, g$ are holomorphic on $\mathbb{D}$. Furthermore, if $u$ is in $L^{2}$, then both $f$ and $g$ are in $L_{a}^{2}$. Here, $L_{a}^{2}$ denotes the well known

[^0]holomorphic Bergman space consisting of all holomorphic functions in $L^{2}$. As a result of this observation, we see that
$$
b^{2}=z L_{a}^{2} \oplus \overline{L_{a}^{2}} .
$$

In particular, there is a simple relation between $R_{z}$ and the well known Bergman reproducing kernel $K_{z}$,

$$
R_{z}=K_{z}+\overline{K_{z}}-1, \quad z \in \mathbb{D}
$$

where $K_{z}(w)=\frac{1}{(1-w \bar{z})^{2}}$. Thus, $Q: L^{2} \rightarrow b^{2}$ admits the integral representation

$$
Q \varphi(z)=\int_{\mathbb{D}}\left[\frac{1}{(1-w \bar{z})^{2}}+\frac{1}{(1-z \bar{w})^{2}}-1\right] \varphi(w) d A(w)
$$

for $\varphi \in L^{2}$. Recall that the Bergman projection $P$, the orthogonal projection from $L^{2}$ onto $L_{a}^{2}$, has the following integral formula

$$
P \varphi(z)=\int_{\mathbb{D}} \frac{\varphi(w)}{(1-z \bar{w})^{2}} d A(w), \quad z \in \mathbb{D}
$$

for $\varphi \in L^{2}$. Hence, the projection $Q$ can be rewritten as

$$
\begin{equation*}
Q \varphi=P(\varphi)+\overline{P(\bar{\varphi})}-P(\varphi)(0), \quad \varphi \in L^{2} \tag{1}
\end{equation*}
$$

Let $U: L^{2} \rightarrow L^{2}$ be the operator $U f(z)=f(\bar{z})$, then $U$ is unitary and $U Q=Q U$. Given a function $\phi \in L^{2}$, the Toeplitz operator $T_{\phi}: b^{2} \rightarrow b^{2}$ and small Hankel operator $H_{\phi}: b^{2} \rightarrow b^{2}$ with symbol $\phi$ are densely defined by

$$
T_{\phi} u=Q(\phi u), \quad H_{\phi} u=Q U(\phi u)
$$

for functions $u \in b^{2}$. Clearly, $T_{\phi}$ and $H_{\phi}$ are both bounded linear operator on $b^{2}$ when $\phi \in L^{\infty}$. From the equality $U Q=Q U$, one can easily get the following relation between Toeplitz operator and small Hankel operator

$$
\begin{equation*}
H_{\phi}=U T_{\phi}=T_{U \phi} U \tag{2}
\end{equation*}
$$

For $\phi \in L^{2}$, the Toeplitz operator $\widetilde{T}_{\phi}$ and small Hankel operator $\widetilde{H}_{\phi}$ on the Bergman space $L_{a}^{2}$ are densely defined by

$$
\widetilde{T}_{\phi}(F)=P(\varphi F), \quad \widetilde{H}_{\phi} F=P U(\phi F), \quad F \in L_{a}^{2}
$$

It is easy to see $P T_{\phi} P=\widetilde{T}_{\phi}$ and $P H_{\phi} P=\widetilde{H}_{\phi}$. Note $\widetilde{T}_{\phi}=0$ only if $\phi=0$. Combining these facts with formula (2), we have

$$
\begin{equation*}
H_{\phi}=0 \quad \Longleftrightarrow \quad T_{\phi}=0 \quad \Longleftrightarrow \quad \phi=0 \tag{3}
\end{equation*}
$$

Let $\phi^{*}(z)=\overline{\phi(\bar{z})}$, then $\phi^{*}=\overline{U \phi}=U \bar{\phi}$. It is easy to check $H_{\phi}^{*}=H_{\phi^{*}}$ and $\widetilde{H}_{\phi}^{*}=\widetilde{H}_{\phi^{*}}$. So $H_{\phi}$ is self-adjoint if and only if $\phi^{*}=\phi$.

The algebraic properties, such as commutativity or product of two operators, are important topics in operator theory. In [3], Brown and Halmos completely characterized the algebraic properties of Toeplitz operators on the
classical Hardy space $H^{2}$. From then on, many related works on Toeplitz operators or (small) Hankel operators emerged (see [21], [13], for example).

For the case on the Bergman space of the unit disk, the algebraic properties are more subtle than that on the Hardy space. [1] and [2] obtained the BrownHalmos type theorems for Toeplitz operators with harmonic symbols. Many subsequent works studied these problems for special symbol classes, such as harmonic symbols, radial symbols or quasihomogeneous symbols, see [6], [17], [19], [20] for example. For boundedness, compactness, commutativity and product of small Hankel operators on the Bergman space, one is referred to [15], [23].

On the harmonic Bergman space, [14] has studied the algebra of Toeplitz operators and small Hankel operators. Some studies focusing on the algebraic properties of Toepltz operators with harmonic symbols [5], [7] or quasihomogeneous symbols [8], [9], [10], [18] showed that the results obtained are also quite different from the case on the Hardy or Bergman space.

Motivated by these works, in this paper we first study the algebraic properties of two small Hankel operators on the harmonic Bergman space. Unlike the Toeplitz operators case in which many algebraic properties are still unknown even for harmonic symbols or quasihomogeneous symbols, we obtain complete characterizations of commuting problem and the product problem for certain quasihomogeneous or harmonic symbols. Moreover, our results can apply to answer some algebraic properties of Toeplitz operators on the harmonic Bergman space.

In order to introduce our main results, we need the notation for quasihomogeneous functions. Let $\mathfrak{R}$ be the space of radial functions in $L^{2}$. By using the fact that the trigonometric polynomials are dense in $L^{2}$ and that for $k_{1} \neq k_{2}$, $e^{i k_{1} \theta} \mathfrak{R}$ is orthogonal to $e^{i k_{2} \theta} \mathfrak{R}$, one sees that

$$
L^{2}=\bigoplus_{k \in \mathbb{Z}} e^{i k \theta} \mathfrak{R} .
$$

Thus, each function $f \in L^{2}$ can be written as (see [4]):

$$
\begin{equation*}
\psi\left(r e^{i \theta}\right)=\sum_{k \in \mathbb{Z}} e^{i k \theta} \psi_{k}(r), \quad \psi_{k} \in \Re \tag{4}
\end{equation*}
$$

Moreover, if $\psi \in L^{\infty}$, then each $\psi_{k}$ is also bounded on $\mathbb{D}$ since for each $r \in$ $[0,1)$,

$$
\left|\psi_{k}(r)\right|=\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} \psi\left(r e^{i \theta}\right) e^{-i k \theta} d \theta\right| \leq \sup _{z \in \mathbb{D}}|\psi(z)|, \quad k \in \mathbb{Z}
$$

We call every function in $e^{i k \theta} \Re$ to be quasihomonegeous function of degree $k$.
For the commutativity of two small Hankel operators, we first note that there is an obvious case. In fact, by (2) and (3), we have

$$
\begin{equation*}
H_{1} H_{\phi}=H_{\phi} H_{1} \quad \Longleftrightarrow T_{\phi}=T_{U \phi} \quad \Longleftrightarrow \quad \phi=U \phi, \tag{5}
\end{equation*}
$$

then $H_{1} H_{\phi}=H_{U \phi} H_{1}$, and hence

$$
\begin{equation*}
H_{1} H_{\phi+U \phi}=H_{\phi+U \phi} H_{1} . \tag{6}
\end{equation*}
$$

The above case will be included in our characterization of commuting problem for two small Hankel operators.

Now we state our main results of this paper.
Theorem 1. Let $p \in \mathbb{Z}, \varphi \in L^{\infty}$ be radial and $\psi \in L^{\infty}$. Then $H_{e^{i p \theta} \varphi} H_{\psi}=$ $H_{\psi} H_{e^{i p \theta}}$ if and only if one of the followings holds:
(a) $\varphi=0$;
(b) $\psi$ is a quasihomonegeous function of degree $p$;
(c) $p=0, \varphi$ is nonzero constant and $U \psi=\psi$.

Note that $U \psi=\psi$ if and only if $\psi=\phi+U \phi$ with $\phi=\sum_{k=0}^{\infty} e^{i k \theta} \phi_{k}(r)$, where each $\phi_{k}$ is a radial function. In particular, if $\psi$ is harmonic, then $U \psi=\psi$ if and only if $\psi=\phi+U \phi$, where $\phi$ is an analytic function.

Theorem 2. Let $u, v \in L^{\infty} \cap b^{2}$, then $H_{u} H_{v}=H_{v} H_{u}$ if and only if one of the followings holds:
(a) $\alpha u+\beta v=0$ for some $\alpha, \beta \in \mathbb{C}$ and $|\alpha|+|\beta| \neq 0$;
(b) $u=\alpha(\varphi+U \varphi)+\lambda_{1}, v=\beta(\varphi+U \varphi)+\lambda_{2}$, where $\alpha, \beta, \lambda_{1}, \lambda_{2} \in \mathbb{C}$ and $\varphi$ is an analytic function.

We would like to point out that the above main results can be applied to answer when the difference of product of Toeplitz operators $T_{\varphi} T_{\psi}-T_{U \psi} T_{U \varphi}$ is zero for one symbol being bounded and another being quasihomonegeous, or both being harmonic, since by (2), we have

$$
U\left(T_{\varphi} T_{\psi}-T_{U \psi} T_{U \varphi}\right) U=H_{\varphi} H_{U \psi}-H_{U \psi} H_{\varphi}
$$

ThEOREM 3. Let $p \in \mathbb{Z}, \varphi \in L^{\infty}$ be radial and $\psi, \phi \in L^{\infty}$. Then the following statements are equivalent:
(a) $H_{e^{i p \theta}} H_{\psi}=H_{\phi}$;
(b) $H_{\psi} H_{e^{i p \theta} \varphi}=H_{\phi}$;
(c) $\varphi=\phi=0$ or $\psi=\phi=0$.

Theorem 4. Let $u, v, \phi \in L^{\infty} \cap b^{2}$. Then the following statements are equivalent:
(a) $H_{u} H_{v}=H_{\phi}$;
(b) $H_{v} H_{u}=H_{\phi}$;
(c) $u=\phi=0$ or $v=\phi=0$.

Also, by (2) the above two results can be applied to answer when $H_{\varphi} T_{\psi}=$ $T_{\phi}$ or $T_{\psi} H_{\varphi}=T_{\phi}$ for $\varphi, \psi$ and $\phi$ in certain symbol classes.

In the next two sections, we will prove Theorems 1 and 2 respectively, and in the last section, we will prove Theorems 3 and 4. Many corollaries including semi-commuting problem and zero product problem will also be included in corresponding sections.

## 2. Commutativity of two small Hankel operators with quasihomonegeous symbols

In this section, we are going to prove Theorem 1. We first give the following preparations.

For $\varphi \in L^{1}([0,1), r d r)$, the Mellin transform $\widehat{\varphi}$ is defined by the equation

$$
\widehat{\varphi}(z)=\int_{0}^{1} \varphi(r) r^{z-1} d r
$$

It is clear that $\widehat{\varphi}$ is analytic in the right half plane $\{z: \operatorname{Re} z>2\}$. It is important and helpful to know that the Mellin transform is uniquely determined by its value on an arithmetic sequence of integers. In fact, we have the following classical theorem (see [22], p. 102).

Lemma 5. Suppose that $\varphi$ is a bounded analytic function on $\{z: \operatorname{Re} z>0\}$. If $\varphi$ vanishes at the pairwise distinct points $\left\{z_{k}: k=1,2, \ldots\right\}$, where $\inf \left\{\left|z_{k}\right|\right\}>0$ and $\sum_{k=1}^{\infty} \operatorname{Re}\left(\frac{1}{z_{k}}\right)=\infty$, then $\varphi=0$.

REmark 6. As a simple application of the above lemma, we have the following fact which we will use frequently to prove our main results: for $\varphi \in$ $L^{1}([0,1), r d r)$, if there exists a sequence $\left\{n_{k}\right\}_{k \geq 0} \subset \mathbb{N}$ such that $\sum_{k \geq 0} \frac{1}{n_{k}}=\infty$ and $\widehat{\varphi}\left(n_{k}\right)=0$, then $\varphi=0$.

When considering the product of two small Hankel operators, we also use a well known fact about the Mellin convolution of their symbols. If $\varphi, \psi \in$ $L^{1}([0,1), r d r)$, their Mellin convolution is defined by

$$
\varphi * \psi(r)=\int_{r}^{1} \varphi\left(\frac{r}{t}\right) \psi(t) \frac{d t}{t}, \quad r \in[0,1)
$$

It is easy to verify that

$$
\begin{equation*}
\widehat{\varphi * \psi}(s)=\widehat{\varphi}(s) \widehat{\psi}(s), \tag{7}
\end{equation*}
$$

and that if $\varphi$ and $\psi$ are both in $L^{1}([0,1), r d r)$, so is $\varphi * \psi$.
The following lemma comes from [10, Lemma 2.1].
Lemma 7. Let $p \in \mathbb{Z}$ and $\varphi$ be a bounded radial function. Then for each $k \in \mathbb{N}$,

$$
\begin{aligned}
& T_{e^{i p \theta} \varphi}\left(z^{k}\right)= \begin{cases}2(k+p+1) \hat{\varphi}(2 k+p+2) z^{k+p}, & k+p \geq 0 \\
2(-k-p+1) \hat{\varphi}(-p+2) \bar{z}^{-k-p}, & k+p<0\end{cases} \\
& T_{e^{i p \theta} \varphi}\left(\bar{z}^{k}\right)= \begin{cases}2(k-p+1) \hat{\varphi}(2 k-p+2) \bar{z}^{k-p}, & k-p>0 \\
2(p-k+1) \hat{\varphi}(p+2) z^{p-k}, & k-p \leq 0\end{cases}
\end{aligned}
$$

By (2) and the above lemma, we have the following result which will be used frequently in this and the last sections.

Lemma 8. Let $p \in \mathbb{Z}$ and $\varphi$ be a bounded radial function. Then for each $k \in \mathbb{N}$,

$$
\begin{aligned}
& H_{e^{i p \theta} \varphi}\left(z^{k}\right)= \begin{cases}2(k+p+1) \hat{\varphi}(2 k+p+2) \bar{z}^{k+p}, & k+p>0 \\
2(-k-p+1) \hat{\varphi}(-p+2) z^{-k-p}, & k+p \leq 0\end{cases} \\
& H_{e^{i p \theta} \varphi}\left(\bar{z}^{k}\right)= \begin{cases}2(k-p+1) \hat{\varphi}(2 k-p+2) z^{k-p}, & k-p \geq 0 \\
2(p-k+1) \hat{\varphi}(p+2) \bar{z}^{p-k}, & k-p<0\end{cases}
\end{aligned}
$$

REmARK 9. Let $p, k \in \mathbb{Z}$ and $\varphi$ be radial. In view of the above two lemmas, we see that there are two constants $\lambda, \mu$, independent on $z=r e^{i \theta}$, such that

$$
T_{e^{i p \theta} \varphi}\left(r^{|k|} e^{i k \theta}\right)=\lambda r^{|p+k|} e^{i(p+k) \theta}, \quad H_{e^{i p \theta} \varphi}\left(r^{|k|} e^{i k \theta}\right)=\mu r^{|p+k|} e^{-i(p+k) \theta}
$$

Now we first investigate commutativity of two small Hankel operators with quasihomogeneous symbols.

Proposition 10. Let $p, q \in \mathbb{Z}$ and $\varphi, \psi$ be bounded and radial. Then $H_{e^{i p \theta} \varphi}$ commutes with $H_{e^{i q \theta} \psi}$ if and only if one of the following cases holds:
(a) $p=q$;
(b) $p \neq q$ but $\varphi=0$ or $\psi=0$.

Proof. Suppose $p \neq q$. By Lemma 8, direct calculation gives that for each integer $k \geq|p|+|q|, H_{e^{i p \theta} \varphi} H_{e^{i q \theta} \psi}\left(z^{k}\right)$ and $H_{e^{i q \theta} \psi} H_{e^{i p \theta} \varphi}\left(z^{k}\right)$ equal to

$$
4(k+q+1)(k+q-p+1) \hat{\psi}(2 k+q+2) \hat{\varphi}(2 k+2 q-p+2) z^{k+q-p}
$$

and

$$
4(k+p+1)(k+p-q+1) \hat{\varphi}(2 k+p+2) \hat{\psi}(2 k+2 p-q+2) z^{k+p-q}
$$

respectively. Since $p \neq q$, we see $k+p-q \neq k+q-p$. Hence, if $H_{e^{i p \theta} \varphi}$ commutes with $H_{e^{i q \theta} \psi}$, from the above two equations we have

$$
\hat{\varphi}(2 k+p+2) \hat{\psi}(2 k+2 p-q+2)=0, \quad k \geq|p|+|q| .
$$

Let $E_{1}=\{k>0: \hat{\varphi}(2 k+p+2)=0\}, E_{2}=\{k>0: \hat{\psi}(2 k+2 p-q+2)=0\}$. Then it is easy to see that $\sum_{k \in E_{1}} \frac{1}{k}=\infty$ or $\sum_{k \in E_{2}} \frac{1}{k}=\infty$, hence by Remark 6 we get $\varphi=0$ or $\psi=0$.

For the case $p=q$, direct computation using Lemma 8 gives that for each integer $k \geq 0$,

$$
\begin{aligned}
& H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi}\left(z^{k}\right)=H_{e^{i p \theta}} H_{e^{i p \theta} \varphi}\left(z^{k}\right), \\
& H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi}\left(\bar{z}^{k}\right)=H_{e^{i p \theta} \psi} H_{e^{i p \theta} \varphi}\left(\bar{z}^{k}\right),
\end{aligned}
$$

hence $H_{e^{i p \theta} \varphi}$ commutes with $H_{e^{i q \theta} \psi}$. We complete the proof.
The above result implies that two small Hankel operators with quasihomogeneous symbols of same degrees always commute, while those with quasihomogeneous of different degrees commute only in the trivial case. In particular,
$H_{e^{i p \theta} \varphi}$ is a normal operator. $H_{e^{i p \theta} \varphi}$ is self-adjoint if and only if $\varphi$ is a realvalued radial function for $H_{e^{i p \theta} \varphi}^{*}=H_{e^{i p \theta} \bar{\varphi}}$. These facts are similar to the commuting small Hankel operators with quasihomogeneous symbols on the Bergman space [15], [20], but different from the commuting Toeplitz operators on the Bergman space [19] or on the harmonic Bergman space [8] with quasihomogeneous symbols.

Proof of Theorem 1. The sufficiency is obvious by (6) and Proposition 10. We turn to show the necessity. Let $\psi(z)=\sum_{k \in \mathbb{Z}} e^{i k \theta} \psi_{k}(r)$.

Claim: $H_{e^{i p \theta} \varphi} H_{\psi}$ commutes with $H_{\psi} H_{e^{i p \theta} \varphi}$ if and only if

$$
\begin{equation*}
H_{e^{i p \theta} \varphi} H_{e^{i(p+n) \theta} \psi_{p+n}}=H_{e^{i(p-n) \theta} \psi_{p-n}} H_{e^{i p \theta} \varphi}, \quad n \in \mathbb{Z} \tag{8}
\end{equation*}
$$

Indeed, for fixed $k_{1}, k_{2} \in \mathbb{Z}$, by Remark 9 we have

$$
\begin{aligned}
& \left\langle H_{e^{i p \theta} \varphi} H_{e^{i k \theta} \psi_{k}}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle \\
& \quad= \begin{cases}0, & k \neq p+k_{2}-k_{1}, \\
\left\langle H_{e^{i p \theta} \varphi} H_{e^{i\left(p+k_{2}-k_{1}\right) \theta} \psi_{p+k_{2}-k_{1}}}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle, & k=p+k_{2}-k_{1},\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle H_{e^{i k \theta} \psi_{k}} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle \\
& \quad= \begin{cases}0, & k \neq p+k_{1}-k_{2}, \\
\left\langle H_{e^{i\left(p+k_{1}-k_{2}\right) \theta} \psi_{p+k_{1}-k_{2}}} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle, & k=p+k_{1}-k_{2} .\end{cases}
\end{aligned}
$$

Hence for $k_{1}, k_{2} \in \mathbb{Z}$, we have

$$
\begin{aligned}
& \left\langle H_{e^{i p \theta} \varphi} H_{\psi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle \\
& \quad=\left\langle H_{e^{i p \theta} \varphi} H_{e^{i\left(p+k_{2}-k_{1}\right) \theta}} \psi_{p+k_{2}-k_{1}}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle H_{\psi} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle \\
& \quad=\left\langle H_{\left.e^{i\left(p+k_{1}-k_{2}\right) \theta} \psi_{p+k_{1}-k_{2}} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{2}\right|} e^{i k_{2} \theta}\right\rangle} .\right.
\end{aligned}
$$

Let $n=k_{2}-k_{1}$, then $n \in \mathbb{Z}$. So $H_{e^{i p \theta} \varphi} H_{\psi}=H_{\psi} H_{e^{i p \theta} \varphi}$ together with the above two equations give

$$
\begin{align*}
& \left\langle H_{e^{i p \theta}} H_{e^{i(p+n) \theta} \psi_{p+n}}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{1}+n\right|} e^{i\left(k_{1}+n\right) \theta}\right\rangle  \tag{9}\\
& \quad=\left\langle H_{e^{i(p-n) \theta} \psi_{p-n}} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{1}+n\right|} e^{i\left(k_{1}+n\right) \theta}\right\rangle
\end{align*}
$$

for all $n, k_{1} \in \mathbb{Z}$. Now fix $n \in \mathbb{Z}$. It follows from Remark 9 again that for each $m \in \mathbb{Z}$ and $m \neq n$,

$$
\left\langle H_{e^{i p \theta} \varphi} H_{e^{i(p+n) \theta} \psi_{p+n}}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{1}+m\right|} e^{i\left(k_{1}+m\right) \theta}\right\rangle=0
$$

and

$$
\left\langle H_{e^{i(p-n) \theta} \psi_{p-n}} H_{e^{i p \theta} \varphi}\left(r^{\left|k_{1}\right|} e^{i k_{1} \theta}\right), r^{\left|k_{1}+m\right|} e^{i\left(k_{1}+m\right) \theta}\right\rangle=0
$$

for all $k_{1} \in \mathbb{Z}$. Therefore, it is easy to see that (8) holds by the above two equations together with (9). The converse is obvious from the above arguments, so the claim holds.

In order to prove the necessity, in what follows we assume $\varphi \neq 0$ and $\psi_{m_{0}} \neq$ 0 for some $m_{0} \neq 0$ and $m_{0} \neq p$. We want to use the equation (8) to deduce $p=0, \varphi$ is a nonzero constant and $\psi_{m_{0}}=\psi_{-m_{0}}$, which is the case (c) of the theorem and will finish the proof.

Let $n_{0}=p-m_{0}$, then $n_{0} \neq 0, p$ and $\psi_{p-n_{0}} \neq 0$. By (8) we have

$$
H_{e^{i p \theta} \varphi} H_{e^{i\left(p+n_{0}\right) \theta} \psi_{p+n_{0}}}\left(z^{k}\right)=H_{e^{i\left(p-n_{0}\right) \theta} \psi_{p-n_{0}}} H_{e^{i p \theta} \varphi}\left(z^{k}\right)
$$

and

$$
H_{e^{i p \theta} \varphi} H_{e^{i\left(p+n_{0}\right) \theta} \psi_{p+n_{0}}}\left(\bar{z}^{k}\right)=H_{e^{i\left(p-n_{0}\right) \theta} \psi_{p-n_{0}}} H_{e^{i p \theta} \varphi}\left(\bar{z}^{k}\right) .
$$

By Lemma 8 and straightforward calculations, the above two equations give that for all $k \geq|p|+\left|n_{0}\right|$,

$$
\begin{align*}
& \left(k+p+n_{0}+1\right) \widehat{\varphi}\left(2 k+p+2 n_{0}+2\right) \widehat{\psi_{p+n_{0}}}\left(2 k+p+n_{0}+2\right)  \tag{10}\\
& \quad=(k+p+1) \widehat{\varphi}(2 k+p+2) \widehat{\psi_{p-n_{0}}}\left(2 k+p+n_{0}+2\right)
\end{align*}
$$

and

$$
\begin{aligned}
& \left(k-p-n_{0}+1\right) \widehat{\varphi}\left(2 k-p-2 n_{0}+2\right) \widehat{\psi_{p+n_{0}}}\left(2 k-p-n_{0}+2\right) \\
& \quad=(k-p+1) \widehat{\varphi}(2 k-p+2) \widehat{\psi_{p-n_{0}}}\left(2 k-p-n_{0}+2\right),
\end{aligned}
$$

respectively. Substituting $k$ with $k+p+n_{0}$ in the last equation above, we get

$$
\begin{align*}
& (k+1) \widehat{\varphi}(2 k+p+2) \widehat{\psi_{p+n_{0}}}\left(2 k+p+n_{0}+2\right)  \tag{11}\\
& \quad=\left(k+n_{0}+1\right) \widehat{\varphi}\left(2 k+p+2 n_{0}+2\right) \widehat{\psi_{p-n_{0}}}\left(2 k+p+n_{0}+2\right)
\end{align*}
$$

for all $k \geq 2|p|+2\left|n_{0}\right|$. Let

$$
\begin{aligned}
& E_{1}=\{k>0: \widehat{\varphi}(2 k+p+2)=0\} \\
& E_{2}=\left\{k>0: \widehat{\psi_{p-n_{0}}}\left(2 k+p+n_{0}+2\right)=0\right\}
\end{aligned}
$$

Note $\varphi \neq 0$ and $\psi_{p-n_{0}} \neq 0$. Then by Remark 6 , we see $\sum_{k \in E_{1}} \frac{1}{k}<\infty$ and $\sum_{k \in E_{2}} \frac{1}{k}<\infty$. Put

$$
E=\left(\mathbb{Z}-E_{1} \cup E_{2}\right) \cap\left[2|p|+2\left|n_{0}\right|,+\infty\right)
$$

Then $\sum_{k \in E} \frac{1}{k}=\infty$. Since for $k \in E, \widehat{\varphi}(2 k+p+2) \neq 0, \widehat{\psi}\left(2 k+p+2 n_{0}+2\right) \neq 0$, then (10) or (11) tells $\widehat{\psi_{p+n_{0}}}\left(2 k+p+n_{0}+2\right) \neq 0$ when $k \in E$. Thus by (10) and (11), we get

$$
\begin{align*}
& \left(k+n_{0}+1\right)\left(k+p+n_{0}+1\right)\left[\widehat{\varphi}\left(2 k+p+2 n_{0}+2\right)\right]^{2}  \tag{12}\\
& \quad=(k+1)(k+p+1)[\widehat{\varphi}(2 k+p+2)]^{2}
\end{align*}
$$

for all $k \in E$. Let $z=2 k+2$, then the above equality becomes

$$
\left(z+2 n_{0}\right)\left(z+2 p+2 n_{0}\right)\left[\widehat{\varphi}\left(z+p+2 n_{0}\right)\right]^{2}=z(z+2 p)[\widehat{\varphi}(z+p)]^{2}
$$

It follows from Lemma 5 and (12) that the above holds on $\{z: \operatorname{Re} z \geq 2|p|+$ $\left.2\left|n_{0}\right|\right\}$. Without loss of generality, we now assume $n_{0}>0$. So put $z=2 k n_{0}$ above with $k \geq 2|p|+2\left|n_{0}\right|$, then

$$
2 k n_{0}\left(2 k n_{0}+2 p\right)\left[\widehat{\varphi}\left(2 k n_{0}+p\right)\right]^{2}=2 k_{0} n_{0}\left(2 k_{0} n_{0}+2 p\right)\left[\widehat{\varphi}\left(2 k_{0} n_{0}+p\right)\right]^{2}
$$

for all $k \geq k_{0}=2|p|+2\left|n_{0}\right|$. Let $C=2 k_{0} n_{0}\left(2 k_{0} n_{0}+2 p\right)\left[\widehat{\varphi}\left(2 k_{0} n_{0}+p\right)\right]^{2}$, then clearly $C \neq 0$. Now using the property of Mellin convolution (7), the above equation becomes

$$
\widehat{\varphi * \varphi}\left(2 k n_{0}+p\right)=\frac{C}{2 k n_{0}\left(2 k n_{0}+2 p\right)}=C r^{p^{*} r^{-p}}\left(2 k n_{0}+p\right)
$$

for $k \geq k_{0}$. Therefore by Remark 6 , we get

$$
\varphi * \varphi=C r^{p} * r^{-p}
$$

Since $\varphi$ is bounded, so it is easy to check $\varphi * \varphi \in L^{2}([0,1), r d r)$, which forces $r^{p} * r^{-p}$ to be in $L^{2}([0,1), r d r)$. But it holds only when $p=0$ since $r^{p} * r^{-p}(s)=\frac{1}{2 p}\left(s^{-p}-s^{p}\right)$ for $p \neq 0$. Hence, we get $p=0$. So $\varphi * \varphi=C 1 * 1$ which gives $\widehat{\varphi}^{2}=C \widehat{1}^{2}$ by (7), that is, $\widehat{\varphi}= \pm \sqrt{C} \widehat{1}$. By Remark 6 , we easily get that $\varphi=\sqrt{C}$ or $\varphi=-\sqrt{C}$, a nonzero constant.

Note $n_{0}=p-m_{0}$ and $\widehat{1}(k)=1 / k$. Now when $p=0$ and $\varphi$ is a nonzero constant, (10) or (11) will give

$$
\widehat{\psi_{m_{0}}}\left(2 k+m_{0}+2\right)=\widehat{\psi_{-m_{0}}}\left(2 k+m_{0}+2\right), \quad k \in E .
$$

So by Remark 6 again, we obtain that $\psi_{m_{0}}=\psi_{-m_{0}}$. The proof is complete.

## 3. Commutativity of two small Hankel operators with harmonic symbols

In this section, we are going to prove Theorem 2. We always assume $u=f+\bar{g}, v=h+\bar{k}$, where $f, g, h, k$ are all holomorphic functions on $\mathbb{D}$ with $g(0)=k(0)=0$.

Recall $U \varphi(z)=\varphi(\bar{z})$ and $\varphi^{*}=\overline{U \varphi}=U \bar{\varphi}$, so it is easy to check that $\left(K_{z}\right)^{*}=$ $K_{\bar{z}}$ or $\overline{K_{z}}=U K_{\bar{z}}$ and for $\varphi \in L^{2},[P(\varphi)]^{*}=P\left(\varphi^{*}\right)$.

Note $b^{2}=z L_{a}^{2} \oplus \overline{L_{a}^{2}}$. Let $\widetilde{U}$ be the unitary operator from $z L_{a}^{2} \oplus \overline{L_{a}^{2}}$ to $z L_{a}^{2} \oplus L_{a}^{2}$ defined by

$$
\widetilde{U}=\left(\begin{array}{cc}
I & 0 \\
0 & U
\end{array}\right)
$$

It is easy to see $\widetilde{U}^{*}$ maps $z L_{a}^{2} \oplus L_{a}^{2}$ to $L_{h}^{2}=z L_{a}^{2} \oplus \overline{L_{a}^{2}}$ and

$$
\widetilde{U}^{*}=\left(\begin{array}{cc}
I & 0 \\
0 & U
\end{array}\right)
$$

since $U^{*}=U$ on $L^{2}$. For $\varphi$ and $\psi$ in $L^{2}$, we let $\varphi \otimes \psi$ be a operator defined by $\varphi \otimes \psi(\phi)=\langle\phi, \psi\rangle \varphi$ for function $\phi \in L^{2}$.

We use the idea of [14] to obtain the following block matrix representation of small Hankel operator. The representation is useful in this paper and indicates that the small Hankel operators on the harmonic Bergman space are closely related to the Toeplitz operators and small Hankel operators on the Bergman space.

Lemma 11. Let $\phi \in L^{\infty}$. Then on $z L_{a}^{2} \oplus L_{a}^{2}$, we have

$$
\widetilde{U} H_{\phi} \widetilde{U}^{*}=\left(\begin{array}{cc}
\widetilde{H}_{\phi}-1 \otimes P(\bar{\phi}) & \widetilde{T}_{U \phi}-1 \otimes P\left(\phi^{*}\right) \\
\widetilde{T}_{\phi} & \widetilde{H}_{U \phi}
\end{array}\right)
$$

Proof. Since $\overline{P(\bar{\varphi})}=U[P(\bar{\varphi})]^{*}=U P\left(\bar{\varphi}^{*}\right)=U P U \varphi$ for $\varphi \in L^{2}$, so by (1), it is easy to see that $Q=P-1 \otimes 1+U P U$. Now for $f_{1} \in z L_{a}^{2}$ and $f_{2} \in L_{a}^{2}$, we see that

$$
H_{\phi} f_{1}=Q\left(U \phi U f_{1}\right)=\widetilde{H}_{\phi} f_{1}-[1 \otimes P(\bar{\phi})] f_{1}+U \widetilde{T}_{\phi} f_{1}
$$

and

$$
H_{\phi} U f_{2}=Q\left(U \phi f_{2}\right)=\widetilde{T}_{U \phi} f_{2}-\left[1 \otimes P\left(\phi^{*}\right)\right] f_{2}+U \widetilde{H}_{U \phi} f_{2}
$$

so for $\left[f_{1}, f_{2}\right]^{T}$ in $z L_{a}^{2} \oplus L_{a}^{2}$, the above calculation shows

$$
\begin{aligned}
\widetilde{U} H_{\phi} \widetilde{U}^{*}\binom{f_{1}}{f_{2}} & =\widetilde{U} H_{\phi}\binom{f_{1}}{U f_{2}} \\
& =\widetilde{U}\binom{\left[\widetilde{H}_{\phi}-1 \otimes P(\bar{\phi})\right] f_{1}+\left[\widetilde{T}_{U \phi}-1 \otimes P\left(\phi^{*}\right)\right] f_{2}}{U \widetilde{T}_{\phi} f_{1}+U \widetilde{H}_{U \phi} f_{2}} \\
& =\binom{\left[\widetilde{H}_{\phi}-1 \otimes P(\bar{\phi})\right] f_{1}+\left[\widetilde{T}_{U \phi}-1 \otimes P\left(\phi^{*}\right)\right] f_{2}}{\widetilde{T}_{\phi} f_{1}+\widetilde{H}_{U \phi} f_{2}},
\end{aligned}
$$

which gives the desired matrix representation. The proof is complete.
We recall some simple facts about Toeplitz operator $\widetilde{T}_{\varphi}$ and small Hankel operator $\widetilde{H}_{\phi}$ on the Bergman space $L_{a}^{2}$. It is clear that $\widetilde{H}_{\phi}=\widetilde{H}_{U P U \phi}$ and $\widetilde{H}_{1}=1 \otimes 1$. In addition, for analytic functions $\varphi$, we have $\widetilde{T}_{\bar{\varphi}} K_{z}=\overline{\varphi(z)} K_{z}$ and

$$
\begin{equation*}
\widetilde{T}_{U \varphi} \widetilde{H}_{\psi}=\widetilde{H}_{\psi} \widetilde{T}_{\varphi}=\widetilde{H}_{\varphi \psi} \tag{13}
\end{equation*}
$$

The first equality above comes from [15, Proposition 2.1] and the second one is deduced by direct computation.

The following lemma gives key formula to prove Theorem 2.

Lemma 12. If $H_{u}$ commutes with $H_{v}$, then

$$
\begin{equation*}
P\left(k U g-g U k+f^{*} \bar{h}-h^{*} \bar{f}\right)=g h^{*}-k f^{*} \tag{14}
\end{equation*}
$$

and for each $z \in \mathbb{D}$,

$$
\begin{align*}
& f^{*} P\left(k \overline{K_{z}}\right)+k(z) P\left(f^{*} \overline{K_{z}}\right)-P\left[\left(k f^{*}\right) \overline{K_{z}}\right]-k(z) f^{*}  \tag{15}\\
& \quad=h^{*} P\left(g \overline{K_{z}}\right)+g(z) P\left(h^{*} \overline{K_{z}}\right)-P\left[\left(g h^{*}\right) \overline{K_{z}}\right]-g(z) h^{*}
\end{align*}
$$

Proof. By Lemma 11, we can get

$$
\widetilde{U} H_{u} H_{v} \widetilde{U}^{*}=\widetilde{U} H_{u} \widetilde{U}^{*} \widetilde{U} H_{v} \widetilde{U}^{*}=\left(\begin{array}{ll}
A & B  \tag{16}\\
C & D
\end{array}\right)
$$

where $C: z L_{a}^{2} \rightarrow L_{a}^{2}$ and

$$
C=\widetilde{T}_{u}\left[\widetilde{H}_{v}-1 \otimes P(\bar{v})\right]+\widetilde{H}_{U u} \widetilde{T}_{v}
$$

So $\widetilde{U}\left(H_{u} H_{v}\right) \widetilde{U}^{*}=\widetilde{U}\left(H_{v} H_{u}\right) \widetilde{U}^{*}$ gives that

$$
\widetilde{T}_{u}\left[\widetilde{H}_{v}-1 \otimes P(\bar{v})\right]+\widetilde{H}_{U u} \widetilde{T}_{v}=\widetilde{T}_{v}\left[\widetilde{H}_{u}-1 \otimes P(\bar{u})\right]+\widetilde{H}_{U v} \widetilde{T}_{u}
$$

We take adjoint of both sides of the above equality to get

$$
\left[\widetilde{H}_{v^{*}}-P(\bar{v}) \otimes 1\right] \widetilde{T}_{\bar{u}}+\widetilde{T}_{\bar{v}} \widetilde{H}_{\bar{u}}=\left[\widetilde{H}_{u^{*}}-P(\bar{u}) \otimes 1\right] \widetilde{T}_{\bar{v}}+\widetilde{T}_{\bar{u}} \widetilde{H}_{\bar{v}}
$$

then acting on $K_{\bar{z}}\left(=K_{z}^{*}\right)$ of the above and applying (13) and $g(0)=k(0)=0$, we can get

$$
\begin{align*}
& f^{*} P\left(k \overline{K_{z}}\right)+k(z) P\left(f^{*} \overline{K_{z}}\right)+P\left[\left(f^{*} \bar{h}-h^{*} \bar{f}\right) \overline{K_{z}}\right]-k(z) f^{*}  \tag{17}\\
& \quad=h^{*} P\left(g \overline{K_{z}}\right)+g(z) P\left(h^{*} \overline{K_{z}}\right)+P\left[(g U k-k U g) \overline{K_{z}}\right]-g(z) h^{*}
\end{align*}
$$

Put $z=0$ in the above equality, we get (14). Set $G=k U g-g U k+f^{*} \bar{h}-$ $h^{*} \bar{f}$. Since

$$
P\left[(I-P)(G) \overline{K_{z}}\right](w)=\left\langle(I-P)(G) \overline{K_{z}}, K_{w}\right\rangle=\left\langle(I-P)(G), K_{z} K_{w}\right\rangle=0
$$

where $I$ is identity operator on $L^{2}$, hence by (14) we have

$$
P\left(G \overline{K_{z}}\right)=P\left[P(G) \overline{K_{z}}\right]+P\left[(I-P)(G) \overline{K_{z}}\right]=P\left[\left(g h^{*}-k f^{*}\right) \overline{K_{z}}\right]
$$

Insert the above into (17) we then get (15), completing the proof.
It should be pointed out that, the information of commutativity of two small Hankel operators with harmonic symbols are all included in the equations (14) and (15), just as we will show below. It is easy to verify that for nonnegative integer $n$,

$$
P\left(u^{n} \overline{K_{z}}\right)(w)=\int_{\mathbb{D}} \frac{u^{n} d A(u)}{(1-z \bar{u})^{2}(1-w \bar{u})^{2}}=\frac{1}{n+1} \sum_{j=0}^{n} c_{n, j} z^{n-j} w^{j}
$$

where $c_{n, j}=(n+1-j)(j+1), 0 \leq j \leq n$. Now let $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$, then applying the above formula we get

$$
\begin{equation*}
P\left(f \overline{K_{z}}\right)(w)=\sum_{j=0}^{\infty} \sum_{s=0}^{\infty} \frac{a_{j+s}}{j+s+1} c_{j+s, j} z^{s} w^{j} \tag{18}
\end{equation*}
$$

LEMMA 13. Let $u=f+\bar{g}, v=h+\bar{k}, f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}, g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$, $h(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ and $k(z)=\sum_{n=0}^{\infty} d_{n} z^{n}$, where $b_{0}=d_{0}=0$. If $H_{u}$ commutes with $H_{v}$, then

$$
\begin{equation*}
\sum_{k=1}^{n-1} \alpha_{j, k}\left(\overline{a_{k}} d_{n-k}-\overline{c_{k}} b_{n-k}\right)=0, \quad 1 \leq j \leq n-1 \tag{19}
\end{equation*}
$$

for each fixed $n \geq 2$, where

$$
\alpha_{j, k}= \begin{cases}\frac{(n-k)(j+1) j}{k+1}, & j \leq k, \\ \frac{(n-j)(n-j+1) k}{n+1-k}, & j>k .\end{cases}
$$

Proof. We deduce (19) from the equality (15). Indeed, direct calculations combining with the formula (18) give

$$
\begin{aligned}
& f^{*}(w) P\left(k \overline{K_{z}}\right)(w)=\sum_{t, s=0}^{\infty}\left(\sum_{j=0}^{t} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s-j, t-j}}{t+s+1-j}\right) z^{s} w^{t} \\
& k(z) P\left(f^{*} \overline{K_{z}}\right)(w)=\sum_{t, s=0}^{\infty}\left(\sum_{j=t}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{j, t}}{j+1}\right) z^{s} w^{t}
\end{aligned}
$$

and

$$
P\left(f^{*} k \overline{K_{z}}\right)(w)=\sum_{t, s=0}^{\infty}\left(\sum_{j=0}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s, t}}{t+s+1}\right) z^{s} w^{t}
$$

hence in the expansion of the left-hand side of the equality (15), the coefficient of $w^{t}$ is

$$
\begin{aligned}
& \sum_{s=0}^{\infty}\left[\sum_{j=0}^{t} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s-j, t-j}}{t+s+1-j}\right] z^{s}+\sum_{s=0}^{\infty}\left[\sum_{j=t}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{j, t}}{j+1}\right] z^{s} \\
& \quad-\sum_{s=0}^{\infty}\left[\sum_{j=0}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s, t}}{t+s+1}\right] z^{s}-\sum_{s=0}^{\infty} \overline{a_{t}} d_{s} z^{s}
\end{aligned}
$$

for each integer $t \geq 0$, that is,

$$
\begin{aligned}
& \sum_{s=0}^{\infty}\left[\sum_{j=0}^{t} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s-j, t-j}}{t+s+1-j}+\sum_{j=t}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{j, t}}{j+1}\right. \\
& \left.\quad-\sum_{j=0}^{t+s} \overline{a_{j}} d_{t+s-j} \frac{c_{t+s, t}}{t+s+1}-\overline{a_{t}} d_{s}\right] z^{s}
\end{aligned}
$$

for each $t \geq 0$. Recall that $c_{n, j}=(n+1-j)(j+1), 0 \leq j \leq n$, and $d_{0}=0$, then the above becomes

$$
\begin{align*}
& \sum_{s=0}^{\infty} \frac{-1}{t+s+1}\left[\sum_{j=1}^{t} \overline{a_{j}} d_{t+s-j} \frac{j s(s+1)}{t+s+1-j}\right.  \tag{20}\\
& \left.\quad+\sum_{j=t+1}^{t+s-1} \overline{a_{j}} d_{t+s-j} \frac{t(t+1)(t+s-j)}{j+1}\right] z^{s}
\end{align*}
$$

for each $t \geq 1$. Similar formula as above can be obtained when computing the right-hand side of (15), thus the equality (15) will give

$$
\begin{aligned}
& \sum_{j=1}^{t-1}\left(\overline{a_{j}} d_{t+s-j}-\overline{c_{j}} b_{t+s-j}\right) \frac{j s(s+1)}{t+s+1-j} \\
& \quad+\sum_{j=t}^{t+s-1}\left(\overline{a_{j}} d_{t+s-j}-\overline{c_{j}} b_{t+s-j}\right) \frac{t(t+1)(t+s-j)}{j+1}=0
\end{aligned}
$$

for every $s, t \geq 1$. Now put $t+s=n \geq 2$, then the above is changed to (19) and we finish the proof.

Proposition 14. Let $u, v \in L^{\infty} \cap b^{2}$. If $H_{u}$ commutes with $H_{v}$, then there exist constants $\alpha, \beta \in \mathbb{C}$ satisfying $|\alpha|+|\beta| \neq 0$ such that $\alpha u+\beta v$ is a constant.

Proof. Suppose $H_{u}$ commutes with $H_{v}$. By Lemma 13, we have the equation (19). Now if we can show that for each fixed $n \geq 2$, the determinant of $(n-1)^{2}$ matrix $\left(\alpha_{j, k}\right)$ is not zero, then we will get

$$
\overline{a_{k}} d_{n-k}-\overline{c_{k}} b_{n-k}=0, \quad 1 \leq k \leq n-1
$$

Therefore, we have

$$
\begin{equation*}
\overline{a_{k}} d_{j}=\overline{c_{k}} b_{j}, \quad k, j \geq 1 \tag{21}
\end{equation*}
$$

which will approach our desired result.
In fact, we need to apply the elementary transformation to the matrix $\left(\alpha_{j, k}\right)$. Fix $k$ th column in the matrix, where $1 \leq k \leq n-2$. Note $\alpha_{j, k}=$ $\frac{n-k}{k+1}(j+1) j, \alpha_{j, k+1}=\frac{n-k-1}{k+2}(j+1) j$ when $j \leq k$ and $\alpha_{k+1, k}=\frac{(n-k-1)(n-k) k}{n+1-k}$, $\alpha_{k+1, k+1}=\frac{(n-k-1)(k+2)(k+1)}{k+2}$. Now we multiply $-\frac{(n-k-1)(k+1)}{(n-k)(k+2)}$ to every entry of the $k$ th column and then add each to corresponding one of $(k+1)$ th column, we can see that the entry of $(k+1)$ th column becomes zero in $j$ th $(1 \leq j \leq k)$ row and $\frac{2(k+1)(n-k-1)(n+1)}{(k+2)(n+1-k)}$ in the $(k+1)$ th row. Now we apply the above process $n-2$ times in the order of $k=n-2, n-3, \ldots, 2,1$, then the original matrix becomes the lower triangular matrix which is denoted by $\left(\beta_{j, k}\right)$, where

$$
\beta_{j, k}= \begin{cases}0, & j<k \\ \frac{2 k(n-k)(n+1)}{(k+1)(n+2-k)}, & j=k\end{cases}
$$

for $2 \leq k \leq n-1$ and $\beta_{1,1}=\alpha_{1,1}=n-1$. Therefore,

$$
\operatorname{det}\left(\alpha_{j, k}\right)=\operatorname{det}\left(\beta_{j, k}\right)=(n-1) \prod_{k=2}^{n-1} \frac{2 k(n-k)(n+1)}{(k+1)(n+2-k)} \neq 0
$$

thus (21) holds.
It is easy to see that, from the equalities (21), only one of the following three cases will occur:

Case 1. $b_{j}=d_{j}=0$ for all $j \geq 1$, i.e., $u$ and $v$ are analytic functions;
Case 2. $a_{j}=c_{j}=0$ for all $j \geq 1$, i.e., $u$ and $v$ are co-analytic functions;
Case 3. $\alpha[u-u(0)]+\beta[v-v(0)]=0$ for some $\alpha, \beta \in \mathbb{C}$ and $|\alpha|+|\beta| \neq 0$.
Now we show both Case 1 and Case 2 are included in Case 3. Indeed, for Case $1, u=f$ and $v=h$, so

$$
\left\langle H_{f} H_{h} K_{z}, K_{w}\right\rangle=\left\langle P\left[U\left(f H_{h} K_{z}\right)\right], K_{w}\right\rangle=\left\langle h U f K_{z}, K_{w}\right\rangle
$$

and similarly $\left\langle H_{h} H_{f} K_{z}, K_{w}\right\rangle=\left\langle f U h K_{z}, K_{w}\right\rangle$. Thus, $H_{f} H_{h}=H_{h} H_{f}$ implies $\left.P[h U f-f U h) K_{z}\right]=0$, i.e., $\widetilde{T}_{h U f-f U h}\left(K_{z}\right)=0$. So we get $\widetilde{T}_{h U f-f U h}=0$ and this implies $h U f-f U h=0$. If $f=0$ or $h=0$, we have done. If $h \neq 0$, then by $\frac{f}{h}=\frac{U f}{U h}$ we see easily that $\frac{f}{h}$ is a constant, i.e., $f=\lambda h$ for some $\lambda \in \mathbb{C}$, which is the special case of Case 3 . If $f \neq 0$, the argument is similar.

Same reasoning applies for Case 2. We complete the proof.
Note that the condition $\alpha u+\beta v$ being a constant in the above result is a sufficient and necessary condition for commutativity of two Toeplitz operators with harmonic symbols on $b^{2}[7]$, but it is not sufficient for the small Hankel operators case, as Theorem 2 has said.

Now we can prove our second main result.
Proof of Theorem 2. The sufficiency is easy to verify by (6). We now show the necessity. Suppose $H_{u}$ commutes with $H_{v}$, then (14) holds and by Proposition 14, we can assume without loss of generality that

$$
\begin{equation*}
f-a_{0}=\lambda\left(h-c_{0}\right), \quad g=\bar{\lambda} k \tag{22}
\end{equation*}
$$

for some $\lambda \in \mathbb{C}$.
If $\lambda=0$, then $u=f+\bar{g}=a_{0}$, a constant. The case of $a_{0}=0$ is trivial. If $a_{0} \neq 0$, then $v=U v$ by (5), that is, $h-h(0)=k^{*}$, so $v=h+\bar{k}=h(0)+k^{*}+$ $U k^{*}$, which is the special case of (b).

In what follows, we assume $\lambda \neq 0$. Using (22) and direct calculations, (14) gives

$$
\left(\overline{a_{0}}-\bar{\lambda} \overline{c_{0}}\right)\left(k-h^{*}+\overline{c_{0}}\right)=0
$$

which implies $a_{0}=\lambda c_{0}$ or $h=k^{*}+c_{0}$. Combining this with Proposition 14, it is easy to see that $a_{0}=\lambda c_{0}$ will give Case (a) and $h=k^{*}+c_{0}$ will give Case (b), completing the proof.

We give some corollaries to Theorem 2.

Corollary 15. Let $u, v \in L^{\infty}$.
(a) If $u$ and $v$ are both analytic or co-analytic, then $H_{u} H_{v}=H_{v} H_{u}$ if and only if $\alpha u+\beta v=0$ for some $\alpha, \beta \in \mathbb{C}$ with $|\alpha|+|\beta| \neq 0$.
(b) If one of $u, v$ is analytic and another is co-analytic, then $H_{u} H_{v}=H_{v} H_{u}$ if and only if $u=0$ or $v=0$ or $u$ and $v$ are two constants.

Notice that the above results are different from the same case of commuting Toeplitz operators on the harmonic Bergman space obtained in [5] and [7].

For harmonic function $u$, recall that $U u=u$ if and only if $u=\varphi+U \varphi$ for some analytic function $\varphi$, so the following result is also clear.

Corollary 16. Let $u \in L^{\infty} \cap b^{2}$, then $H_{u}$ is a normal operator if and only if one of the followings holds:
(a) $u^{*}=\lambda u$ for some $\lambda \in \mathbb{C}$;
(b) $U u=u$ and $[u-u(0)]^{*}=\lambda[u-u(0)]$ for some $\lambda \in \mathbb{C}$.

Note that if $u(z)=\sum a_{j} z^{j}+\sum b_{j} \bar{z}^{j}$, then $u^{*}=\lambda u$ means that there exists a constant $\alpha$ such that all $\alpha a_{j}$ and $\alpha b_{j}$ are real-valued. So the above result indicates that the case of the normal small Hankel operator is also different from the case of normal Toeplitz operator obtained in [5], [16].

## 4. Product of two small Hankel operators being another small Hankel operator

In this section, we will investigate the product problem of two small Hankel operators and prove Theorems 3 and 4. It is remarked here that, for same problem of Toeplitz operators case, there is only partial result for the quasihomogenenous symbols [9], [10] and no any consequence for harmonic symbols.

Let $C$ be a conjugation on a separable Hilbert space $\mathcal{H}$, that is, $C^{2}=I$ and $\langle C \varphi, C \psi\rangle=\langle\psi, \varphi\rangle$ for $\varphi, \psi \in \mathcal{H}$. A bounded linear operator $T$ on $\mathcal{H}$ is said to be $C$-complex symmetric, if $C T C=T^{*}$. For more details about this type of operators, one is referred to [12]. The following lemma is obvious by the definition of complex symmetric operator.

Lemma 17. Let $A, B, T$ are all $C$-complex symmetric operator on $\mathcal{H}$. Then $A B=T$ if and only if $B A=T$. In particular, each case implies $A B=B A$.

The above lemma is a simple property for complex symmetric operator, but for our study about product problem of Toeplitz operators or small Hankel operators, it is very useful and even unexpected. Indeed, let $C f(z)=\bar{f}$, then $C$ is a conjugation on $b^{2}$ and $T_{\phi}$ is a $C$-complex symmetric operator, i.e., $C T_{\phi} C=T_{\phi}^{*},[4]$. Now set $C_{1}=C U$, then $C_{1}$ is also a conjugation on $b^{2}$ and

$$
C_{1} H_{\phi} C_{1}=C U H_{\phi} C U=C U U T_{\phi} C U=C T_{\phi} C U=T_{\phi}^{*} U=H_{\phi}^{*}
$$

which implies that $H_{\phi}$ is a $C_{1}$-complex symmetric operator. Applying the above lemma, we have

Proposition 18. Let $\varphi, \psi, \phi \in L^{\infty}$. Then
(a) $T_{\varphi} T_{\psi}=T_{\phi}$ if and only if $T_{\psi} T_{\varphi}=T_{\phi}$, in this case $T_{\varphi} T_{\psi}=T_{\psi} T_{\varphi}$.
(b) $H_{\varphi} H_{\psi}=H_{\phi}$ if and only if $H_{\psi} H_{\varphi}=H_{\phi}$, in this case $H_{\varphi} H_{\psi}=H_{\psi} H_{\varphi}$.

So when we consider the product problem, we can use the results of commutativity obtained before. Note that in [9] the authors only proved the case of Toeplitz operators with homonegeneous symbols, but here the result is valid even for general symbols.

In order to prove Theorems 3 and 4, we also need the following lemma. Recall that Toeplitz operator $\widetilde{T}_{\phi}$ and small Hankel operator $\widetilde{H}_{\phi}$ on the Bergman space $L_{a}^{2}$ are defined by $\widetilde{T}_{\phi}(F)=P(\varphi F)$ and $\widetilde{H}_{\phi} F=P U(\phi F)$ for $F \in L_{a}^{2}$. For analytic function $\varphi$, it is easy to see $\widetilde{T}_{\psi} \widetilde{T}_{\varphi}=\widetilde{T}_{\varphi \psi}$ and $\widetilde{T}_{\bar{\varphi}} \widetilde{T}_{\psi}=\widetilde{T}_{\bar{\varphi} \psi}$.

Lemma 19. Let $\phi, \psi \in L^{\infty}$. Then $H_{\phi}=T_{\psi}$ if and only if $\phi=\psi=0$.
Proof. If $H_{\phi}=T_{\psi}$, then $P H_{\phi} P=P T_{\psi} P$, that is, $\widetilde{H}_{\phi}=\widetilde{T}_{\psi}$. It is known that a bounded linear operator $T$ on $L_{a}^{2}$ is a small Hankel operator if and only if $\widetilde{T}_{\bar{z}} T=T \widetilde{T}_{z}$ [11]. So $\widetilde{T}_{\bar{z}} \widetilde{T}_{\psi}=\widetilde{T}_{\psi} \widetilde{T}_{z}$, that is, $\widetilde{T}_{\bar{z} \psi}=\widetilde{T}_{z \psi}$, therefore $\bar{z} \psi=z \psi$, which means $\psi=0$. Hence, $\phi=0$ because of (3).

The converse is obvious and the proof is complete.
Now we proceed to prove Theorem 3.
Proof of Theorem 3. It is obvious that (c) implies (a) and (b). For the direction of (a) or (b) implies (c), by Proposition 18 and Theorem 1, we only need to consider the following cases which will induce the case (c) of the theorem.

Case 1. $\varphi=0$. In this case, we see $H_{\phi}=0$, so $\phi=0$.
Case 2. $H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi}=H_{\phi}$, where $\psi$ is a radial function. Suppose $\phi=$ $\sum_{k \in \mathbb{Z}} e^{i k \theta} \phi_{k}$, where each $\phi_{k}$ is a radial function. For every positive integers $m$ and $n$, by Lemma 8 and Remark 9 we have

$$
\left\langle H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi} z^{m}, \overline{z^{n}}\right\rangle=0
$$

and

$$
\left\langle H_{\phi} z^{m}, \overline{z^{n}}\right\rangle=\left\langle H_{e^{i(n-m)} \phi_{n-m}} z^{m}, \overline{z^{n}}\right\rangle=2(n+1) \widehat{\phi_{n-m}}(m+n+2)\left\langle\overline{z^{n}}, \overline{z^{n}}\right\rangle .
$$

Hence, for integers $m, n>0, \widehat{\phi_{n-m}}(m+n+2)=0$. Let $j=n-m$, then $j \in \mathbb{Z}$ and $\widehat{\phi_{-j}}(2 m+j+2)=0$ for all positive integer $m$. Therefore, by Remark 6 we obtain $\phi_{-j}=0$ for each $j \in \mathbb{Z}$. So $\phi=0$ and $H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi}=0$. It follows from Lemma 8 again that when $m>|p|$,
$0=H_{e^{i p \theta} \varphi} H_{e^{i p \theta} \psi}\left(z^{m}\right)=4(m+p+1)(m+1) \widehat{\varphi}(2 m+p+2) \widehat{\psi}(2 m+p+2) z^{m}$, which implies $\widehat{\varphi}(2 m+p+2) \widehat{\psi}(2 m+p+2)=0$ for all $m>|p|$. So $\varphi=0$ or $\psi=0$ by Remark 6 .

Case 3. $H_{c} H_{\psi}=H_{\phi}$, where $c$ is a nonzero constant and $U \psi=\psi$. That is, $T_{c \psi}=H_{\phi}$, which gives $\psi=\phi=0$ by Lemma 19 , completing the proof.

The following result about the semi-commutativity of two small Hankel operators is an immediate consequence of Theorem 3.

Corollary 20. Let $p \in \mathbb{Z}, \varphi \in L^{\infty}$ be radial and $\psi \in L^{\infty}$. Then the following statements are equivalent:
(a) $H_{e^{i p \theta} \varphi} H_{\psi}=H_{e^{i p \theta} \varphi \psi}$;
(b) $H_{\psi} H_{e^{i p \theta} \varphi}=H_{e^{i p \theta} \varphi \psi}$;
(c) $\varphi=0$ or $\psi=0$.

Another consequence of Theorem 3 is about the zero product problem of two small Hankel operator which has independent interest. It can deduce the same conclusion for the Toeplitz operator since $T_{\phi} T_{\psi}=U\left(H_{\phi} H_{U \psi}\right) U$ by (2).

Corollary 21. Let $p \in \mathbb{Z}, \varphi \in L^{\infty}$ be radial and $\psi \in L^{\infty}$. Then
(a) $H_{e^{i p \theta} \varphi} H_{\psi}=0$, if and only if $H_{\psi} H_{e^{i p \theta} \varphi}=0$, if and only if $\varphi=0$ or $\psi=0 ;$
(b) $T_{e^{i p \theta} \varphi} T_{\psi}=0$, if and only if $T_{\psi} T_{e^{i p \theta} \varphi}=0$, if and only if $\varphi=0$ or $\psi=0$.

We now prepare to prove Theorem 4. Using Lemma 11 and similar argument as done in (16), it follows from $H_{u} H_{v}=H_{\phi}$ that

$$
\begin{array}{ll}
A: & {\left[\widetilde{H}_{u}-1 \otimes P(\bar{u})\right]\left[\widetilde{H}_{v}-1 \otimes P(\bar{v})\right]+\left[\widetilde{T}_{U u}-1 \otimes P\left(u^{*}\right)\right] \widetilde{T}_{v}} \\
& =\widetilde{H}_{\phi}-1 \otimes P(\bar{\phi}), \\
B: & {\left[\widetilde{H}_{u}-1 \otimes P(\bar{u})\right]\left[\widetilde{T}_{U v}-1 \otimes P\left(v^{*}\right)\right]+\left[\widetilde{T}_{U u}-1 \otimes P\left(u^{*}\right)\right] \widetilde{H}_{U v}} \\
& =\widetilde{T}_{U \phi}-1 \otimes P\left(\phi^{*}\right), \\
C: & \widetilde{T}_{u}\left[\widetilde{H}_{v}-1 \otimes P(\bar{v})\right]+\widetilde{H}_{U u} \widetilde{T}_{v}=\widetilde{T}_{\phi}, \\
D: & \widetilde{T}_{u}\left[\widetilde{T}_{U v}-1 \otimes P\left(v^{*}\right)\right]+\widetilde{H}_{U u} \widetilde{T}_{U v}=\widetilde{H}_{U \phi} .
\end{array}
$$

The above four equalities will play great role for us to prove Theorem 4.
We first give the following lemma.
Lemma 22. Let $u, v \in L^{\infty} \cap b^{2}, \phi \in L^{\infty}$. If $H_{u} H_{v}=H_{\phi}$, then $P(U \phi)=$ $P(\phi)$.

Proof. In view of Proposition 18, we see that $u$ and $v$ satisfy case (a) or case (b) of Theorem 2.

For case (a): If $\alpha=0$ or $\beta=0$, then $v=0$ or $u=0$, so we have $\phi=0$ which certainly implies $P(U \phi)=P(\phi)$.

For case (b): If $\alpha=0$, then we have $H_{\lambda_{1}} H_{\beta(\varphi+U \varphi)+\lambda_{2}}=H_{\phi}$, that is, by (2),

$$
T_{\lambda_{1}\left[\beta(\varphi+U \varphi)+\lambda_{2}\right]}=H_{\phi},
$$

then by Lemma 19 we have $\phi=0$ and $\lambda_{1} \beta \varphi=\lambda_{2}=0$. So $\varphi=0$ gives $P(U \phi)=$ $P(\phi)$ and $\lambda_{1} \beta \varphi=\lambda_{2}=0$ gives $u=0$ if $\lambda_{1}=0$ or $v=0$ if $\lambda_{1} \neq 0$. If $\beta=0$, the argument is similar.

Now in what follows, we only need to consider $\alpha \beta \neq 0$ in case (a) and (b) of Theorem 2. Without loss of generality, we may assume $\alpha=\beta=1$. So we let $u=h+\bar{k}+\lambda_{1}$ and $v=h+\bar{k}+\lambda_{2}$ with $h(0)=k(0)=0$, where $\lambda_{1}=\lambda_{2}$ or $h=k^{*}$.

We compute $C^{*}$ acting on 1 to obtain

$$
\begin{equation*}
P(\bar{\phi})=P\left(k U k+\bar{h} h^{*}\right)+k h^{*}+\bar{\lambda}_{1} k+\bar{\lambda}_{2} h^{*}+\bar{\lambda}_{1} \bar{\lambda}_{2} . \tag{23}
\end{equation*}
$$

Because $H_{v^{*}} H_{u^{*}}=H_{\phi^{*}}$, so in this case we compute $D$ acting on 1 to obtain

$$
\begin{equation*}
P\left(\phi^{*}\right)=P\left(k U k+\bar{h} h^{*}\right)+k h^{*}+\bar{\lambda}_{1} h^{*}+\bar{\lambda}_{2} k+\bar{\lambda}_{1} \bar{\lambda}_{2} . \tag{24}
\end{equation*}
$$

Since $\lambda_{1}=\lambda_{2}$ or $h=k^{*}$, then equations (23) and (24) give $P(\bar{\phi})=P\left(\phi^{*}\right)$, i.e., $P(U \phi)=P(\phi)$, completing the proof.

From the arguments of the above proof, we have seen that in order to prove Theorem 4 , we only have to consider the case $H_{u} H_{v}=H_{\phi}$ when $u=h+\bar{k}+\lambda_{1}$ and $v=h+\bar{k}+\lambda_{2}$ with $h(0)=k(0)=0$, where $\lambda_{1}=\lambda_{2}$ or $h=k^{*}$. In this case, by straight calculations, $A$ and $B$ become

$$
\begin{aligned}
& A: \quad \widetilde{H}_{\phi}- 1 \otimes P(\bar{\phi}) \\
&= \widetilde{T}_{k^{*}+U h+\lambda_{1}} \widetilde{T}_{\bar{k}+h+\lambda_{2}}+\widetilde{H}_{\bar{k}} \widetilde{H}_{\bar{k}}-k^{*} \otimes k \\
&-1 \otimes\left[P\left(k U k+\bar{h} h^{*}\right)+k h^{*}+\bar{\lambda}_{1} k+\bar{\lambda}_{2} h^{*}+\bar{\lambda}_{1} \bar{\lambda}_{2}\right], \\
& B: \quad \widetilde{T}_{U \phi}-1 \otimes P\left(\phi^{*}\right) \\
&= \widetilde{H}_{\bar{k}} \widetilde{T}_{k^{*}}+\widetilde{T}_{U h+\lambda_{1}} \widetilde{H}_{U k+\lambda_{2}}+\widetilde{H}_{\bar{k}} \widetilde{T}_{U h+\lambda_{2}}+\widetilde{T}_{k^{*}} \widetilde{H}_{U h}-k^{*} \otimes h^{*} \\
&-1 \otimes\left[P\left(k U k+\bar{h} h^{*}\right)+k h^{*}+\bar{\lambda}_{1} h^{*}+\bar{\lambda}_{2} k+\bar{\lambda}_{1} \bar{\lambda}_{2}\right] .
\end{aligned}
$$

Using (23), (24) and (13), we can simplify $A$ and $B$ as
$A: \quad \widetilde{H}_{\phi}=\widetilde{T}_{k^{*}+U h+\lambda_{1}} \widetilde{T}_{\bar{k}+h+\lambda_{2}}+\widetilde{H}_{\bar{k}} \widetilde{H}_{\bar{k}}-k^{*} \otimes k$,
B: $\quad \widetilde{T}_{U \phi}=\widetilde{H}_{\bar{k} k^{*}+\left(h+\lambda_{1}\right)\left(U h+\lambda_{2}\right)}+\widetilde{H}_{\bar{k}} \widetilde{T}_{U h+\lambda_{2}}+\widetilde{T}_{k^{*}} \widetilde{H}_{U h+\lambda_{1}}-k^{*} \otimes\left(h+\lambda_{1}\right)^{*}$.
Also, $C$ and $D$ become

$$
\begin{aligned}
C: & \widetilde{T}_{\phi}=\widetilde{H}_{\bar{k} k^{*}+\left(U h+\lambda_{1}\right)\left(h+\lambda_{2}\right)}+\widetilde{H}_{U h+\lambda_{1}} \widetilde{T}_{\bar{k}}+\widetilde{T}_{h+\lambda_{1}} \widetilde{H}_{\bar{k}}-\left(h+\lambda_{1}\right) \otimes k, \\
D: & \widetilde{H}_{U \phi}=\widetilde{T}_{\left(h+\lambda_{1}\right) k^{*}+\bar{k} k^{*}+\left(U h+\lambda_{2}\right) \bar{k}} \\
& +\widetilde{T}_{h+\lambda_{1}} \widetilde{T}_{U h+\lambda_{2}}+\widetilde{H}_{U h+\lambda_{1}} \widetilde{H}_{U h+\lambda_{2}}-\left(h+\lambda_{1}\right) \otimes\left(h+\lambda_{2}\right)^{*} .
\end{aligned}
$$

Note that $B, D$ are defined on $L_{a}^{2}$ and $A, C$ are defined on $z L_{a}^{2}$. It is easy to see $A$ and $C$ also hold when acting on 1 because of (23), (24) and $P(U \phi)=[P(\bar{\phi})]^{*}$ or $P(\phi)=\left[P\left(\phi^{*}\right)\right]^{*}$. So the above $A, B, C, D$ are well defined on $L_{a}^{2}$.

We now turn to prove Theorem 4.

Proof of Theorem 4. It is easy to see that we only need to show (a) implies (c). Since $\phi$ is a harmonic function, so by Lemma 22 we get $U \phi=\phi$. Let $\phi=\varphi+U \varphi+\lambda$, where $\varphi(z)=\sum_{j=1}^{\infty} a_{j} z^{j}$ is an analytic function on $\mathbb{D}$. By the previous arguments, we only need to show the theorem in the following case: $u=h+\bar{k}+\lambda_{1}$ and $v=h+\bar{k}+\lambda_{2}$, where $h(z)=\sum_{j=1}^{\infty} c_{j} z^{j}, k(z)=\sum_{j=1}^{\infty} d_{j} z^{j}$ and either $\lambda_{1}=\lambda_{2}$ or $h=k^{*}$.

Acting $C$ on $K_{\bar{z}}$, we get

$$
\begin{align*}
{[\varphi+\varphi(z)+\lambda] K_{\bar{z}}=} & P\left[\left(k^{*} \bar{k}+\left(h+\lambda_{1}\right)\left(U h+\lambda_{2}\right)\right) \overline{K_{z}}\right]  \tag{25}\\
& +k^{*}(z) P\left[\left(h+\lambda_{1}\right) \overline{K_{z}}\right]+\left(h+\lambda_{1}\right) P\left(k^{*} \overline{K_{z}}\right) \\
& -k^{*}(z)\left(h+\lambda_{1}\right)
\end{align*}
$$

Put $z=0$ in the above, and note $k(0)=\varphi(0)=0$, then we have

$$
P\left(k^{*} \bar{k}+h U h\right)=\varphi+\lambda-\left(h+\lambda_{1}\right) k^{*}-\lambda_{2} h-\lambda_{1} \lambda_{2}
$$

Since $P\left[\overline{K_{z}}(I-P)\left(k^{*} \bar{k}+h U h\right)\right]=0$, then

$$
\begin{aligned}
P\left[\left(k^{*} \bar{k}+h U h\right) \overline{K_{z}}\right] & =P\left[\overline{K_{z}} P\left(k^{*} \bar{k}+h U h\right)\right] \\
& =P\left[(\varphi+\lambda) \overline{K_{z}}\right]-P\left[\left(h+\lambda_{1}\right) k^{*} \overline{K_{z}}\right]-\lambda P\left(h \overline{K_{z}}\right)-\lambda_{1} \lambda_{2}
\end{aligned}
$$

Insert the above into (25), we thus get

$$
\begin{align*}
& h P\left(k^{*} \overline{K_{z}}\right)+k^{*}(z) P\left(h \overline{K_{z}}\right)-P\left(h k^{*} \overline{K_{z}}\right)-k^{*}(z) h  \tag{26}\\
& \quad=[\varphi+\varphi(z)+\lambda] K_{\bar{z}}-P\left[(\varphi+\lambda) \overline{K_{z}}\right] .
\end{align*}
$$

Note that the left-hand side of the above is similar to each one side of (15), so it gives a similar formula as (20), that is, for each $t \geq 1$,

$$
\begin{aligned}
& \sum_{s=0}^{\infty} \frac{-1}{t+s+1}\left[\sum_{j=1}^{t} c_{j} \overline{d_{t+s-j}} \frac{j s(s+1)}{t+s+1-j}\right. \\
& \left.\quad+\sum_{j=t+1}^{t+s-1} c_{j} \overline{d_{t+s-j}} \frac{t(t+1)(t+s-j)}{j+1}\right] z^{s}
\end{aligned}
$$

Note $K_{\bar{z}}(w)=\sum_{j=0}^{\infty}(j+1) z^{j} w^{j}$, then using (18) and straight computations, the right-hand side of the equality (26) gives that for each $t \geq 0$,

$$
\sum_{s=0}^{t}(s+1) a_{t-s} z^{s}+\sum_{s=t+1}^{\infty}(t+1) a_{s-t} z^{s}-\sum_{s=0}^{\infty} \frac{(t+1)(s+1)}{t+s+1} a_{t+s} z^{s}
$$

where $a_{0}=\lambda$. Comparing the coefficient of $z^{s}$ in the above two formulas which are equal from (26), we then get for $1 \leq s \leq t$,

$$
\begin{align*}
& \sum_{j=1}^{t} c_{j} \overline{d_{t+s-j}} \frac{j}{t+s+1-j}+\sum_{j=t+1}^{t+s-1} c_{j} \overline{d_{t+s-j}} \frac{t(t+1)(t+s-j)}{s(s+1)(j+1)}  \tag{27}\\
& \quad=\frac{t+1}{s} a_{s+t}-\frac{t+s+1}{s} a_{t-s}
\end{align*}
$$

Claim: $a_{n}=0$ for all nonnegative integer $n$.
In fact, let $t=s+n$ in the above equality, where $n \geq 0$, then the equality (27) becomes

$$
\begin{align*}
& \sum_{j=1}^{s+n} c_{j} \overline{d_{2 s+n-j}} \frac{j}{2 s+n+1-j}  \tag{28}\\
& \quad+\frac{(s+n)(s+n+1)}{s(s+1)} \sum_{j=s+n+1}^{2 s+n-1} c_{j} \overline{d_{2 s+n-j}} \frac{2 s+n-j}{j+1} \\
& \quad=\frac{s+n+1}{s} a_{2 s+n}-\frac{2 s+n+1}{s} a_{n}
\end{align*}
$$

for all $s \geq 1$. Note

$$
\left|\sum_{j=1}^{s+n} c_{j} \overline{d_{2 s+n-j}} \frac{j}{2 s+n+1-j}\right| \leq \sum_{j=1}^{s+n}\left|c_{j} d_{2 s+n-j}\right|
$$

and

$$
\left|\sum_{j=s+n+1}^{2 s+n-1} c_{j} \overline{d_{2 s+n-j}} \frac{2 s+n-j}{j+1}\right| \leq \sum_{j=s+n+1}^{2 s+n-1}\left|c_{j} d_{2 s+n-j}\right|=\sum_{j=1}^{s-1}\left|d_{j} c_{2 s+n-j}\right|
$$

then it is easy to see that, for each fixed nonnegative integer $n$, by (28), the claim will follow if we show

$$
\begin{equation*}
E_{s}=\sum_{j=1}^{s+n}\left|c_{j} d_{2 s+n-j}\right| \rightarrow 0, \quad F_{s}=\sum_{j=1}^{s-1}\left|d_{j} c_{2 s+n-j}\right| \rightarrow 0 \tag{29}
\end{equation*}
$$

as $s \rightarrow \infty$. Indeed, note $u=h+\bar{k}+\lambda_{1}$ is bounded on $\mathbb{D}$, so $h$ and $k$ are both in the Hardy space $H^{2}$, which means $\sum_{j}\left|c_{j}\right|^{2}<\infty$ and $\sum_{j}\left|d_{j}\right|^{2}<\infty$. Thus for any $\varepsilon>0$, there exists an integer $N>0$ such that $\sum_{j=N+1}^{\infty}\left|c_{j}\right|^{2}<\frac{\varepsilon}{2}$ and $\sum_{j=N+1}^{\infty}\left|d_{j}\right|^{2}<\frac{\varepsilon}{2}$. It is easy to see that there exists $M>N$ such that when $s>M,\left|d_{s}\right|<\varepsilon / 2\left(\left|c_{1}\right|+\cdots+\left|c_{N}\right|\right)$. Notice that $2 s+n-j \geq s$ when positive integer $j \leq s+n$. Thus, using the Hölder's inequality we have

$$
\begin{aligned}
E_{s} & =\sum_{j=1}^{N}\left|c_{j} d_{2 s+n-j}\right|+\sum_{j=N+1}^{s+n}\left|c_{j} d_{2 s+n-j}\right| \\
& <\sum_{j=1}^{N}\left|c_{j}\right|\left|d_{2 s+n-j}\right|+\left(\sum_{j=N+1}^{s+n}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{j=N+1}^{s+n}\left|d_{2 s+n-j}\right|^{2}\right)^{\frac{1}{2}} \\
& <\sum_{j=1}^{N}\left|c_{j}\right| \frac{\varepsilon}{2\left(\left|c_{1}\right|+\cdots+\left|c_{N}\right|\right)}+\left(\frac{\varepsilon}{2}\right)^{\frac{1}{2}}\left(\frac{\varepsilon}{2}\right)^{\frac{1}{2}}=\varepsilon
\end{aligned}
$$

as $s>M$, which means $E_{s} \rightarrow 0$ as $s \rightarrow \infty$. Same argument shows $F_{s} \rightarrow 0$ as $s \rightarrow \infty$, thus (29) holds and the claim is true.

The claim means that $\phi=0$. Hence, (26) becomes

$$
h P\left(k^{*} \overline{K_{z}}\right)+k^{*}(z) P\left(h \overline{K_{z}}\right)-P\left(h k^{*} \overline{K_{z}}\right)-k^{*}(z) h=0 .
$$

Just as the arguments in the proof of Proposition 14, the above will give

$$
c_{k} \overline{d_{j}}=0, \quad j, k \geq 1,
$$

which implies either $h=0$ or $k=0$.
Case 1: $\phi=h=0$. Put this condition into $D$, we get $\widetilde{T}_{k^{*} \bar{k}+\lambda_{1} \lambda_{2}+\lambda_{1} k^{*}+\lambda_{2} \bar{k}=}=$ 0 , which means $k^{*} \bar{k}+\lambda_{1} \lambda_{2}+\lambda_{1} k^{*}+\lambda_{2} \bar{k}=0$, or $k^{*} \bar{k}=-\lambda_{1} \lambda_{2}-\lambda_{1} k^{*}-\lambda_{2} \bar{k}$. So $k^{*} \bar{k}$ is harmonic on $\mathbb{D}$, which easily gives $k=0$ since $k(0)=0$ and also $\lambda_{1} \lambda_{2}=0$. Therefore, we get either $u=h+\bar{k}+\lambda_{1}=0$ if $\lambda_{1}=0$ or $v=h+\bar{k}+$ $\lambda_{2}=0$ if $\lambda_{2}=0$, as desired.

Case 2: $\phi=k=0$. Put this condition into $A$, we get $\widetilde{T}_{\left(U h+\lambda_{1}\right)\left(h+\lambda_{2}\right)}=0$, so $\left(U h+\lambda_{1}\right)\left(h+\lambda_{2}\right)=0$ which gives $h U h=-\lambda_{1} \lambda_{2}-\lambda_{1} h-\lambda_{2} U h$, so similarly $h=0$ and $\lambda_{1} \lambda_{2}=0$. Arguments as the Case 1 give the desired conclusion.

The proof is complete.
Now we have a solution to the zero product problem of two small Hankel operators as well as two Toeplitz operator with harmonic symbols on the harmonic Bergman space, just as in Corollary 21.

Corollary 23. Let $u, v \in L^{\infty} \cap b^{2}$. Then $H_{u} H_{v}=0$ if and only if $u=0$ or $v=0 ; T_{u} T_{v}=0$ if and only if $u=0$ or $v=0$.

The next rephrasing of Corollary 23 is a cancellation law for small Hankel operators or Toeplitz operators.

Corollary 24. Let $u, v_{1}, v_{2} \in L^{\infty} \cap b^{2}$ and $u$ is not identically 0. Then $H_{u} H_{v_{1}}=H_{u} H_{v_{2}}$ implies $v_{1}=v_{2}$ and $T_{u} T_{v_{1}}=T_{u} T_{v_{2}}$ implies $v_{1}=v_{2}$.

The next corollary says there are no nonzero idempotent small Hankel operators with bounded harmonic symbols.

Corollary 25. If $u$ is bounded and harmonic and $H_{u}^{2}=H_{u}$, then $u=0$.
For semi-commutativity of small Hankel operators, we have the following consequence.

Corollary 26. Let $u, v \in L^{\infty} \cap b^{2}$ and one of them is analytic or coanalytic. Then the following statements are equivalent:
(a) $H_{u} H_{v}=H_{u v}$;
(b) $H_{v} H_{u}=H_{u v}$;
(c) $u=0$ or $v=0$.

Proof. Suppose $u$ is analytic on $\mathbb{D}$. By Proposition 18 and Theorem 2, we have one of the following cases to discuss.

Case 1: $\alpha u+\beta v=0$ for some $|\alpha|+|\beta| \neq 0$. In this case, if $\alpha=0$, then $v=0$; if $\beta=0$, then $u=0$; if $\alpha \beta \neq 0$, note $u$ is analytic, then $v$ is also analytic, so $u v$ is analytic, hence by Theorem 4 we obtain $u=0$ or $v=0$.

Case 2: $u=\alpha(\varphi+U \varphi)+\lambda_{1}$ and $v=\beta(\varphi+U \varphi)+\lambda_{2}$ for some analytic function $\varphi$ with $\varphi(0)=0$. In this case, since $u$ is analytic, so $\varphi=0$ or $\alpha \beta=0$, both cases will deduce $u$ or $v$ is a constant. Therefore, by (2) and Lemma 19, we get $u=0$ or $v=0$.

For the remaining cases the argument is similar. We finish the proof.
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