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ON SMOOTH LOCALLY O-MINIMAL FUNCTIONS

ANDREAS FISCHER

Abstract. We study the C∞-smooth functions which are locally
definable in an o-minimal expansion of the real exponential field

with some additional smoothness conditions. Here, the local de-
finability generalizes the subanalytic setting to more transcenden-
tal sets and functions. The focus is set on the locally definable

diffeomorphisms between manifolds, for which we prove analo-
gies to classical differential geometric results. Moreover, we in-
vestigate the relation between classical diffeomorphy and locally
definable diffeomorphy.

1. Introduction

There are two established ways of the locally o-minimal setting. Van den
Dries and Miller introduced in [9] the notion of analytic-geometric category as
a local version of o-minimal expansions of Ran—the real field with restricted
analytic functions, see [5]—and Shiota introduced the notion of X set and X

function in [32] thereby developing a theory of X differential geometry. Here,
we will follow Shiota’s concept. In the following, let M denote an o-minimal
expansion of the real numbers. Here, definable always means definable in M
with parameters in R. A sound geometrical approach to o-minimal structures
can be found in [4], [6], [9].

A subset X of Rn is called an S set if for every x ∈ R
n there exists an

open ball with center x whose intersection with X is definable. A continuous
function is called an S function if its graph is an S set. If M is Ran then the
corresponding S sets and the S functions are precisely the subanalytic sets
and the subanalytic functions. As a generalization of the semialgebraic an
the subanalytic setting, Shiota developed the fundamental theory of X sets
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286 A. FISCHER

and X functions in [32]. Both the collection of definable sets of an o-minimal
structure and the collection of S sets satisfy the axioms of the X notation.

In the present paper, we discuss C∞-smooth S functions and S manifolds
for M being an o-minimal expansion of the real exponential field which ad-
ditionally admits C∞-smooth cell decomposition (see Section 2). Our main
focus is set on C∞-smooth manifolds and functions, which have not been con-
sidered in [32]. Though the X notation is already established, we prefer our
notation that we consider to be easier to work with.

In the second section, we briefly recall the basics of o-minimality and the
X notation.

In the third section, we commence the study of S functions. There is a
crucial difference between o-minimal geometry and S geometry, namely, the
projection of an S set is not necessarily an S set. This leads to several al-
gebraic problems, because, in general, sums, products and compositions of S
functions are not S functions. The largest class of S functions which is closed
under these basic operations are the uniform S functions; that is, functions
which map bounded sets on bounded sets. (These are those functions for
which Shiota established the above mentioned X differential topology.) De-
spite their algebraic amenities, the uniform S functions have some crucial
disadvantage. The S notation is a local o-minimal concept so that for a de-
finable set A, one expects that all definable function on A are also locally
definable (in an appropriate sense). So we extend our studies to strongly lo-
cally definable functions, in short Ssld functions. This class of functions can
be described as the localization of the uniform S functions by the strictly
positive uniform S functions, and we develop some basic properties of these
functions.

The main result of the forth section is the C∞-smooth approximation of
differentiable Ssld functions with respect to an appropriate topology. This
topology allows us to study the C∞-smooth uniform S diffeomorphisms. As
immediate applications we obtain the existence of C∞-smooth S partition of
unity and separation of closed S sets.

In the fifth section, we will study Ssld diffeomorphisms and their smoothen-
ing. There, we also prove that the C∞-smooth uniform S functions on a closed
C∞-smooth S manifold are dense in the continuously differentiable functions
with respect to the classical Whitney topology.

The different notions of diffeomorphisms gives rise to consider different con-
cepts of diffeomorphism classes, and we will do so in the sixth section. There
we include cardinality questions of diffeomorphism classes of S manifolds.

To obtain a better understanding of the relation between the set of S
diffeomorphisms and Cm diffeomorphisms, compositions of S functions must
be studied. In the final seventh section, we explore sums and compositions
of S functions. Both operations generate a larger class of functions assigned
to the S functions, namely the locally definable functions. We discuss some
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differential topological properties of these functions and show how to construct
them from the Ssld functions and from the S functions.

2. O-minimal structures and the S notation

2.1. O-minimal structures. A subset X of Rn is semialgebraic if X is
the solution of a finite family of real polynomial inequalities. A function is
called semialgebraic if its graph is semialgebraic. A sound introduction to
semialgebraic geometry is provided by [3].

Definition 2.1. A structure M is a collection (Mn)n∈N, where each Mn

consists of subsets of Rn which are called definable subsets, such that:

(S1) every semialgebraic set is definable,
(S2) finite unions, finite intersections and complements of definable sets are

again definable,
(S3) images of definable sets under linear maps are again definable.

The structure M is called o-minimal if in addition

(O) any definable set in R is a finite union of points and open intervals.

A function f is called definable if its graph is definable.

The structure axioms (S1) to (S3) allow us to perform the basic set theoret-
ical operations, addition, multiplication, and they guarantee the definability
of the order relation. They additionally imply that compositions of definable
functions are again definable, and that images and preimages of definable
sets under definable functions are definable. These facts can be found in
[4], [6], [9].

In the presence of the axioms (S1) to (S3), axiom (O) implies what
Grothendieck claimed for a category to be tame, see [17], and it provides us
with powerful geometric tools. Examples of o-minimal structures are found
in [2], [5], [8], [10], [19], [21], [27], [28], [36], [37]. Speissegger proved in [34]
that the Pfaffian closure of an o-minimal structure is again o-minimal.

2.2. Local definability.

Definition 2.2. Let M be an o-minimal structure.

(a) A subset A⊂ R
n is an S set if for all x ∈ R

n there exists a ball B with
center x such that B ∩A is definable.

(b) A continuous function f : A→B is an S function if its graph is an S set.
(c) A manifold M which is imbedded in R

n is called an S manifold if its
underlying set is an S set.

Similar to structures, finite unions and intersections as well as complements
of S sets are S sets again. Moreover, if A is a bounded S set, then A is
definable.
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The collection of all S sets satisfies Shiota’s axioms for X sets, see [32].
This observation allows us to use many facts which Shiota established in [32,
Sections II.1 and II.5].

2.3. Smooth cell decomposition. In our context, the rather technical
definition of cell decomposition is not required, and we refer the reader to
[9] for details. For us, the following definition is sufficient. Let m ∈ N ∪
{∞, ω}. A definable function f : A→R is called a Cm function if there exists
a definable open neighbourhood U of A and a definable Cm function F : U →R

such that F |A = f . Recall that an o-minimal structure admits C∞-smooth cell
decomposition, if for every definable function f : Rn →R there exists a finite
partition of Rn into definable sets A1, . . . ,Ak such that f restricted to Ai is
a Cm function.

Every o-minimal structure admits Cm cell decomposition for finite m, see
[6, Section 7.3]. By applying Cm cell decomposition to a definable unary func-
tion, we see that every definable unary function is piecewise Cm. Recently,
LeGal and Rolin constructed in [21] an o-minimal structure that does not
admit C∞ cell decomposition. However, most known o-minimal expansions of
the real numbers admit at least C∞ cell decomposition, many of them even an-
alytic cell decomposition. The Pfaffian closure of an o-minimal structure pre-
serves analytic cell decomposition, cf. [22]. Both Ran and Rexp admit analytic
cell decomposition and so do all the substructures of their Pfaffian closures.
The o-minimal expansions constructed in [8], [10], [19] admit analytic cell de-
composition. The o-minimal structures generated by certain quasi-analytic
Denjoy Carleman classes and expanded by the exponential function admit
C∞-smooth cell decomposition but not analytic cell decomposition, cf. [28].

2.4. Differential-topology.
Convention: All manifolds are assumed to be imbedded into some R

n.
For every C1 manifold M , we denote by TxM the tangent space in M at x.

By abuse of notation we denote a topological manifold by C0 manifold.
Let M ⊂R

n be a C0 manifold and let ε : M → (0,∞) be a continuous map.
Then we set D0(f − g) := f − g. Let m ≥ 1 be any integer. Suppose that
M ⊂ R

n and N ⊂ R
k are Cm manifolds, and that f : M → N is some Cm

function. For x ∈M , let dfx : TxM → R
k denote the differential of f at x.

Extend dfx to a map from R
n to R

k by composing it with the orthogonal
projection R

n → TxM and denote the resulting map from M to R
nk by Df .

Then, the map (f,Df) : M → R
k ×R

nk is a Cm−1 map. For �= 1, . . . ,m we

inductively define the Cm−�-map D�f : M →R
n�k by D�f :=D(D�−1f).

To simplify notation, we write

‖f − g‖m :=

m∑
�=0

∥∥D�(f − g)
∥∥.
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For a continuous function ε : M → (0,∞) let

Um
ε (f) :=

{
g ∈ Cm(M,N);‖f − g‖m < ε on M

}
.

For m≥ 0, the Cm topology on Cm(M,N) is the coarsest topology for which
the above sets Um

ε (f) are open, where f ranges over all elements of Cm(M,N),
and ε over all elements of C0(M, (0,∞)).

To obtain the o-minimal version of the Whitney topology, we first note
that the tangent mapping of a definable C1 manifold is definable. So let
M ⊂ R

n and N ⊂ R
m be definable Cm manifolds, and let Cm

def(M,N) denote
the definable Cm functions from M to N . Set

Um
ε,def(f) :=

{
g ∈ Cm

def(M,N);‖f − g‖m < ε on M
}
.

Then the Cm
def topology on Cm

def(M,N) is the coarsest topology for which the
above sets Um

ε,def(f) are open, where f ∈ Cm
def(M,N) and ε ∈ C0

def(M, (0,∞)).
Analogously we obtain the S version of the Whitney topology. Let M ⊂R

n

and N ⊂R
k be imbedded Sm manifolds, and let Sm(M,N) denote the Cm S

functions from M to N . Set

Um
ε,S(f) :=

{
g ∈ Sm(M,N);‖f − g‖m < ε on M

}
.

Then the Sm topology on Sm(M,N) is the coarsest topology for which the
above sets Um

ε,S(f) are open, where f ∈ Sm(M,N) and ε : M → (0,∞) is a
continuous S function.

Similar to the Whitney topology, the definable Cm diffeomorphisms be-
tween two definable Cm submanifolds M and N form an open subset of
Cm
def(M,N) with respect to the Cm

def -topology, cf. [29, Lemma II.1.7].
There exist several versions of the concept of closed manifold. Here, a

submanifold M ′ of M is called closed if the underlying set of M ′ is closed
in M . If M is not given, then the underlying set of M ′ is assumed to be
closed in some R

n.

3. Strongly locally definable functions

3.1. Basic properties. In this introducing section, we fix an arbitrary o-
minimal structure and its corresponding collection of S sets.

Let U ⊂ R
n. An S function f : U → R

m is called uniform, if f maps
bounded subsets of U to bounded subsets of Rn. Within the class of uni-
form S functions we can perform the usual operations such as sum, product
and composition. The set of uniform Cm S functions is abbreviated by Sm

u

functions. Notice that linear projections, polynomials, Lipschitz continuous
S functions and S functions with closed domain are uniform. This leads to
a category which we call the S-category. Its objects are the S sets and its
morphisms are the uniform S functions.

If U ⊂R
n is a open definable proper subset, then not every definable con-

tinuous function is an Su function. Moreover, the reciprocal of a strictly
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positive Su function is not necessarily an Su function. This motivates us to
study strongly locally definable functions.

Definition 3.1. Let U ⊂R
n be an S set. A function f : U →R

m is called
strongly locally definable, in short an Ssld function, if for every x ∈ R

n there
is an open ball B with center x such that f restricted to U ∩B is definable.

Evidently, the graph of an Ssld function is an S set so that every continuous
Ssld function is an S function. Sum and product of Ssld functions are Ssld

functions. Moreover, the partial derivatives of differentiable strongly locally
definable function are strongly locally definable functions. The Ck singular
points (k finite) of a continuous strongly locally definable function is an S
set. We abbreviate strongly locally definable Cm function by Sm

sld function for
m ∈N∪ {∞, ω}.

In general, the Ssld functions are not closed under composition. However,
we have the following proposition.

Proposition 3.2. Let f : U → V be an Ssld function, let g : W → U be an
Su function, and let h : V →X be definable. Then f ◦ g and h ◦ f are Ssld

functions.

Proof. Suppose that V ⊂ R
m. Let x ∈ R

m and let B be some open ball
with center x. Then g : V ∩B → U is definable. Moreover, the image of V ∩B
under g is a bounded definable set. Hence, the function f ◦ g restricted to
B ∩ V is definable, so that f ◦ g is strongly locally definable.

Suppose that U ⊂ R
n. Let x ∈ R

n. Then there is a ball B with center x
such that f restricted to B ∩U is definable. Hence, h ◦ f restricted to B ∩U
is definable. �

The Sm
sld functions can be constructed from the Su functions as follows.

Proposition 3.3. Let m ∈N∪{∞, ω}. Let U ⊂R
n be an open S set, and

let W = Sm(U, (0,1)). Then

Sm
sld(U,R) =W−1Sm

u (U,R).

Proof. Let f ∈ Sm
sld(U,R). Then g := 1/(1 + f2) is a strictly positive

bounded Sm function, and fg is a uniform Sm function. So f = (1/g)fg ∈
W−1Sm

u (U,R). �
Alternatively, the Sm

sld functions satisfies the following uniqueness condi-
tion.

Proposition 3.4. Let m ∈ N ∪ {∞, ω}. Let U ⊂ R
n be an open S set.

Then the Sm
sld functions from U to R is the only ring A which satisfies:

(a) Sm
u (U,R)⊂A,

(b) A⊂ Sm(U,R),
(c) if f ∈A with f > 0 on U , then 1/f ∈A.
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Proof. By Proposition 3.3, the smallest algebra A satisfying the above
axioms is Sm

sld(U,R). Let A be the largest among the algebras satisfying the
above axioms. Let f ∈A, then 1+f2 ∈A, thus 1/(1+f2) ∈A. This function
is a bounded strictly positive S function, so it is uniform. Hence, the function
1 + f2 is strongly locally definable, and so is f2. Using the identity

(1) f =
1

4

(
(f + 1)2 − (f − 1)2

)
we see that f is an Sm

sld function. �

4. Approximation of strongly locally definable functions

From now on, we fix an o-minimal expansion M of Rexp that admits C∞-
smooth cell decomposition.

4.1. Approximation. We shall prove the following approximation theorem.

Theorem 4.1. Let U ⊂R
n be an open S set, and let f : U →R be an Sm

sld

function. For every positive continuous S function ε : U → (0,∞) there exists
a C∞-smooth Ssld function g : U →R such that

(2) ‖f − g‖m < ε

on U .
In addition, if S is an S set closed in U containing the closure of all non-

C∞-smooth points of f , and if V is an open S set containing S, then we may
assume that f = g outside of V .

Proof. For every a ∈R
n there exists an open ball B(a) with center a such

that f restricted to B(a) ∩U is definable. Select a locally finite collection of
these balls, {Bi; i ∈N} say, such that

⋃
i∈N

Bi =R
n. We construct a sequence

(fi)i∈N : U →R of Sm
sld functions such that the following holds:

(a) the function fi restricted to U ∩
⋃

j≤iBi is C∞-smooth,

(b) fi = f outside of
⋃

j≤iBi,

(c) fi = fi−1 outside of Bi for i≥ 1,
(d) fi = f outside of V ,
(e) and |fi − f |m < (1− 2−i)ε/2 on U .

Suppose, for instance, we have already constructed this sequence. Then we
may set g := limi→∞ fi, since g is then a C∞-smooth function satisfying in-
equality (2), and g is an S function because of (d) and because the collection
of the balls Bi is locally finite.

Set B0 = ∅ and let f0 := f . Suppose now that fj is already constructed
for j ≤ i − 1. Notice that fi−1 restricted to Bi is a definable Cm function.
So the set of non-C∞-smooth points is contained in a definable subset A of
Bi ∩U ∩ V , closed in U ∩Bi, of dimension less than n. Moreover, because of
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item (a), the function fi restricted to Bi ∩
⋃

j<iBj is C∞-smooth, so that we

may assume that A∩Bj =∅ for j < i. Let δ : Bi ∩U → (0,1] be defined by

δ(u) := min
(
2−i−1ε(u),dist

(
u,∂(U ∩Bi)

))
.

Because of item (a), there is a definable open set W ⊂Bi∩U containing A∩U
such that

W ∩
(
∂(U ∩Bi)∩

⋃
j<i

Bj

)
=∅.

By [14, Theorem 1.1] there is a definable C∞-smooth function h : Bi ∩U →R

such that ‖h− fi−1‖m < δ on Bi ∩U , and h= fi−1 outside of W .
Let fi : U →R be defined by

fi(u) :=

{
h(u), if u ∈Bi,

fi−1(u), if u /∈Bi.

Then, by construction, item (e) is satisfied, and fi is a Sm
sld function on U .

Since h= fi−1 outside of W , item (d) is satisfied, and (b) and (c) are evidently
satisfied by construction. Finally, the fi is C∞-smooth in U ∩

⋃
j≤iBj . �

In general, a close approximation of an Ssld function by an S functions is
not necessarily an Ssld function. But if f is an Su function, every sufficiently
close S function is an Su function. Hence, we have the following corollary.

Corollary 4.2. Let U and V be as in the previous theorem, and suppose
that f is additionally uniform, then we may assume that g is uniform as well.

4.2. Separation of S sets. The Euclidean distance function dist(−,−) is
an Su function if we allow only S sets as second argument, see [32, II.1.2].

Corollary 4.3. Let M ⊂R
n be a C∞-smooth S manifold, and let A,B ⊂

M be disjoint and closed S sets in M . Then there is an S∞
u function φ : M →

[0,∞) such that A⊂ {φ= 0} and B ⊂ {φ= 1}.

Proof. The sets A,B are closed in M . Hence, they are closed in U :=
R

n\∂M . Define the open neighborhood A′ of A by A′ := {u ∈ U : dist(u,A)<
1
4 dist(u,B)} and B′ := {u ∈ U : dist(u,B) < 1

4 dist(u,A)}. Then A′ and B′

are disjoint S sets which are closed in U . Let φ : U → [0,1] be defined by
ψ(u) =min(dist(u,A′),1). The set of non-C∞-smooth points of ψ is contained
in an open S set V ⊂ U whose closure in U is disjoint from A∪B. Hence, by
Theorem 4.1, there is a C∞-smooth S function φ : U → [0,∞) approximating
ψ sufficiently good so that A⊂ {φ= 0} and B ⊂ {φ= 1}. �

The previous corollary leads to the following weak extension of C∞-smooth
functions.
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Corollary 4.4. Let M ⊂ R
n be a C∞-smooth S manifold, and A ⊂ M

an S set which is closed in M . Let U ⊂M be an S set which is open in M
and which contains A. If f : U →R is an S∞

sld function, then there is an S∞
sld

function F : M →R with F |A = f |A. If f is uniform we may assume that F
is uniform.

Proof. Set B =M \U . Select, by Corollary 4.3, an S∞
u function φ : M →

[0,∞) which vanishes in B and equals 1 in A. Define F : M →R by

F (x) :=

{
f(x)φ(x), if x ∈ U,

0, if x ∈M \U.

Then F satisfies the conclusion of the corollary. Evidently, if f is uniform,
then F is uniform. �

4.3. Partition of unity. As next application, we prove a C∞-smooth parti-
tion of unity for S functions. This concept requires a more restrictive notation
of locally finite open cover, otherwise our constructions leave the S setting.

Definition 4.5. Let M ⊂R
n be an S manifold. An open S-cover of M is

a cover {Ui; i ∈N} of M such that:

(a) every Ui is an S set open in M ,
(b) for every x ∈R

n there is a ball B with center x such that there are only
finitely many of the Ui which have nonempty intersection with B.

While item (a) of the previous definition is quite natural, we shall notice
that item (b) implies that every S-cover is a locally finite cover, but item (b)
cannot be replaced by locally finite cover.

Example 4.6. Let U = (0,1), and for i ∈N, let Ui := (1/(i+2),1/i). Then
the collection of the sets Ui is a locally finite cover consisting of open S sets.
Let ρ : R→ [0,1] be defined by

ρ(x) :=

{
min(x,1− x), if 0< x< 1,

0, otherwise.

Let f : (0,1)→R be given by

f(x) =

∞∑
i=1

ρ
(
2i(i+ 2)x− 1/(i+ 2)

)
.

Then the functions fi := f |Ui glue together to f and each of the fi is a contin-
uous S function. However, the function f is not an S function. Notice that
the cover consisting of the Ui fails to be an S-cover at the origin.

However, C∞-smooth partition of unity for S functions holds when the
locally finite cover is also an S-cover.
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Proposition 4.7. Let M ⊂R
n be an S∞ manifold, and let {Ui; i ∈N} be

an S-cover of M . Then there are S∞
u functions φi : M → [0,1] such that:

(a)
∑∞

i=1 φi = 1,
(b) supp(φi)⊂ Ui.

Proof. For every i ∈N, let

Vi :=

{
x ∈ Ui; dist

(
x,Ui

∖⋃
j �=i

Uj

)
≤ 3dist(x,M \Ui)

}

and

Wi :=

{
x ∈M ; dist

(
x,Ui

∖⋃
j �=i

Uj

)
≥ 6dist(x,M \Ui)

}
.

Then Vi and Wi are S-subsets of M , closed in M , and Wi ∩ Vi = ∅ for
I ∈ N. Moreover, the Vi cover M . Select by Corollary 4.3 an S∞

u function
ψi : M → [0,∞) which vanishes on Wi and equals 1 in Vi. Then the functions

φi =
ψi∑∞
j=1ψj

form an S∞
u -partition of unity, and supp(φi)⊂ Ui. �

As a consequence, we obtain the following gluing property for Ssld func-
tions.

Corollary 4.8. Let M ⊂ R
n be an S∞ manifold, let {Ui; i ∈ N} be an

S-cover of M , and let fi : Ui → R be Sm
sld functions for i ∈ N. Then, for any

subset S of N, the function

f =
∑
i∈S

φifi

is an Sm
sld function, where the φi are taken from Proposition 4.7.

Proof. For every i, the product φifi is an Sm
sld function whose support is

contained in M ∩ suppφi. Thus, for every x ∈R
n there is a ball B with center

x such that B intersects only with finitely many of the supports of φifi. Hence,
the function f restricted to B ∩M is definable, so f is an Ssld function. �

5. Diffeomorphisms

In literature, see [32], the study of Sm diffeomorphisms is reduced to those
for which either f or f−1 is a uniform function. One essential reason is that
differential topological methods require classes of functions which are closed
under compositions, and the uniform S functions are the largest class of S
functions which are closed under composition.
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5.1. Diffeomorphisms and uniform functions. So we commence the
study of S diffeomorphisms with the uniform diffeomorphisms. We fix a
strictly positive integer m. To avoid confusions, we agree to the following
denomination.

(a) A diffeomorphism f : M →N is an Sm
u diffeomorphism or a uniform Sm

diffeomorphism, if f is additionally an Sm
u function.

(b) If both f and f−1 are Sm
u diffeomorphisms, we say that f is a bi-uniform

Sm diffeomorphism.

In [32], Shiota has developed the following differential topological results
about uniform S diffeomorphisms.

Theorem 5.1.

(a) The set of S1
u diffeomorphisms between two S1 manifolds M ⊂ R

n and
N ⊂R

m is open in S1
u(M,N).

(b) The set Sm
u (M,N) is dense in S1

u(M,N) for m<∞.
(c) If f : M → N is a bi-uniform Sm diffeomorphism and g is sufficiently

close to f (with respect to the Sm-topology), then g−1 is close to f−1 for
0<m<∞.

Proof. See [32, Theorem II.5.2 and Lemma II.5.3] �

If M ′ is a closed Sm manifold of the Sm manifold M , then the restriction
map

res : Sm
u (M,R)→Sm

u

(
M ′,R

)
is continuous. For further Sm manifolds N and P , and an Sm

u -mapping
h : N → P , the induced mapping h∗ : Sm

u (M,N)→Sm
u (M,P ), defined by

h∗(f) := h ◦ f
is also continuous. Moreover, every S∞ manifold admits an S∞

u retraction
ρ : U →M ; that is, a uniform S∞ function ρ : U →M , where U is an open
neighbourhood of M such that ρ = id on M . The proof works as for Sm-
manifolds, cf. [32, II.5]. In some special cases, we can still use differential
topological methods to obtain density results for Ssld functions. We note the
following corollary of Theorem 4.1.

Corollary 5.2. Let m be a positive integer. Let M ⊂ R
n be an S∞

manifold. Then S∞
sld(M,R) is dense in Sm

sld(M,R).

Proof. Let ε : M → (0,∞) a continuous Su function, and let f ∈ Sm
sld(M,R).

Select an S∞
u retraction ρ : U → M of M . Then, by Proposition 3.2, the

function F := f ◦ ρ : U → R is an Sm
sld extension of f . Let ε̃ := ε ◦ ρ. By

Corollary 4.2, there is a G ∈ S∞
sld(U,R) with ‖G− F‖m < ε̃ on U . Hence, if

g is the restriction of G to M , the continuity of the restriction mapping res
implies that g is close to f . �
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For the following C∞-smooth version of Theorem 5.1(b), we have to restrict
ourselves to uniform functions.

Corollary 5.3. Let M ⊂R
n and N ⊂R

p be S∞ manifolds. Then S∞
u (M,

N) is dense in Sm
u (M,N) with respect to the Sm-topology.

Proof. Let f : M →N be a definable Sm
u function. Select an S∞

u retraction
ρ : U → N where U is an open S neighborhood of N in R

n. The mapping
ρ∗ : Sm

u (M,U)→Sm
u (M,N) is continuous. Take a sufficiently close S∞

u ap-
proximation g : M → U of f , and set h := r∗(g). Note that h is C∞-smooth,
and that h is close to f . �

Hence we obtain the following statement.

Theorem 5.4. Let m≥ 1 be an integer. Two S∞ manifolds M ⊂ R
n and

N ⊂Rm are S∞
u -diffeomorphic if and only if they are Sm

u -diffeomorphic.

Proof. By Theorem 5.1(b), the Sm
u diffeomorphisms from M to N are an

open subset of Sm
u (M,N). Hence, it is enough to choose an S∞

u function
φ : M →N close enough to a given Sm

u diffeomorphism f : M →N . Such φ
exists by Lemma 5.3. �
5.2. Strongly locally definable diffeomorphisms. We shall now prove
a generalisation of Theorem 5.4 to Sm

sld functions without using compositions
of functions.

Theorem 5.5. Let m ≥ 1. Let M and N be S∞ manifolds. Every Sm
sld

diffeomorphism f : M →N can be closely approximated by an S∞
sld diffeomor-

phism g : M →N .

Proof. Let ε : M → (0,∞) be an S0
sld function. We construct an S∞

sld dif-
feomorphism g : M →N with ‖g− f‖m < ε on M .

Select for every i ∈N a definable continuous function εi : M ∩B(i− 1, i+
1)→ (0,1) such that εi < ε/3 on M ∩B(i− 1, i+ 1) and such that εi(x)→
0 as x→ ∂(M ∩B(i− 1, i+ 1)).

Let g−1 := f . We construct a sequence of Sm
sld diffeomorphisms gi : M →N ,

i ∈N, such that:

(a) ‖gi − f‖m < ε on M ,
(b) gi = gi−1 outside of M ∩B(i− 3/4, i+ 1),
(c) gi is C∞-smooth in M ∩Bi+1(0),
(d) ‖gi − gi−1‖m < εi on M ∩B(i− 1, i+ 1)

for i≥ 0. By [14, Theorem 1.4 and Lemma 6.1] there exists a definable C∞

diffeomorphism h0 : M ∩B1(0)→ f(M ∩B1(0)) such that ‖h0 − f‖m < ε0 on
M ∩B1(0).

Define g0 : M →N by

g0(x) :=

{
h0(x), if x ∈M ∩B1(0),

f(x), otherwise.
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Then the function g0 is an Sm
sld diffeomorphism which evidently satisfies the

properties (a)–(d) for i= 0.
Suppose that gi−1 is constructed. By [14, Theorem 1.4], there exits a

definable C∞ diffeomorphism hi : M ∩B(i− 1, i+1)→ f(M ∩B(i− 1, i+1))
such that ‖hi − gi−1‖m < εi on M ∩B(i− 1, i+ 1). Since gi−1 is C∞-smooth
in M ∩ Bi−1/4(0), we may assume by [14, Lemma 6.1] that hi = gi−1 on
M ∩B(i− 3/4, i− 1/2). Define gi : M →N by

gi(x) :=

{
hi(x), if x ∈M ∩B(i− 1, i+ 1),

gi−1(x), otherwise.

Then gi is an Sm
sld diffeomorphism from M to N which is C∞-smooth in

M ∩Bi+1(0), and satisfies ‖gi − gi−1‖m < εi on M ∩B(i−1, i+1). Evidently
gi = gi−1 outside of M ∩B(i− 3/4, i+ 1). Hence, item (a) is also satisfied.
The limit g := limi→∞ gi is the function we look for. Indeed, because of item
(b) the function g is an S∞

sld diffeomorphism, and item (a) implies that g is
close to f . �

We say that two Sm manifolds M and N are Sm
sld-diffeomorphic, if there is

a Cm diffeomorphism f : M →N for which at least one of the functions f or
f−1 is an Ssld function.

We note an immediate consequence of Theorem 5.5.

Corollary 5.6. Let M and N be S∞ manifolds. Then M and N are
S∞
sld-diffeomorphic if and only if they are S1

sld-diffeomorphic.

Although we have stated and proved the previous theorem for C∞-smooth
approximation, the following statement is true.

Remark 5.7. Let M be an arbitrary o-minimal expansion of the reals.
Let 1 ≤ m < � < ∞. Let M ⊂ R

n and N ⊂ Rk be S� manifolds. Then ev-
ery Sm

sld diffeomorphism f : M →N can be closely approximated by an S�
sld

diffeomorphism g : M →N .

5.3. Diffeomorphisms and closed manifolds. We do not yet know any
relation between Cm diffeomorphisms and Sm diffeomorphisms. In general,
a C1 diffeomorphism between S1 manifolds does not imply that the mani-
folds are S1 diffeomorphic. Here, we will prove the density of S∞

u (M,N) in
C1(M,N) with respect to the Whitney topology if M is a closed S manifold.
This is based on the following observation.

Remark 5.8. Suppose M is a closed S∞ manifold. Then every continuous
function f : M → R is uniform. If N is a further closed S∞ manifold, then
every diffeomorphism between them is bi-uniform. If both are compact this is
trivial, and if both are non-compact, then, a diffeomorphism maps bounded
sets on bounded sets, as compact sets are mapped on compact sets. The same
holds for the inverse mapping.
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Next, we prove an approximation of arbitrary Cm functions from R
n to R

by C∞-smooth uniform strongly locally Rexp-definable functions with respect
to the strong Whitney topology. For analytic functions, this is a classical
result of H. Whitney. From the model-theoretic point of view, any analytic
function f : Rn → R is a C∞-smooth strongly locally Ran-definable function.
The structure Ran expands R by infinitely many functions, while the real
exponential field is obtained by expanding the real field only by the graph of
the exponential function.

We shall prove the following theorem.

Theorem 5.9. Let M= Rexp. Let f : Rn → R be a Cm function, and let
ε : Rn → (0,∞) be a continuous function. Then there exists an S∞

u function
g : Rn →R such that ‖f − g‖m < ε on R

n.

Proof. Select a C∞-smooth Rexp-definable function ρ : Rn → R which is
strictly positive in (−3/4,3/4)n and which vanishes outside of (−3/4,3/4)n.
For α ∈ Z

n, let Qα ⊂ R
n denote the closed cube with side length 3/2 and

center α. Then each Qα intersects with 3n − 1 other cubes Qβ .
Define for α ∈ Zn the functions φα : Rn →R by

φα(x) :=
ρ(x− α)∑

β∈Zn ρ(x− β)
.

Then the functions φα form a partition of unity. Moreover, each φα is Rexp-
definable and the support of φα is Qα. Furthermore, there is an M > 0 such
that ‖φα‖m <M on R

n for any α ∈ Z
n. For every α ∈ Z

n, we choose by the
Weierstrass approximation theorem a polynomial pα such that

‖fφα − φαpα‖m <
inf{ε(x);x ∈ [−3,3]n + α}

nmM3n

on [−3,3]n + α. Define g : Rn →R by

g(x) :=
∑
α∈Zn

φαpα.

Then g is an S∞
u function. For α ∈ Z

n let S(α) = {−1,0,1}n + α. Moreover,
for every α ∈ Z

n, we have on Qα:

‖f − g‖m =

∥∥∥∥f −
∑

β∈S(α)

φβpβ

∥∥∥∥
m

=

∥∥∥∥ ∑
β∈S(α)

(f − pβ)φβ

∥∥∥∥
m

≤
∑

β∈S(α)

∥∥(f − pβ)φβ

∥∥
m

≤
∑

β∈S(α)

nm‖φβ‖m
∥∥(f − pβ)

∥∥
m
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<
∑

β∈S(α)

nmM
inf{ε(x);x ∈ [−3/2,3/2]n + α}

nmM3n

= inf
{
ε(x);x ∈ [−3/2,3/2]n + α

}
.

Hence, ‖f − g‖m < ε on Qα for every α ∈ Z
n. �

We note the following immediate corollary of Theorem 5.9.

Corollary 5.10. The set of S∞
u functions from R

n to R is dense in
Cm(Rn,R) with respect to the Cm-topology.

This density also holds for closed manifolds.

Proposition 5.11. Let M ⊂R
n be a closed S∞ manifold. Then S∞

u (M,R)
is dense in Cm(M,R) with respect to the Cm-topology.

Proof. Let f ∈ Cm(M,R). By Whitney’s extension theorem, the function
f is the restriction of a Cm function F : Rn → R to M . Approximate this
function by an S∞

u function G : Rn →R. Then g :=G|M is sufficiently close,
if we choose G sufficiently close to F . �

This allow us to state a more general separation of sets.

Corollary 5.12. Let M ⊂R
n be a closed S∞ manifold, and let A and B

be two closed disjoint subsets. Then there is an S∞
u function φ with

(3) A⊂ {φ= 1} and B ⊂ {φ= 0}.

Proof. Using classical methods, there is a C∞ function Φ : M → R such
that A= {Φ=−1} and B = {Φ= 2}. Choose an S∞

u function φ : M →R for
which ‖φ−Φ‖0 < 1 on M holds true. Then φ satisfies equation (3). �

The following theorem provides us with a criterion to decide whether two
closed S∞ manifolds are bi-uniformly S∞

u -diffeomorphic.

Theorem 5.13. Let M and N be closed S∞ manifolds. Then M and N
are S∞

u -diffeomorphic if and only if they are C1-diffeomorphic.

Proof. Let f : M → N be a C1 diffeomorphism. If M is compact, then
N is also compact, and the statement of the theorem is a consequence of
the Weierstrass approximation theorem. So we may assume that M is not
compact. Then f and f−1 are uniform. By Theorem 5.9, the S∞

u functions
from M to N are dense in C1(M,N) with respect to the C1-topology. Thus,
a sufficiently close S∞

u approximation g of f is S∞
u diffeomorphism from M

to N . �
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6. Diffeomorphism classes

In analogy to diffeomorphism classes in classical differential geometry, we
define diffeomorphism classes for S manifolds. We commence with uniform
diffeomorphism classes.

Definition 6.1. Let 1≤m be an integer, or letm=∞. Two Sm manifolds
M and N are called Sm

u -equivalent if there exists a bi-uniform Sm diffeomor-
phism between M and N . An Sm

u diffeomorphism class is the collection of
all Sm manifolds which are bi-uniformly Sm

u -diffeomorphic to one given Sm

manifold.

Since compositions of Su functions are Su functions, the manifolds in an
Sm
u diffeomorphism class are Sm

u equivalent. In the following, we investigate
some properties of Sm

u diffeomorphism classes. First, we prove the following
fundamental theorem.

Theorem 6.2. Let M be an Sm manifold. Then there is an S∞ manifold
N and a bi-uniform Sm diffeomorphism φ : M → N which may be chosen
Sm
u -close to identity.

Proof. Let ε : M → (0,∞) be a continuous S function. For any r > 0, let
Br denote the open ball with radius r and center 0, and let B0 = ∅. We
construct a sequence of Sm manifolds M0,M1, . . . and Sm

u diffeomorphism
φ0 : Mi →Mi+1 such that f or all i:

(a) Mi ∩Bi is a C∞-smooth manifold.
(b) φi is identity on Mi ∩Bi−1 and outside of Mi ∩Bi+1.
(c) ‖φi − id‖m < ε/3 on Mi.

We may assume that 0 /∈M . Set M0 :=M , and φ−1 = id. Suppose now that
for j ≤ i, the manifolds Mj and for j < i the diffeomorphisms are constructed.
Consider Ni :=Mi∩Bi+1. This is a definable Cm manifold. Let δ : Ni → (0,1)
be defined by

δ(x) := min

(
1

3
ε(x),dist(x,∂Ni),dist(x,Bi+1)

)
.

By [14, Theorem 1.5] applied to Ni and Ni \Bi−1/2 in place of M and V , we
obtain a C∞-smooth definable manifold Pi and a definable Cm diffeomorphism
ψi : Ni → Pi such that ‖ψi − id‖m < δ on Ni, and ψi restricted to Ni∩Bi−1/2

is identity. Hence, we may define the Sm manifold Mi+1 as the union of Pi

and Mi \Bi+1 and φi : Mi →Mi+1 by

φi(x) :=

{
x, if x ∈Mi \Bi+1,

ψi(x), if x ∈Mi ∩Bi+1.
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So ‖φi − id‖m < ε/3 on Mi and φi restricted to Mi ∩Bi+1 and Mi \Bi+1 is
identity. Hence, by construction,

‖φi ◦ φi−1 ◦ · · · ◦ φ0 − id‖m < ε

on M . The limit φ := limi→∞ φi ◦φi−1 ◦ · · · ◦φ0 is a bi-uniform Sm diffeomor-
phism and ‖φ− id‖m < ε on M . �

As a consequence, we obtain the following statements about Sm
u diffeomor-

phism classes.

Corollary 6.3. Let T be an Sm
u diffeomorphism class. Then T contains

an S∞ manifold.

Corollary 6.4. Let T be an Sm
u diffeomorphism class of Sm submanifolds

of Rn. Then T contains an S∞ manifold.

It is evident that the cardinal number of an Sm
u diffeomorphism class can

have at least the power of continuum. But also the set of all diffeomorphism
classes has at least the power of continuum, as we shall prove in the following
proposition.

Proposition 6.5. Let 1≤m be an integer, or let m=∞. The set of Sm
u

diffeomorphism classes has at least the power of continuum.

Proof. We construct a set of pairwise non-C1-diffeomorphic S∞ manifolds
which has the power of continuum. For n ∈ N, let Qn ⊂ R

2 denote the open
square with vertices (n − 1,0), (n − 1,1), (n,0) and (n,1). For a sequence
s = (sn)n∈N ∈ {0,1}N, we let Qs

n be the square Qn from which we take off
2n+ sn points. Let s, t ∈ {0,1}N. Then Qs

n and Qt
m cannot be diffeomorphic

if n �=m, and, if sn �= tn for some n, then Qs
n and Qt

n cannot be diffeomorphic.
Having in mind that the sets Qs

n and Qs
m are disjoint for n �=m, we define

the S∞ manifold Ms by Ms :=
⋃

n∈N
Qs

n. For s, t ∈ {0,1}N with s �= t, the
manifolds Ms and Mt are not diffeomorphic. So the map assigning to each s
the diffeomorphism class containing Ms is injective. As {0,1}N has the power
of continuum, the set of S∞

u diffeomorphism classes has at least the power of
continuum. �

The proof of the previous proposition has shown more. Therefore, we the
following version of diffeomorphism classes.

Definition 6.6. Let m be a positive integer or m=∞.

(a) Two Sm manifolds are called Cm-equivalent if they are Cm-diffeomorphic.
(b) A Cm

S diffeomorphism class is the collection of all Sm manifolds which are
Cm-diffeomorphic to one given Sm manifold.

In the proof of Proposition 6.5, we have also proved the following corollary.

Corollary 6.7. Let 1 ≤m be an integer, or let m =∞. The set of Cm
S

diffeomorphism classes has at least the power of continuum.



302 A. FISCHER

For m≥ 1, every Sm
u diffeomorphism class is contained in some Cm

S diffeo-
morphism class. The amount of Sm

u diffeomorphism classes contained in some
Cm
S diffeomorphism class can have the power of continuum.

Proposition 6.8. There is a Cm
S diffeomorphism class D for which the

cardinal number of the set of Sm
u diffeomorphism classes contained in D has

at least the power of continuum

Proof. For n ∈N, let Qn ⊂R
2 denote the open cube with the vertices (n,0),

(n,1), (n+ 1,0) and (n+ 1,1) minus n points. Set Pn(0) =Qn and Pn(1) =

τ(Qn) where τ : R × (−1,1) → R
2 is the function τ(x, y) = (x, y/

√
1− y2).

Then Pn(1) and Pn(0) are diffeomorphic, but Pn(i) and Pm(j) are not
diffeomorphic for any choice of i and j and m �= n. Therefore, if (sn)n∈N,
(tn)n∈N ∈ {0,1}N are different sequences, the S∞ manifolds

⋃
n∈N

Pn(sn) and⋃
n∈N

Pn(tn) are not S∞
u -diffeomorphic. However, they are Cm-diffeomorphic.

�
In the final Section 7, we will be able to describe Cm

S diffeomorphism classes
using only Sm diffeomorphisms.

7. Sums and compositions of S functions

It is somewhat dissatisfying that a bounded open interval and the real
line are not in the same S1

u diffeomorphism class although they are definably
diffeomorphic. In this section, we study sums and compositions of S functions.
Notice that, in general, neither a sum nor a composition of S functions is an
S function.

7.1. Locally definable functions. To obtain a better understanding of
this phenomenon, we use a weaker concept of locally definable function.

Definition 7.1.

(a) A set X ⊂ R
n is called locally definable, if for every point x ∈ X there

exists an open ball B containing x such that B ∩X is definable.
(b) A function f between locally definable sets X and Y is called locally

definable, if for every x ∈X there exists a ball B containing x such that
f restricted to B ∩X is definable.

We denote the locally definable Cm functions from U to W by Sm
loc(U,W ).

It is evident that a closed locally definable set is an S set and, if M is a
closed S set and f : M →R

n is a continuous locally definable function, then
f is actually an Su function. The locally definable functions are closed under
composition of which we assure ourselves next.

Proposition 7.2. Let M , N and P be locally definable sets. Let f : M →
N and g : N → P be locally definable continuous functions. Then the compo-
sition g ◦ f is locally definable.
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Proof. Let x ∈ M , and y = f(x). then there is an ε > 0 such that g re-
stricted to Bε(y)∩N is a definable function. The continuity of f implies that
there is a δ > 0 such that f(Bδ(x))⊂Bε(y). By a further shrinking of δ, we
may assume that f restricted to Bδ(x) is definable. Then g ◦ f restricted to
Bδ(x) is definable. �

Since addition and multiplication are locally definable functions, the set
Sm
loc(M,R) forms a ring with addition and multiplication of functions.

7.2. Sums. The locally definable functions are not arbitrarily chosen. They
can be constructed from the Sm functions in several ways. We show their
algebraic construction starting with Sm(M,R).

Proposition 7.3. Let m ∈N∪ {∞}, and let M ⊂R
n be an Sm manifold.

The group (Sm
loc(M,R),+) is the smallest group containing (Sm(M,R),+).

Proof. Let f ∈ Sm
loc(M,R). Then (f−1)2 and (f+1)2 belong to Sm

loc(M,R).
By the identity (1) we see that every Sm

loc function is a difference of nonnegative
Sm
loc functions. Hence, may assume that f ≥ 0 on M . Let U =R

n \ (∂M). By
Corollary 5.2, there is an Sm

u function g : U → (0,∞) which satisfies∥∥g− dist(−, ∂M)
∥∥
0
<

1

2
dist(−, ∂M)

on M . Then 1/g is an Sm
sld function. Let h := f + 1/g. Then h is an Sm

loc

function whose graph is closed. So h is an Sm function, and

(4) f = h− 1/g. �

The proof of the previous proposition also implies the following notable
corollary.

Corollary 7.4. Every Sm
loc function is the sum of two Sm functions.

Proof. By equation (1), every Sm
loc function f is the difference of two non-

negative Sm
loc functions f1 and f2. Then, by equation (4), we have fi =

hi − 1/gi for i = 1,2, where h1 and h2 are Sm functions. Note that the
choice of the function g in the proof of Proposition 7.3 depends only on the
domain U , so we may assume that g1 = g2, so f = h1 + (−h2). �

For subanalytic functions, we may note that any analytic function with
subanalytic domain is the sum of two analytic subanalytic function. This
has been shown in [16]. A finite sum of locally definable functions is again
a locally definable function. Hence, a finite sum of S functions is a locally
definable function. The previous corollary implies the following one.

Corollary 7.5. Let M ⊂R
n be an Sm manifold, and let f1, . . . , fr : M →

R
k be Sm functions. Then there are g1, g2 ∈ Sm(M,Rk) such that f1 + · · ·+

fr = g1 + g2.
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7.3. Compositions. In the subanalytic setting, every analytic function with
subanalytic domain is the composition of two analytic subanalytic functions,
see [15]. In the present situation, we obtain a stronger version for the de-
composition of locally definable C∞-smooth functions into compositions of
C∞-smooth Ssld functions. We shall prove the following theorem.

Theorem 7.6. Let M and N be Sm manifolds, and let f : M →N be a
locally definable Cm function. Then there are:

(a) a closed Sm manifold P ,
(b) an Sm

sld diffeomorphism φ : M → P whose inverse φ−1 is an Sm
u function,

(c) an Sm
u function ψ : P →N ,

such that f = ψ ◦ φ.

Proof. Select by Corollary 5.2 an Sm
u function h : M → (0,∞) such

that h(x) → 0 as x → ∂M or ‖x‖ → ∞. Define P as P := {(x, t) ∈ M × R;
h(x)t= 1}. Then P is a closed Sm manifold, and the map φ : M → P ,

φ(x) :=

(
x,

1

h(x)

)
is an Sm

sld diffeomorphism whose inverse is the projection on M . Therefore φ
is an Sm

u function. Let ψ := f ◦ π. Since the composition of locally definable
maps is again locally definable, and P is a closed set, the function ψ is an Sm

u

function. Evidently we have ψ ◦ φ= f ◦ π ◦ φ= f . �

The previous theorem allows us to get a better understanding of composi-
tions of Sm functions.

Corollary 7.7. Let M1, . . . ,Mr be Sm manifolds and let fi : Mi →Mi+1

be an Sm function for i= 1, . . . , r− 1. Then there are a closed Sm manifold
N , an Sm

sld diffeomorphism φ : M1 →N and an Sm
u function ψ : N →Mr such

that

fr ◦ · · · ◦ f1 = ψ ◦ ψ.

Moreover, the class of Sloc functions is very rich. We actually have the
following corollary.

Corollary 7.8. Let M and N be Sm manifolds. Then M and N are
locally definably Cm-diffeomorphic if and only if they are C1-diffeomorphic.

Proof. By the proof of Theorem 7.6, both manifolds M and N are Sm-
diffeomorphic to closed Sm manifolds P and Q, respectively. By Theorem 6.2,
both P and Q are Sm-diffeomorphic to closed C∞-smooth S manifolds R
and S, respectively. Since R and S are C1-diffeomorphic, they are S∞

u -
diffeomorphic by Theorem 5.13. Hence, since compositions of locally definable
functions are locally definable functions, the manifolds M and N are locally
definably Cm-diffeomorphic. �
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This leads to the following corollary.

Corollary 7.9. Let M and N be Sm manifolds which are C1-diffeomor-
phic. Then there is a closed Sm manifold P , an Sm

sld diffeomorphism φ : M →
P and a uniform Sm diffeomorphism ψ : P →N .

Finally we obtain an alternative description of Cm
S diffeomorphism class by

means of Ssld diffeomorphisms.

Corollary 7.10. For every Cm
S diffeomorphism class C, there exists a

closed C∞-smooth S manifold P ∈C such that every manifold M ∈C is Sm
sld-

diffeomorphic to P .

7.4. Sheaves. The concept of sheaves needs to be adopted to the S setting.

Definition 7.11. An S-sheaf F on an S set U consists of the following
data.

(a) For every open S set X ⊂ U there is a sub-R-algebra F(X) of continuous
Ssld functions from X to R given.

(b) For every inclusion X ⊂ Y ⊂ U of open S sets, the inclusion map ι : X →
Y induces an R-algebra homomorphism h : F(Y )→F(X) by h(f) = f ◦ ι.

(c) Let {Ui; i ∈N} be an open S-cover of U . Suppose that for each i ∈N there
is an fi ∈ F(Ui) such that for i, j ∈N the functions fi and fj coincide on
Ui ∩Uj . Then there is an f ∈ F(U) such that f = fi on Ui.

A morphism of S-sheaves is defined as follows.

Definition 7.12. A morphism of S-sheafs from F (on U ) to G on (V )
consists of a continuous S function f : V → U for which inverse images of
S sets are S sets such that for every S set U ′ ⊂ U there is an R-algebra
homomorphism θ′ : F(U ′)→G(f−1(U ′)) given by

θ′(h) = h ◦ f
restricted to f−1(U ′). The collection of R-algebra homomorphisms is denoted
by θ. In short we say that (f, θ) : F →G is an S-sheaf morphism.

Remark 7.13. If we replace R-algebra by R-vector space in the previous
definitions we obtain S-sheaves of vector spaces and its corresponding mor-
phisms.

To claim that the S function f of the previous definition imply that preim-
ages of S sets are S set is not superfluous. Not even the class of strongly
locally definable functions satisfies this property. We shall need the following
proposition.

Proposition 7.14. Let M be an o-minimal expansion of Rexp. Let f : V →
U be a continuous S function which is not uniform, where U is an S∞ man-
ifold. Then there is a bounded S∞ function g : U → R such that g ◦ f is not
an S function.



306 A. FISCHER

Proof. Consider the definable function h : R→ [0,1], defined by

h(t) := e4e−1/te1/(t−1)χ[0,1](t).

Then g : R→ [0,1], defined by

g̃(t) :=
∑
z∈Z

h(t− z)

is a bounded, periodic S∞ function. In particular, we have g̃(z) = 0 and
g̃(1/2 + z) = 1 for z ∈ Z. Define g : U → [0,1] by g(x) := g̃(‖x‖2). Since f is
not uniform, there exists a bounded S set V ′ of V , such that f(V ′) is not
bounded. Since V ′ is definable, we may assume that V ′ is even connected.
Therefore, f(V ′) is a connected unbounded set. We assume that g ◦ f is an
S function. Then g ◦ f is a bounded S function so that its restriction to
V ′ is actually definable. Hence (g ◦ f)−1(1) is a definable set, and therefore
it has only finitely many connected components. On the other hand, the
set g|−1

f(V ′)(1) has infinitely many connected components. Thus g ◦ f is no S
function. �

We apply this proposition to morphisms of S-sheaves in the proof of the
following corollary.

Corollary 7.15. Let F and G be S-sheafs of functions on U ⊂ R
n and

V , respectively. Let (f, θ) : F →G be a morphism of S sheafs such that F(U)
contains all the restrictions of bounded S∞ functions on R

n to U . Then
f : V → U is a uniform continuous S function.

Proof. Suppose that f is not uniform. Since F(U) contains all bounded
S∞ functions, there is a bounded S∞ function g ∈ F(U), such that g ◦ f is
not an S function by Proposition 7.14. But then, for U ′ = U , the function
θ′(g) = g ◦ f /∈ G(V ). A contradiction. �

As a consequence of Proposition 3.2, we note the following corollary.

Corollary 7.16. Let M and N be two C∞-smooth S manifolds, and let
f : M →N be a C∞-smooth uniform S function. Then

g → g ◦ f

is an R-algebra homomorphism from the R-algebra of C∞-smooth strongly
locally definable functions on N to the C∞-smooth strongly locally definable
functions on M . Its restriction to the C∞-smooth uniform S∞ functions is
also an R-algebra homomorphism.

We already know that bi-uniform S∞-diffeomorphisms are closed under
compositions. Thus, Proposition 3.2 implies the following corollary.
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Corollary 7.17. Let M and N be two C∞-smooth S manifolds, and let
f : M →N be a C∞-smooth S function. Then

g → g ◦ f
is an R-algebra isomorphism from the R-algebra of C∞-smooth strongly locally
definable functions on N to the C∞-smooth strongly locally definable functions
on M if and only if f is a bi-uniform S∞ diffeomorphism.

Proof. Corollary 7.16 implies that the bi-uniformity of f is necessary, and
Proposition 3.2 says that the bi-uniformity is sufficient. �

We continue with the following consequence of Proposition 3.3.

Corollary 7.18. Let θ1, θ2 : S∞
sld(U,R)→S∞

sld(V,R) be two R-algebra ho-
momorphisms which coincide on S∞

u (U,R). Then θ1 = θ2.

Proof. Both homomorphisms θ1 and θ2 map units on units, and the set W
from Proposition 3.3 consists only of units in S∞

sld(U,R). Since S∞
sld(U,R) is

the localization of S∞
u (U,R) with respect to W , the statement of the corollary

follows. �

It is worth mentioning that an R-algebra homomorphism form S∞
sld(U,R) to

S∞
sld(V,R) always maps strictly positive functions on strictly positive functions,

as these functions are squares and units. We do not know if every R-algebra
homomorphism between algebras of S∞

u functions maps strictly positive func-
tions on strictly positive functions. If an R-algebra homomorphism maps a
strictly positive unit to a unit, this unit is strictly positive, since every strictly
positive uniform S∞ function is the square of a strictly positive uniform S∞

function. However, the image of a strictly positive function is a square.

Corollary 7.19. Let θ : S∞
u (U,R) → S∞

u (V,R) be an R-algebra homo-
morphism, which maps strictly positive functions on strictly positive func-
tions. Then θ lifts up to a unique R-algebra homomorphism from S∞

sld(U,R)→
S∞
sld(V,R).

Another observation is the following. An R-algebra homomorphism Θ :
S∞
sld(U,R)→S∞

sld(V,R) maps bounded functions to bounded functions. If f ∈
S∞
sld(U,R) → and there is a c ∈ R such that |f | < c, then c − f > 0, hence

Θ(c−f)> 0, and therefore Θ(f)< c and similarly Θ(f)>−c. Unfortunately,
we do not know if Θ maps uniform functions on uniform functions. However,
on the level of S-sheafs, we do have the following correspondence.

Proposition 7.20.

(a) Let (θ, f) : S∞
u (U,R)→S∞

u (V,R) be a morphism of S-sheafs. Then (θ, f)
lifts up to a uniquely determined morphism of S-sheaves (Θ, f) : S∞

sld(U,
R)→S∞

sld(V,R).
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(b) Let (Θ, f) : S∞
sld(U,R) → S∞

sld(V,R) be a morphism of S-sheafs. Then
(Θ, f) induces a uniquely determined morphism of S-sheaves (θ, f) :
S∞
u (U,R)→S∞

u (V,R).

Proof. Let U ′ ⊂ U , then θ′(h) = h ◦ f . Define Θ′ : S∞
sld(U,R)→S∞

sld(V,R)
by Θ′(h) = h◦f . So Θ′ is an R-algebra homomorphism. Since θ′ maps strictly
positive functions to strictly positive functions, Θ′ is the unique homomor-
phism. The second statement follows from the fact that f is always a uniform
S function. �
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