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RANDOM WALKS AND APPROXIMATE INTEGRATION ON
COMPACT HOMOGENEOUS SPACES

MICHAEL TAYLOR

Abstract. We discuss methods of producing random walks on
a compact homogeneous space X and examine how they lead to

approximate evaluation of integrals of elements of various func-
tion spaces, including Lp spaces, Lp-Sobolev spaces, and Hölder
spaces.

1. Introduction

We explore methods of choosing points xj (randomly) on a compact ho-
mogeneous space X such that, given an integrable function f on X , we
have

(1.1)

∫
X

f dμ= lim
N→∞

1

N

N−1∑
j=0

f(xj),

at least with high probability. We assume X has a Riemannian metric, with
associated volume measure μ, normalized so that μ(X) = 1, and we assume
that a compact Lie group G acts transitively on X , as a group of isome-
tries.

To help put this work in perspective, we recall one approach to (1.1).
Namely, let ξ = (xj) be a sequence of points chosen independently and ran-
domly on X , with probability distribution μ. That is to say,

(1.2) ξ ∈
∞∏
j=1

(X,μ) = (Ξ, ν),
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the infinite Cartesian product, with product measure. Write the right-hand
side of (1.1) as limN→∞AN (ξ)f , where

(1.3) AN (ξ)f =
1

N

N−1∑
j=0

f(xj).

Clearly

(1.4) f ≡ 1 =⇒ AN (ξ)f ≡ 1.

Also, if

(1.5)

∫
X

f dμ= 0, f ∈ L2(X,μ),

then independence implies orthogonality, and we have

(1.6)
∥∥AN (·)f

∥∥2
L2(Ξ,ν)

=
1

N2

N−1∑
j=0

‖f‖2L2(X,μ) =
1

N
‖f‖2L2(X,μ),

which tends to 0 as N →∞ like C/N , so

(1.7)
∥∥AN (·)f

∥∥
L2(Ξ,ν)

= ‖f‖2L2(X,μ)N
−1/2.

Putting together (1.4) and (1.5)–(1.7), we have

f ∈ L2(X,μ),

∫
X

f dμ= a

=⇒
∥∥AN (·)f − a

∥∥
L2(Ξ,ν)

= ‖f − a‖L2(X,μ)N
−1/2,

(1.8)

which by Chebyshev’s inequality implies, for κ > 0,

(1.9) ν

({
ξ ∈ Ξ :

∣∣AN (ξ)f − a
∣∣≥ κ√

N

})
≤ κ−2‖f − a‖2L2(X,μ).

This quantifies the statement that, with high probability, one can approximate∫
X
f dμ to within CN−1/2 by (1.3). This result is a special case of the weak

law of large numbers.
We recall that the strong law of large numbers provides results on conver-

gence

(1.10) AN (ξ)f −→
∫
X

f dμ,

for ν-a.e. ξ ∈ Ξ. One approach to this is to consider the one-sided shift

(1.11) σ : Ξ−→ Ξ, σ(x1, x2, x3, . . . ) = (x2, x3, x4, . . . ).

Given f ∈ Lp(X,μ),1≤ p <∞, define

(1.12) F ∈ Lp(Ξ, ν), F (ξ) = f(x1).
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Then

(1.13) AN (ξ)f =
1

N

N−1∑
j=0

F
(
σj(ξ)

)
,

and the result

(1.14) AN (ξ)f −→
∫
X

f dμ=

∫
Ξ

F dν, ν-a.e., and in Lp(Ξ, ν),

follows from Birkhoff’s Ergodic theorem, given that

(1.15) σ in (1.11) is ergodic,

which is equivalent to the statement that

(1.16) G ∈ L2(Ξ, ν), G=G ◦ σ ν-a.e. =⇒ G= const., a.e.

We mention that (1.15) is a special case of Proposition 3.1 below, though one
can give a proof of (1.15) that is much simpler than our proof of Proposi-
tion 3.1. (Cf. [15], p. 201.)

While the result (1.8)–(1.9) is called “weak” and the result (1.14) is called
“strong,” we note that the former result is not strictly weaker than the latter,
since the former is accompanied by an explicit quantitative estimate.

Implementing the approximation to
∫
X
f dμ described above requires one to

have a method for picking xj ∈X randomly, with probability distribution μ.
We mention some cases where such random choices are available. One case
is the circle S1 = R/(2πZ), with measure given by dθ/2π, which is measure
theoretically equivalent to the interval I = [0,1]. Many high level program-
ming languages have canned routines to pick random points here. Taking
products yields such random choices on tori Tn. One can also choose random
points on the unit sphere Sn−1 ⊂ R

n, as follows. Using a change of vari-
able, one can take the uniform distribution dt on {t ∈ [0,1]} to the Gaussian

distribution π−1/2e−t2 dt on R, and, taking products, choose random points

x ∈R
n with Gaussian distribution π−n/2e−|x|2 dx. Then the standard projec-

tion R
n \ 0→ Sn−1 given by x → x/|x| gives random points on Sn−1. Conse-

quently, we can produce random points on SU(2)≈ S3, hence on SO(3), which
is covered by SU(2), and also on SO(4), which is covered by SU(2)× SU(2).

Moving on to other cases, such as X = G = SO(n), n ≥ 5, other SO(n)-
homogeneous spaces, such as Grassmannians, and other compact Lie groups
and associated homogeneous spaces, it is not so easy to pick random points,
and we are motivated to produce other methods to carry out (1.1).

Here we discuss a method that involves random walks on G, and associated
random walks on X . There is a substantial literature on random walks on
groups, including [8], [7], [6], [3], [12], [4], [5], [10], [13], [1], [9], [2], [16], and
references given there. However, the particular problems we treat here are
somewhat different from the problems these works emphasize. Here, we study
how uniformly distributed on X are individual paths of random walks. The
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emphasis on the papers mentioned above is on how close to uniform is the
probability distribution μk of the location, at step k, of all possible random
walks. Of course, there are points of contact, particularly involving analysis
of the operator A, defined below in (1.29). We give more details on this at
the end of Section 2.

To illustrate the distinction, suppose one picks independent, random paths
ξj , fixes k, and takes xj to be the position of ξj at step k. Then the right side
of (1.1) tends, not to

∫
X
f dμ, but to

∫
X
f dμk. Instead, one might evaluate

the jth random path ξ at step kj , with kj ↗∞. In either case, one throws
away the bulk of the intermediate steps of the random walks, and this is not
what we want to do.

We continue with a description of the program of this paper. Let Y be a
compact Hausdorff space, equipped with a probability measure P (frequently,
Y will be a finite point set), and let

(1.17) R : Y −→G

be continuous. Given ωj ∈ Y , we write Rωj ∈G. We assume the following.

(1.18) We have a method to pick random points in Y,

with distribution given by P . Form

(1.19) (Ω,Q) =

∞∏
k=1

(Y,P ),

with product measure Q, and denote a point in Ω by ω = (ω1, ω2, ω3, . . . ).
Given f ∈ Lp(X,μ), set

(1.20) T (ω1)f(x) = f(Rω1x),

and, for k ∈N,

Tk(ω)f(x) = T (ω1) · · ·T (ωk)f(x)(1.21)

= f(Rωk
· · ·Rω1x).

Then set

(1.22) AN (ω)f(x) =
1

N

N−1∑
k=0

Tk(ω)f(x).

We will show that analogues of (1.8)–(1.9) and (1.14) hold, that is,

(1.23) AN (ω)f −→
∫
X

f dμ,

either with high probability, or for Q-a.e. ω ∈ Ω, under certain natural con-
ditions, essentially (modulo some natural technicalities) that

(1.24) the group generated by g−1
0 R(Y )⊂G is dense in G,
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where we fix y0 ∈ Y and set g0 = Ry0 . In Section 2 we produce analogues
of (1.8)–(1.9) and in Section 3 we produce analogues of (1.14). Both con-
structions involve variants of the arguments sketched above, though they are
necessarily substantially more elaborate, requiring further tools, including
techniques from representation theory and harmonic analysis.

We describe two types of examples of particular interest.

Example 1.1. G= SO(n). We take the points xj in (1.1) to be defined in
terms of products of randomly chosen reflections. In more detail, we set

(1.25) Y = Sn−1 × Sn−1, ωj = (αj , βj), αj , βj ∈ Sn−1,

and

(1.26) Rωj =RαjRβj ,

where, given α ∈ Sn−1, Rα is the reflection across the (n−1)-plane orthogonal
to α. Construction of random points in Sn−1 was described above. The fact
that each g ∈ SO(n) is a product of (an even number of) reflections (n of them
if n is even, n− 1 if n is odd) implies (1.24).

Example 1.2. G is a general compact Lie group, and Y = {g0, . . . , gK} ⊂G
is a finite subset, with R : Y ↪→G the inclusion. We pick pj ∈ (0,1) such that∑K

0 pj = 1, and assign probability pj to gj . We make the hypothesis (1.24).

In the following sections, we see how (1.23) works in the context of (1.24),
with particular emphasis on Examples 1.1–1.2. To describe the results, set

(1.27) g = f + g, g =

∫
X

g dμ,

∫
X

f dμ= 0.

In Section 2 we show that, for g ∈ L2(X),∥∥AN (·)g− g
∥∥2
L2(X×Ω)

(1.28)

≤ 1

N

{
‖f‖L2(X) + 2

N−1∑
k=1

∥∥Akf
∥∥
L2(X)

}
‖f‖L2(X),

where

(1.29) A=

∫
Y

T (ω1)dP (ω1).

The right-hand side of (1.28) vanishes as N →∞ provided Ak → 0 strongly
on

L2
0(X) =

{
f ∈ L2(X) :

∫
X

f dμ= 0

}
,

that is,

(1.30)
∥∥Akf

∥∥
L2(X)

≤ εk(f)→ 0, ∀f ∈ L2
0(X).
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If Ak → 0 in norm on L2
0(X), which implies

(1.31)
∥∥Akf

∥∥
L2(X)

≤Be−αk‖f‖L2(X), ∀f ∈ L2
0(X),

we get

(1.32)
∥∥AN (·)g− g

∥∥
L2(X×Ω)

≤ C

N1/2
‖f‖L2(X),

parallel to (1.7). We give general conditions guaranteeing (1.30) or (1.31), and
see that for Example 1.1, (1.31) holds, while for Example 1.2, the hypothesis
(1.24) implies (1.30).

In Section 3 we show that, if f ∈ Lp(X),1≤ p <∞,

(1.33) AN (ω)f(x)−→
∫
X

f dμ, μ×Q-a.e., and in Lp(X ×Ω),

as N →∞, provided the following ergodic property holds:

g ∈ L2(X), T (ω1)g = g for P -a.e. ω1 ∈ Y
(1.34)

=⇒ g constant, μ-a.e.

This result is parallel to the strong law of large numbers. It does not have
the quantitative features of (1.28) and (1.32).

In Section 4, we interpolate the L2 estimates of Section 2 and other esti-
mates to estimate ‖AN (·)g − g‖Lp(X×Ω), for 1< p <∞. Using the fact that
the operators AN (ω) on Lp(X) commute with powers of the Laplace operator,
we also estimate

(1.35)

∫
Ω

∥∥AN (ω)g− g
∥∥p
Hs,p(X)

dQ(ω),

where Hs,p(X) denotes the Lp-Sobolev space of regularity index s. Via the
Sobolev embedding theorem, this leads, under the hypothesis (1.31), to

(1.36)

∫
Ω

∥∥AN (ω)g− g
∥∥p
C(X)

dQ(ω)≤CN−p/p#‖g− g‖pHs,p(X),

valid for sp > dimX , where

p

p#
= 1, 2≤ p <∞,

(1.37)
p− 1, 1< p≤ 2.

As a corollary of this, we produce an estimate of the left side of (1.36) when
g satisfies a Lipschitz–Hölder condition.

Note. For notational convenience, we often write Lp(X) and Lp(X ×Ω)
in place of Lp(X,μ) and Lp(X ×Ω, μ×Q).
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2. Quantitative L2 results

We take notation as in Section 1 and assume f ∈ L2(X,μ). Clearly

(2.1) f ≡ 1 =⇒ AN (ω)f ≡ 1.

We next take

(2.2) f ∈ L2
0(X,μ), i.e.,

∫
X

f dμ= 0.

We have∥∥AN (·)f
∥∥2
L2(X×Ω)

(2.3)

=
1

N2

∑
0≤k,�≤N−1

∫
Ω

(
Tk(ω)f,T�(ω)f

)
L2(X)

dQ(ω)

=
1

N2

{
N‖f‖2L2(X)

+
∑

k<�≤N−1

∫
Ω

(
Tk(ω)f,Tk(ω)T (ωk+1) · · ·T (ω�)f

)
L2(X)

dQ(ω)

+
∑

�<k≤N−1

∫
Ω

(
T�(ω)T (ω�+1) · · ·T (ωk)f,T�(ω)f

)
L2(X)

dQ(ω)

}

=
1

N2

{
N‖f‖2L2(X)

+
∑

k<�≤N−1

∫
Ω

(
f,T (ωk+1) · · ·T (ω�)f

)
L2(X)

dQ(ω)

+
∑

�<k≤N−1

∫
Ω

(
T (ω�+1) · · ·T (ωk)f, f

)
L2(X)

dQ(ω)

}
,

the last identity because each Tk(ω) and T�(ω) are unitary on L2(X). To
proceed, set

(2.4) A=

∫
Y

T (ω1)dP (ω1).

We have (for  > k)

(2.5)

∫
Ω

T (ωk+1) · · ·T (ω�)dQ(ω) =A�−k.

If we take f to be real valued and note that T (ωj) is reality-preserving, we
obtain ∥∥AN (·)f

∥∥2
L2(X×Ω)

(2.6)

=
1

N2

{
N‖f‖2L2(X) + 2

∑
�<k≤N−1

(
Ak−�f, f

)
L2(X)

}
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=
1

N2

{
N‖f‖2‖L2(X) + 2

N−1∑
k=1

(N − k)
(
Akf, f

)
L2(X)

}

=
1

N

{
‖f‖2L2(X) + 2

N−1∑
k=1

(
1− k

N

)(
Akf, f

)
L2(X)

}
.

As we will see below, an appropriately precise version of (1.24) implies

(2.7) ∀f ∈ L2
0(X),

∥∥Akf
∥∥
L2(X)

≤ εk(f)→ 0 as k→∞.

This leads to the following result.

Proposition 2.1. When (2.7) holds, then, for f ∈ L2
0(X),

(2.8) lim
N→∞

∥∥AN (·)f
∥∥
L2(X×Ω)

= 0.

Proof. The identity (2.6) plus (2.7) gives

(2.9)
∥∥AN (·)f

∥∥2
L2(X×Ω)

≤ 1

N

{
‖f‖L2(X) + 2

N−1∑
k=1

εk(f)

}
‖f‖L2(X),

which clearly yields (2.8). �

Below we will also see cases where the following stronger version of (2.7)
holds, namely there exist B,α ∈ (0,∞) such that

(2.10) ∀f ∈ L2
0(X),

∥∥Akf
∥∥
L2(X)

≤Be−αk‖f‖L2(X).

This leads to the following result.

Proposition 2.2. When (2.10) holds, there exists C ∈ (0,∞) such that,
for all f ∈ L2

0(X),

(2.11)
∥∥AN (·)f

∥∥
L2(X×Ω)

≤C‖f‖L2(X)N
−1/2.

Proof. This follows from (2.6) together with the estimate

N−1∑
k=1

∣∣(Akf, f
)
L2(X)

∣∣≤B

N−1∑
k=1

e−αk‖f‖2L2(X)(2.12)

≤ B′

α
e−α‖f‖2L2(X),

which readily yields (2.11). �

Putting together (2.1) and the results of Propositions 2.1–2.2, we have the
following.

Proposition 2.3. Take g ∈ L2(X) and set

(2.13) g =

∫
X

g dμ.
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If (2.7) holds, then∥∥AN (·)g− g
∥∥2
L2(X)

(2.14)

≤ 1

N

{
‖g− g‖L2(X) + 2

N−1∑
k=1

εk(g− g)

}
‖g− g‖L2(X)

≤ δN (g− g)‖g− g‖L2(X),

where δN (g− g)→ 0 as N →∞, and if (2.10) holds, then

(2.15)
∥∥AN (·)g− g

∥∥
L2(X×Ω)

≤C‖g− g‖L2(X)N
−1/2.

Note. Given (2.13), ‖g− g‖2L2(X) = ‖g‖2L2(X) − g2 ≤ ‖g‖2L2(X).

We now look at conditions on R : Y →G under which (2.7) or (2.10) hold.
For this, it is convenient to make an orthogonal direct sum decomposition

(2.16) L2
0(X,μ) =

⊕
�≥1

V�,

where each V� is a finite dimensional subspace of L2
0(X) on which G acts

irreducibly; denote the action π� : G→ U(V�). Possibly dim V� = 1 for some
, but each π� is nontrivial. Clearly each operator T (ω1) leaves each space V�

invariant, and hence so does A, given by (2.4). Set

(2.17) A� =A|V�
.

Note that ‖A�‖ ≤ 1. The following is immediate.

Proposition 2.4. The result (2.7) holds if and only if, for each ≥ 1, there
exists k = k() such that

(2.18)
∥∥Ak(�)

�

∥∥< 1.

The result (2.10) holds provided there exists K ≥ 1 and θ < 1 such that

(2.19)
∥∥AK

�

∥∥≤ θ < 1, ∀≥ 1.

To proceed, note that

(2.20) A� = π�(λ) =

∫
G

π�(g)dλ(g),

where λ is the probability measure on G given by pushing P forward:

(2.21) λ=R∗(P ),

i.e.,

(2.22)

∫
G

u(g)dλ(g) =

∫
Y

u(Rω1)dP (ω1).

Note that λ is supported on R(G)⊂G. Also, for k ∈N,

(2.23) Ak
� = π�

(
λ(k)

)
,
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where λ(k) is the k-fold convolution product:

(2.24) λ(k) = λ ∗ · · · ∗ λ (k factors).

We also have

(2.25) λ(k) =R
(k)
∗

(
P (k)

)
,

where

(2.26) R(k) : Y × · · · × Y −→G, R(k)(ω1, . . . , ωk) =Rωk
· · ·Rω1 ,

and P (k) = P ×· · ·×P is the associated product probability measure on Y k =
Y × · · · × Y .

We are now ready to show that cases covered in Example 1.2 satisfy hy-
pothesis (2.7).

Proposition 2.5. Let Y = {g0, g1, . . . , gK} ⊂G and P ({gj}) = pj ∈ (0,1)

for each j. Assume the group generated by g−1
0 Y = {e,h1, . . . , hK} is dense

in G. Then (2.7) holds.

Proof. We will show that, for all ≥ 1,

(2.27) ‖A�‖< 1,

which, as noted in Proposition 2.4, implies (2.7). Since V� is finite dimensional,
it suffices to show

(2.28) ‖A�v‖< ‖v‖, for all nonzero v ∈ V�.

In the present case, we have λ=
∑

pjδgj , hence

(2.29) A�v = π�(λ)v =
∑
j≥0

pjπ�(gj)v,

so

(2.30) π�(g0)
−1A�v = p0v+

∑
j≥1

pjπ�(hj)v.

The only way to avoid (2.28) is for

(2.31) π�(h)v = v,

whenever h ∈ g−1
0 Y . Then (2.31) must hold for all h in the group generated

by g−1
0 Y , hence, if this is dense, for all h ∈ G. Since π� is irreducible, this

implies V� = Span(v) and π� acts trivially on V�. However, as noted above, a
trivial representation of G does not occur in the decomposition (2.16). This
gives (2.28) and completes the proof. �

We now extend Proposition 2.5 to the more general setting, involving

R : Y →G and λ=R∗(P ). Define Ỹ ⊂R(Y ) by

(2.32) Ỹ =
{
g ∈G : λ

(
Br(g)

)
> 0 ∀r > 0

}
,
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where Br(g) is the ball of radius r centered at g. The proof of Proposition 2.5
readily extends, to establish the following.

Proposition 2.6. Take Ỹ as in (2.32) and g0 ∈ Ỹ . If the group generated

by g−1
0 Ỹ is dense in G, then (2.28) holds, hence (2.7) holds.

Remark. Proposition 2.6 can also be proven using arguments as in the
proof of Proposition 10 (p. 68) of [7].

We next show that the stronger condition (2.10) holds for Example 1.1.
The key to this is to note that if k is large enough that each element of SO(n)
is a product of 2k reflections, then the k-fold convolution product λ(k), given
by (2.24) and (2.25), is absolutely continuous with respect to Haar measure
on G. We have the following result.

Proposition 2.7. With R : Y →G and λ=R∗(P ), as in (2.21), suppose
there exists k ∈N such that

(2.33) λ(k) = ψk dg, ψk ∈ L1(G).

Then there exists K ∈N such that (2.19) holds, hence (2.10) holds.

Proof. In this case, Proposition 2.6 applies, and we have

(2.34) ‖A�‖< 1, ∀≥ 1.

What we need is uniformity, which we can get from (2.33), in view of the
following result, which is the Riemann–Lebesgue lemma for compact Lie
groups. �

Lemma 2.8. If ψ ∈ L1(G) and π�(ψ) =
∫
G
π�(g)ψ(g)dg, then

(2.35)
∥∥π�(ψ)

∥∥−→ 0, as →∞.

Proof. This lemma follows by approximating ψ in L1-norm by an element
of L2(G) and using the group Plancherel theorem. In more detail, given
ψ ∈ L1(G), ε > 0, find ϕ ∈ L2(G) such that ‖ψ − ϕ‖L1 < ε. The Plancherel
theorem gives

‖ϕ‖2L2(G) =
∑
�

∥∥π�(ϕ)
∥∥2
HS

(2.36)

≥
∑
�

∥∥π�(ϕ)
∥∥2,

where ‖ · ‖HS denotes the Hilbert–Schmidt norm. Hence

(2.37)
∥∥π�(ϕ)

∥∥−→ 0 as →∞,

and so

(2.38) limsup
�→∞

∥∥π�(ψ)
∥∥≤ ‖ψ−ϕ‖L1(G) + limsup

�→∞

∥∥π�(ϕ)
∥∥< ε,

giving (2.35). �
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As mentioned in the Introduction, analyses of the operator A, given by
(2.4), play a role in many of the papers on random walks cited there. We
have presented some simple results on A in Propositions 2.5–2.7, applicable
to our estimates on how the right side of (1.1) approaches the left side. We
mention further results that others have obtained.

In the setting of Example 1.1, very interesting and detailed results on the
behavior of λ(k), appearing in (2.23)–(2.25), are given in [10]. In particular,
there is a fairly narrow interval of ks, centered around (n/2) logn, over which
there is a transition from ‖ψk − 1‖L1 ≈ 2 to ‖ψk − 1‖L1 � 1 (for ψk as in
(2.33)). This “cutoff phenomenon” mirrors that discovered in the context of
the symmetric groups in [6]. Note, however, that such a cutoff phenomenon
does not enhance the rate of convergence given in (2.11).

There are versions of Propositions 2.5–2.6 with conclusions more precise
than (2.27). We describe a result given in Theorem 6 of the recent paper [16].
As shown there, in the setting of Proposition 2.6, if G is a compact, connected,
semisimple Lie group, there exist A = A(G) ∈ (0,∞) and c = c(λ) ∈ (0,∞)
such that

(2.39) ‖A�‖ ≤ 1− c
[
log(2 + γ�)

]−A
,

where −γ� is the eigenvalue of Δ (the Laplace–Beltrami operator on X) on
V�, which is necessarily an eigenspace of Δ.

Note that (2.19) holds, hence (2.10) holds, if there exists c > 0 such that

(2.40) ‖A�‖ ≤ 1− c, ∀≥ 1.

If this holds, we say A has a “spectral gap.” In the symmetric case, where
λ(O) = λ(O−1) for each Borel set O ⊂G, this is in fact equivalent to (2.19).
Given such a symmetry condition, Proposition 2.7 provides a sufficient con-
dition for such a spectral gap condition to hold. Note that Proposition 2.7
does not apply to probability measures λ that are finite sums of point masses.
Some important spectral gap results have been obtained in this setting. The
first such result was obtained in [3]. Theorem 1.1 and Corollary 1.2 of [3]
imply that there exist such atomic probability measures on G with a spectral
gap whenever G is a compact simple Lie group, not locally isomorphic to ei-
ther SO(3) or SO(4). Going further, [1] treated the case G= SU(2), and gave
explicit sufficient conditions on elements gj ∈ SU(2) such that the spectral
gap condition (2.40) holds for

(2.41) λ=
1

2N

N∑
j=1

{δgj + δg−1
j

}.

These results have been extended to SU(n) for n > 2 in [2]. Noncommuta-
tivity plays a crucial role here. It is easy to check that such a spectral gap
phenomenon for atomic measures cannot hold when G is a compact Abelian
Lie group.
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3. Lp and Q-a.e. convergence

We form the Cartesian product X ×Ω, with product measure μ×Q, and
define

(3.1) ϕ : X ×Ω−→X ×Ω, ϕ(x,ω1, ω2, . . . ) = (Rω1x,ω2, ω3, . . . ),

which is readily seen to be measure preserving. Given f ∈ Lp(X),1≤ p <∞,
define

(3.2) F ∈ Lp(X ×Ω), F (x,ω) = f(x).

Then

(3.3) AN (ω)f(x) =
1

N

N−1∑
j=0

F
(
ϕj(x,ω)

)
.

Birkhoff’s Ergodic theorem implies there exists F# ∈ Lp(X × Ω) such that,
as N →∞,

(3.4) AN (ω)f(x)−→ F#(x,ω), μ×Q-a.e., and in Lp(X ×Ω),

and F# has the invariance property

(3.5) F# ◦ϕ= F#, μ×Q-a.e.

Of course, we also have

(3.6)

∫
X×Ω

F# dμdQ=

∫
X×Ω

F dμdQ=

∫
X

f dμ.

We can go from here to the assertion that (1.23) holds, in Lp(X × Ω) and
μ×Q-a.e., provided ϕ in (3.1) is ergodic. The following is a key result in that
direction.

Proposition 3.1. Let G ∈ L2(X ×Ω) satisfy

(3.7) G ◦ϕ=G, μ×Ω-a.e.

Then there exists g ∈ L2(X) such that

(3.8) G(x,ω) = g(x), for μ×Q-a.e. (x,ω).

Furthermore,

(3.9) g(Rω1x) = g(x), for μ× P -a.e. (x,ω1).

Proof. To begin, take an orthonormal basis {bj : j ≥ 0} of L2(Y,P ), such
that b0 ≡ 1. Then an orthonormal basis of L2(Ω,Q) is given by

(3.10) bα(ω) = bα1(ω1)bα2(ω2) · · · , α= (α1, α2, . . . ),

where αj ≥ 0 and all but finitely many αj are = 0. Take G ∈ L2(X × Ω),
satisfying (3.7), and write

(3.11) G(x,ω) =
∑
α

Gα(x)bα1(ω1)bα2(ω2) · · · .
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Note that

G(Rω1x,ω2, ω3, . . . ) =
∑
α

Gα(Rω1x)bα1(ω2)bα2(ω3) · · ·(3.12)

=
∑

G(α2,α3,... )(Rω1x)bα2(ω2)bα3(ω3) · · · ,
so the identity (3.7) is equivalent to

(3.13)
∑
α1

G(α1,α2,... )(x)bα1(ω1) =G(α2,α3,... )(Rω1x),

for all (α2, α3, . . . ). Now note that

(3.14) ‖G‖2L2(X×Ω) =
∑
α

‖Gα‖2L2(X).

Hence

‖G(α2,α3,... )‖2L2(X) =

∫
Y

∥∥G(α2,α3,... )(Rω1 ·)
∥∥2
L2(X)

dP (ω1)(3.15)

=
∑
α1

‖G(α1,α2,... )‖2L2(X),

the last identity by (3.13). Inductively, for each k ∈N,

(3.16) ‖G(αk+1,αk+2,... )‖2L2(X) =
∑

α1,...,αk

‖G(α1,α2,... )‖2L2(X).

Given Gα �= 0, we know that there exists k such that αj = 0 for all j ≥ k+1,
so (3.16) implies

(3.17) Gα �= 0 =⇒ α= (0,0,0, . . . ).

This gives (3.8), and (3.9) readily follows. �
We recall that, in order to establish ergodicity, it suffices to check invariant

functions in L2. Hence, Proposition 3.1 yields the following.

Proposition 3.2. Assume that

g ∈ L2(X), g(Rω1x) = g(x) for μ× P -a.e. (x,ω1) ∈X × Y
(3.18)

=⇒ g = const., μ-a.e.

Then ϕ in (3.1) is ergodic. Hence, given f ∈ Lp(X),1≤ p <∞,

(3.19) AN (ω)f(x)−→
∫
X

f dμ, μ×Q-a.e., and in Lp(X ×Ω),

as N →∞.

Remark. Recalling T (ω1), given by (1.20), we see that the hypothesis
(3.18) is equivalent to the following:

g ∈ L2(X), T (ω1)g = g for P -a.e. ω1 ∈ Y
(3.20)

=⇒ g is constant, μ-a.e.
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4. Quantitative Lp and Sobolev space results

We produce further estimates on AN (ω)g− g, where

(4.1) g =

∫
X

g dμ.

For the sake of simplicity, we work under the hypothesis (2.10), with conse-
quence (2.15), that is,

(4.2)
∥∥AN (·)g− g

∥∥
L2(X×Ω)

≤C‖g− g‖L2(X)N
−1/2.

The interested reader could make parallel arguments under hypothesis (2.7),
with consequence (2.14). To begin, we extend (4.2) to Lp-estimates, using
interpolation. In fact, with

(4.3) ANg(x,ω) =AN (ω)g(x)− g,

the estimate (4.2) says

AN : L2(X,μ)−→ L2(X ×Ω, μ×Q),
(4.4)

‖ANg‖L2(X×Ω) ≤CN−1/2‖g− g‖L2(X).

On the other hand, it is clear that

AN : Lp(X,μ)−→ Lp(X ×Ω, μ×Q),

‖ANg‖Lp(X×Ω) ≤ ‖g− g‖Lp(X),
(4.5)

for all p ∈ [1,∞], in particular for p= 1 and p=∞. The Riesz–Thorin inter-
polation theorem gives, for 1< p<∞,

(4.6) ‖ANg‖Lp(X×Ω) ≤CN−1/p#‖g− g‖Lp(X),

with

p# = p, 2≤ p <∞,

p′, 1< p≤ 2,
(4.7)

where p′ is the dual exponent to p. In turn, we rewrite (4.6) as

(4.8)
∥∥AN (·)g− g

∥∥
Lp(X×Ω)

≤CN−1/p#‖g− g‖Lp(X),

for 1< p<∞. Note that the pth power of the left side of (4.8) is

(4.9)

∫
Ω

∥∥AN (ω)g− g
∥∥p
Lp(X)

dQ(ω).

Chebyshev’s inequality then yields, for κ > 0,

Q
({

ω ∈Ω :
∥∥SN (ω)g− g

∥∥
Lp(X)

≥ κN−1/p#})
(4.10)

≤ C

κp
‖g− g‖pLp(X).
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We now obtain stronger estimates, under the hypothesis that, for some
s > 0, p ∈ (1,∞),

(4.11) g ∈Hs,p(X).

Here Hs,p is an Lp-Sobolev space. One way to characterize it is as follows.
Let Δ denote the Laplace–Beltrami operator on X . Then

(4.12) Hs,p(X) = (1−Δ)−s/2Lp(X),

i.e., u ∈Hs,p(X)⇔ (1−Δ)s/2u ∈ Lp(X). More details can be found in [14],
Chapter 13. The key to the use of these spaces here is the fact that, since
x → Rωjx is an isometry on X for each ωj ∈ Y , (1−Δ)s/2 commutes with
T (ω1), given by (1.20), hence

(4.13) AN (ω)(1−Δ)s/2g = (1−Δ)s/2AN (ω)g,

for all ω ∈Ω,N ∈N, s ∈R
+, g ∈Hs,p(X). We also have

(4.14) (1−Δ)s/21≡ 1.

Hence, given g ∈Hs,p(X), we can replace g by (1−Δ)s/2g in (4.8) and (4.10),
apply (4.13) and (4.14), and deduce the following.

Proposition 4.1. Assume that (2.10) holds. Given g ∈Hs,p(X), s > 0, p ∈
(1,∞), we have

(4.15)

∫
Ω

∥∥AN (ω)g− g
∥∥p
Hs,p(X)

dQ(ω)≤CN−p/p#‖g− g‖pHs,p(X),

and hence, for κ > 0,

Q
({

ω ∈Ω :
∥∥AN (ω)g− g

∥∥
Hs,p(X)

≥ κN−1/p#})
(4.16)

≤ C

κp
‖g− g‖pHs,p(X).

We can apply to this the Sobolev embedding result

(4.17) Hs,p(X)⊂C(X), for sp > dimX,

where C(X) denotes the space of continuous functions on X , with the sup
norm, to deduce the following.

Corollary 4.2. In the setting of Proposition 4.1, if sp > dimX , then

(4.18)

∫
Ω

∥∥AN (ω)g− g
∥∥p
C(X)

dQ(ω)≤CN−p/p#‖g− g‖pHs,p(X),

and there is a similar replacement for (4.16).

We draw a further corollary, using spaces Cr(X), defined for r ≥ 0 as
follows. If r = k ∈ Z

+, Cr(X) =Ck(X) consists of functions whose derivatives
of order ≤ k are continuous. If r = k+σ,k ∈ Z

+,0< σ < 1, Cr(X) =Ck+σ(X)
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consists of functions whose derivatives of order ≤ k are Hölder continuous with
exponent σ. We have

(4.19) Cr(X)⊂Hs,p(X), ∀s < r, p ∈ (1,∞).

Hence, Corollary 4.2 implies the following.

Corollary 4.3. In the setting of Proposition 4.1, if

(4.20) 0< r ≤ 1

2
dimX and p >

dimX

r
,

then

(4.21)

∫
Ω

∥∥AN (ω)g− g
∥∥p
C(X)

dQ(ω)≤CrpN
−1‖g− g‖pCr(X).

For X = T
n, the n-dimensional torus, there are sharper estimates for a

natural class of non-random integral approximations of functions satisfying
Hölder conditions; see, for example, [11].
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