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#### Abstract

In this paper we prove that, under appropriate hypotheses, the nonlinear neutral delay differential equation $\frac{d^{n}}{d t^{n}}[x(t)-p(t) g(x(t-\rho))]+q(t) h(x(t-\delta))=0$ has the same oscillatory character as its associate linear equation for the case when $n$ is odd. Our result can also be applied to the case when $p(t)$ itself is allowed to change its sign.


## 1. Introduction

Neutral delay differential equations are differential equations in which the highest order derivative of the unknown function appears both with and without delays. The theory of neutral equations is of both theoretical and practical interest. Neutral delay differential equations appear in networks containing lossless transmission lines (as in high speed computers where the lossless transmission lines are used to interconnect switching circuits), in the study of vibrating masses attached to an elastic bar and also as the Euler equations in some variational problems. See Driver [3], Hale [4] and the references cited therein.

Consider the $n^{\text {th }}$-order neutral delay differential equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}[x(t)-p(t) g(x(t-\tau))]+q(t) h(x(t-\delta))=0 \tag{1.1}
\end{equation*}
$$

where $n$ is an odd positive integer,

$$
\begin{equation*}
p, q \in C\left(\left[t_{0}, \infty\right), \boldsymbol{R}\right), g, h \in C(\boldsymbol{R}, \boldsymbol{R}), \quad \tau>0 \quad \text { and } \quad \delta \geq 0 \tag{1.2}
\end{equation*}
$$

The linearized oscillation theory for (1.1) was first studied in Ladas and Qian [8], see also Gyori and Ladas [5]. They proved

[^0]Theorem 1.1 [5, 8]. Assume that (1.2) holds,

$$
\begin{gather*}
\limsup _{t \rightarrow \infty} p(t)=P_{0} \in(0,1), \quad \liminf _{t \rightarrow \infty} p(t)=p_{0} \in(0,1),  \tag{1.3}\\
\lim _{t \rightarrow \infty} q(t)=q_{0} \in(0, \infty) \\
0 \leq \frac{g(u)}{u} \leq 1 \text { for } u \neq 0, \quad \lim _{u \rightarrow 0} \frac{g(u)}{u}=1,  \tag{1.4}\\
u h(u)>0 \text { for } u \neq 0, \quad|h(u)| \geq h_{0}>0 \quad \text { for }|u| \text { sufficiently large } \tag{1.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{u \rightarrow 0} \frac{h(u)}{u}=1 \tag{1.6}
\end{equation*}
$$

Suppose that every solution of the linearized equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}\left[y(t)-p_{0} y(t-\tau)\right]+q_{0} y(t-\delta)=0 \tag{1.7}
\end{equation*}
$$

oscillates. Then every solution of (1.1) also oscillates.
The question naturally arises as to how one may establish the corresponding linearized oscillation results of (1.1) for the case when the coefficient $p(t)$ takes values outside the interval $(0,1)$. Also see the open problem 10.10.4 in [5]. In the recent work [10], Yu , Shen and Qian investigated the case when $p(t) \geq 1$. But the case $p(t) \leq 0$ has not yet been handled. This case appears to be more difficult. Our aim in this paper is to deal with the more general case when $p(t)$ may also be allowed to oscillate. In Section 2 we establish conditions for the oscillation of all solutions in (1.1) in terms of the oscillation of all solutions of its associated linearized equation. In Section 3 we show that, under appropriate hypotheses, the converse theorem is also true. To the best of our knowledge, this is the first paper dealing with the case when $p(t)$ itself is allowed to change its sign eventually.

For the special case when $n=1$, the linearized oscillation problem of (1.1) has been studied in $[1,2,5,6,9]$. Similar results for even-order neutral delay differential equations have been obtained in [7]. For the general theory of neutral differential equations, we refer to [4].

Let $\rho=\max \{\tau, \delta\}$. By a solution of (1.1) we mean a function $x \in$ $C\left(\left[t_{1}-\rho, \infty\right), \boldsymbol{R}\right)$ for some $t_{1} \geq t_{0}$ such that $x(t)-p(t) g(x(t-\tau))$ is $n$ times continuously differentiable on $\left[t_{1}, \infty\right)$ and such that (1.1) is satisfied for $t \geq t_{1}$.

## 2. Main results

Throughout this section, we define for any $t \geq t_{0}$

$$
E_{1}(t)=\{s \geq t: p(s) \leq 0\} \quad \text { and } \quad E_{2}(t)=\{s \geq t: p(s)>0\}
$$

Clearly, $E_{1}(t) \cup E_{2}(t)=[t, \infty)$. For any Lebesgue measurable subset $E$ of the real number set $\boldsymbol{R}$, let $\mu(E)$ denote the Lebesgue measure of $E$.

The main result in this section is the following
Theorem 2.1. Assume that (1.2) holds and that there exists $T>t_{0}$ such that

$$
\begin{equation*}
\{s \geq T: p(s+\tau)>0\} \subseteq E_{1}(T) \tag{2.1}
\end{equation*}
$$

Suppose further that

$$
\begin{gather*}
p(t) \text { is bounded, } \quad \text { and } \quad \liminf _{t \rightarrow \infty} p(t)=-p_{0} \in(-\infty,-1],  \tag{2.2}\\
\lim _{t \rightarrow \infty} q(t)=q_{0} \in(0, \infty),  \tag{2.3}\\
u g(u) \geq 0 \quad \text { for } u \neq 0 \quad \text { and } \quad \lim _{u \rightarrow 0} \frac{g(u)}{u}=1  \tag{2.4}\\
|h(u)| \geq h_{0}>0 \quad \text { for }|u| \text { sufficiently large } \tag{2.5}
\end{gather*}
$$

and

$$
\begin{equation*}
u h(u)>0 \quad \text { for } u \neq 0 \quad \text { and } \quad \lim _{u \rightarrow 0} \frac{h(u)}{u}=1 \tag{2.6}
\end{equation*}
$$

and that every solution of the linearized equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}\left[y(t)+p_{0} y(t-\tau)\right]+q_{0} y(t-\delta)=0 \tag{2.7}
\end{equation*}
$$

oscillates. Then every solution of (1.1) also oscillates.
Since $p(t) \leq 0$ eventually implies that (2.1) holds, we immediately have the following corollary

Corollary 2.2. Assume that (1.2), (2.2)-(2.6) hold. If

$$
\begin{equation*}
p(t) \leq 0 \quad \text { for large } t, \tag{2.8}
\end{equation*}
$$

then the oscillation of all solutions of (2.7) implies the oscillation of all solutions of (1.1).

Proof of Theorem 2.1. Assume, for the sake of contradiction, that (1.1) has a nonoscillatory solution $x(t)$. We will assume that $x(t)$ is eventually positive. The case where $x(t)$ is eventually negative is similar and is omitted. Let $t_{1} \geq t_{0}$ be such that $q(t)>0, x(t-\rho)>0$ for $t \geq t_{1}$, where $\rho=\max \{\tau, \delta\}$. Set

$$
\begin{equation*}
z(t)=x(t)-p(t) g(x(t-\tau)) \tag{2.9}
\end{equation*}
$$

Then by (1.1),

$$
\begin{equation*}
z^{(n)}(t)=-q(t) h(x(t-\delta))<0 \quad \text { for } t \geq t_{1} \tag{2.10}
\end{equation*}
$$

which means that the consecutive derivatives of $z(t)$ of order up to $n-1$ are strictly monotonic functions eventually. Since $z(t)>0$ for $t \geq t_{1}$ with $t \in E_{1}\left(t_{1}\right)$, it follows that $z(t)>0$ for all $t \geq t_{1}$. Furthermore by (2.10), $z^{(n-1)}(t)>0$ for $t \geq t_{1}$. Set

$$
\alpha=\lim _{t \rightarrow \infty} z^{(n-1)}(t) .
$$

Clearly, $0 \leq \alpha<\infty$. Thus, by integrating (2.10) from $t_{1}$ to $\infty$, we find

$$
\int_{t_{1}}^{\infty} q(s) h(x(s-\delta)) d s<\infty
$$

which, together with (2.3), implies

$$
\begin{equation*}
\int_{t_{1}}^{\infty} h(x(s-\delta)) d s<\infty \tag{2.11}
\end{equation*}
$$

We will prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)=0 . \tag{2.12}
\end{equation*}
$$

To this end, we first prove that $x(t)$ is bounded. Otherwise, $x(t)$ is unbounded. Set

$$
\beta=\lim _{t \rightarrow \infty} z(t) .
$$

Then $0 \leq \beta \leq \infty$. We will show $\beta=\infty$. Suppose $\beta<\infty$. Then $z(t)$ must be decreasing on $\left[t_{1}, \infty\right)$. Choose an increasing real numbers sequence $\left\{s_{m}\right\}$ such that $s_{m} \geq T+\tau, s_{m} \rightarrow \infty, x\left(s_{m}\right)>z(T)$ and $x\left(s_{m}\right) \rightarrow \infty$ as $m \rightarrow \infty$. Hence

$$
p\left(s_{m}\right) g\left(x\left(s_{m}-\tau\right)\right)=x\left(s_{m}\right)-z\left(s_{m}\right)>0 \quad \text { and goes to } \infty \text { as } m \rightarrow \infty
$$

which implies $s_{m} \in E_{2}(T)$ and $x\left(s_{m}-\tau\right) \rightarrow \infty$ as $m \rightarrow \infty$. By (2.1), $s_{m}-$ $\tau \in E_{1}(T)$, i.e., $p\left(s_{m}-\tau\right) \leq 0$. Hence,

$$
x\left(s_{m}-\tau\right)=z\left(s_{m}-\tau\right)+p\left(s_{m}-\tau\right) g\left(x\left(s_{m}-2 \tau\right)\right)<z\left(s_{m}-\tau\right)<z(T)
$$

which yields a contradiction. And so $\beta=\infty$. From (2.5) and (2.6), let $N>0$ be so big that $h(u) \geq h_{0}$ for $u \geq N$. Set

$$
F_{1}=\left\{t \geq t_{1}: x(t) \geq N\right\} \quad \text { and } \quad F_{2}=\left\{t \geq t_{1}: x(t) \leq N\right\}
$$

Thus by (2.5) and (2.11), we have

$$
\mu\left(F_{1}\right)<\infty, \quad \mu\left(F_{2}\right)=\infty .
$$

For $t \in F_{2}$, we have

$$
-p(t) g(x(t-\tau))=z(t)-x(t) \geq z(t)-N \rightarrow \infty \quad \text { as } t \rightarrow \infty
$$

which implies that

$$
\lim _{t \in F_{2}, t \rightarrow \infty} g(x(t-\tau))=\infty
$$

and hence

$$
\lim _{t \in F_{2}, t \rightarrow \infty} x(t-\tau)=\infty
$$

Hence there exists $t_{2}>t_{1}+\tau$ such that

$$
x(t-\tau)>N \quad \text { for } t \geq t_{2}, t \in F_{2}
$$

which means that $t \in\left[t_{2}, \infty\right) \cap F_{2}$ and so $t-\tau \in F_{1}$. Since $\mu\left(\left[t_{2}, \infty\right) \cap F_{2}\right)=\infty$, it follows that $\mu\left(F_{1}\right)=\infty$, which is impossible and so $x(t)$ must be bounded. Let $M>0$ be a positive constant such that

$$
x(t-\rho) \leq M \quad \text { for } t \geq t_{1} .
$$

Now set

$$
\beta_{1}=\sup _{0<u \leq M} \frac{g(u)}{u} \quad \text { and } \quad \beta_{2}=\inf _{0<u \leq M} \frac{h(u)}{u} .
$$

Then by (2.4)-(2.6), $1 \leq \beta_{1}<\infty, 0<\beta_{2} \leq 1$. Thus, we get

$$
g(x(t-\tau)) \leq \beta_{1} x(t-\tau) \quad \text { and } \quad h(x(t-\delta)) \geq \beta_{2} x(t-\delta), \quad t \geq t_{1} .
$$

By (2.11), we have

$$
\int_{t_{1}}^{\infty} x(s-\delta) d s<\infty
$$

and hence

$$
\int_{t_{1}}^{\infty} g(x(s-\tau)) d s<\infty
$$

This yields by (2.2) that

$$
\int_{t_{1}}^{\infty}-p(s) g(x(s-\tau)) d s<\infty
$$

and therefore

$$
\int_{t_{1}}^{\infty} z(s) d s<\infty
$$

Since $z(t)$ is positive and eventually monotonic, it follows that $\lim _{t \rightarrow \infty} z(t)=0$. Since for $t \in E_{1}\left(t_{1}\right)$,

$$
x(t)=z(t)+p(t) g(x(t-\tau)) \leq z(t)
$$

we get

$$
\begin{equation*}
\lim _{t \in E_{1}\left(t_{1}\right), t \rightarrow \infty} x(t)=0 \tag{2.13}
\end{equation*}
$$

Also by (2.1), we see that $t \in E_{2}\left(t_{1}+\tau\right)$ implies $t-\tau \in E_{1}\left(t_{1}\right)$. Thus, we have

$$
\lim _{t \in E_{2}\left(t_{1}+\tau\right), t \rightarrow \infty} g(x(t-\tau))=0
$$

and hence

$$
\lim _{t \in E_{2}\left(t_{1}+\tau\right), t \rightarrow \infty} p(t) g(x(t-\tau))=0
$$

which implies that

$$
\begin{equation*}
\lim _{t \in E_{2}\left(t_{1}+\tau\right), t \rightarrow \infty} x(t)=\lim _{t \in E_{2}\left(t_{1}+\tau\right), t \rightarrow \infty}[z(t)+p(t) g(x(t-\tau))]=0 \tag{2.14}
\end{equation*}
$$

Since $E_{1}\left(t_{1}\right) \cup E_{2}\left(t_{1}+\tau\right) \supseteq\left[t_{1}+\tau, \infty\right)$, it follows from (2.13) and (2.14) that

$$
\lim _{t \rightarrow \infty} x(t)=0
$$

which completes the proof of (2.12). Set

$$
p^{*}(t)=-p(t) g(x(t-\tau)) / x(t-\tau), \quad q^{*}(t)=q(t) h(x(t-\delta)) / x(t-\delta)
$$

Then (1.1) becomes

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}\left[x(t)+p^{*}(t) x(t-\tau)\right]+q^{*}(t) x(t-\delta)=0 . \tag{2.15}
\end{equation*}
$$

In view of (2.2)-(2.4), (2.6) and (2.12) we obtain

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} p^{*}(t)=p_{0}, \quad \lim _{t \rightarrow \infty} q^{*}(t)=q_{0} \tag{2.16}
\end{equation*}
$$

By the definition of $z(t),(2.15)$ reduces to

$$
\begin{equation*}
z^{(n)}(t)+p^{*}(t-\delta) \frac{q^{*}(t)}{q^{*}(t-\tau)} z^{(n)}(t-\tau)+q^{*}(t) z(t-\delta)=0 . \tag{2.17}
\end{equation*}
$$

For any $\varepsilon \in\left(0, q_{0}\right)$, let $\eta=\eta(\varepsilon) \in(0,1)$ be sufficiently near to 1 such that $\eta q_{0}>$ $q_{0}-\varepsilon$. Also choose $\gamma=\gamma(\varepsilon, \eta)>1$ to be near to 1 such that $\eta q_{0}>\gamma\left(q_{0}-\varepsilon\right)$. By (2.16),

$$
\underset{t \rightarrow \infty}{\limsup } p^{*}(t-\delta) \frac{q^{*}(t)}{q^{*}(t-\tau)}=p_{0} \geq 1 .
$$

Then there exists $t_{2}>t_{1}+\delta$ such that

$$
p^{*}(t-\delta) \frac{q^{*}(t)}{q^{*}(t-\tau)}<p_{0}+\varepsilon, \quad q^{*}(t)>\frac{q_{0}}{\gamma} \quad \text { for } t \geq t_{2}
$$

Substituting this into (2.17), we have

$$
\begin{equation*}
z^{(n)}(t)+\left(p_{0}+\varepsilon\right) z^{(n)}(t-\tau)+\frac{q_{0}}{\gamma} z(t-\delta)<0 \quad t \geq t_{2} \tag{2.18}
\end{equation*}
$$

Now set

$$
\begin{equation*}
Q(t)=-\left[z^{(n)}(t)+\left(p_{0}+\varepsilon\right) z^{(n)}(t-\tau)\right] / z(t-\delta) . \tag{2.19}
\end{equation*}
$$

Then by (2.18), we have

$$
\begin{equation*}
Q(t)>\frac{q_{0}}{\gamma} \quad \text { for } t \geq t_{2} \tag{2.20}
\end{equation*}
$$

Rewrite (2.19) as

$$
\begin{equation*}
z^{(n)}(t)+\left(p_{0}+\varepsilon\right) z^{(n)}(t-\tau)+Q(t) z(t-\delta)=0 . \tag{2.21}
\end{equation*}
$$

It is easy to see that $\lim _{t \rightarrow \infty} z^{(i)}(t)=0$, for $i=0,1, \ldots, n-1$. In what follows, for the sake of convenience, we define

$$
Q^{*}(t)= \begin{cases}\frac{1}{(n-2)!} \int_{t}^{\infty}(s-t)^{n-2} Q(s) z(s-\delta) d s, & \text { when } n>1 \\ Q(t) z(t-\delta), & \text { when } n=1\end{cases}
$$

Integrating (2.21) from $t$ to infinity $n-1$ times and recalling that $n$ is odd, we get

$$
z^{\prime}(t)+\left(p_{0}+\varepsilon\right) z^{\prime}(t-\tau)+Q^{*}(t)=0
$$

which yields

$$
z(t)+\left(p_{0}+\varepsilon\right) z(t-\tau)=\int_{t}^{\infty} Q^{*}(s) d s
$$

or equivalently

$$
\begin{equation*}
z(t)=-\frac{1}{p_{0}+\varepsilon} z(t+\tau)+\frac{1}{p_{0}+\varepsilon} \int_{t+\tau}^{\infty} Q^{*}(s) d s \tag{2.22}
\end{equation*}
$$

By iteration, we have

$$
z(t)=\sum_{i=1}^{m}(-1)^{i+1}\left(p_{0}+\varepsilon\right)^{-i} \int_{t+i \tau}^{\infty} Q^{*}(s) d s+(-1)^{m}\left(p_{0}+\varepsilon\right)^{-m} z(t+m \tau)
$$

Since $p_{0}+\varepsilon>1$ and $z(t) \rightarrow 0$ as $t \rightarrow \infty$, we let $m \rightarrow \infty$ to have

$$
\begin{aligned}
z(t) & =\sum_{i=1}^{\infty}(-1)^{i+1}\left(p_{0}+\varepsilon\right)^{-i} \int_{t+i \tau}^{\infty} Q^{*}(s) d s \\
& =\sum_{i=1}^{\infty} \sum_{j=1}^{i}(-1)^{j+1}\left(p_{0}+\varepsilon\right)^{-j} \int_{t+i \tau}^{t+(i+1) \tau} Q^{*}(s) d s \\
& =\sum_{i=1}^{\infty} \int_{t+i \tau}^{t+(i+1) \tau} \frac{1-\left(-p_{0}-\varepsilon\right)^{-i}}{1+p_{0}+\varepsilon} Q^{*}(s) d s \\
& =\sum_{i=1}^{\infty} \int_{t+i \tau}^{t+(i+1) \tau} \frac{1}{1+p_{0}+\varepsilon}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) Q^{*}(s) d s \\
& =\frac{1}{1+p_{0}+\varepsilon} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) Q^{*}(s) d s
\end{aligned}
$$

where $[\cdot]$ denotes the greatest integer function. From (2.20), we have for $t \geq t_{2}$,

$$
Q^{*}(t)> \begin{cases}\frac{q_{0}}{(n-2)!\gamma} \int_{t}^{\infty}(s-t)^{n-2} z(s-\delta) d s, & \text { when } n>1 \\ \frac{q_{0}}{\gamma} z(t-\delta), & \text { when } n=1\end{cases}
$$

Thus, we obtain

$$
z(t)>\left\{\begin{array}{cl}
\frac{q_{0}}{\left(1+p_{0}+\varepsilon\right) \gamma(n-2)!} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right)  \tag{2.23}\\
\times \int_{s}^{\infty}(u-s)^{n-2} z(u-\delta) d u d s, & \text { if } n>1 \\
\frac{q_{0}}{\left(1+p_{0}+\varepsilon\right) \gamma} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) z(s-\delta) d s, & \text { if } n=1
\end{array}\right.
$$

Since every solution of (2.7) oscillates, it follows by [5] that the characteristic equation of (2.7)

$$
f(\lambda)=\lambda^{n}\left(1+p_{0} e^{-\lambda \tau}\right)+q_{0} e^{-\lambda \delta}=0
$$

has no real roots. Consequently

$$
\begin{equation*}
\tau<\delta \tag{2.24}
\end{equation*}
$$

Next we will need the following claim, which can be proved by a slight modification in the proof of Lemma 2 of [6].

Claim: There is an $\varepsilon_{0} \in\left(0, q_{0}\right)$ such that for every $\bar{\eta} \in\left[0, \varepsilon_{0}\right]$ every solution of the equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}\left[y(t)+\left(p_{0}+\bar{\eta}\right) y(t-\tau)\right]+\left(q_{0}-\bar{\eta}\right) y(t-\delta)=0 \tag{2.25}
\end{equation*}
$$

also oscillates.
We choose the above $\varepsilon>0$ to be in $\left(0, \varepsilon_{0}\right]$. Our aim is to prove the equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}\left[y(t)+\left(p_{0}+\varepsilon\right) y(t-\tau)\right]+\left(q_{0}-\varepsilon\right) y(t-\delta)=0 \tag{2.26}
\end{equation*}
$$

has a positive solution. The method used here is the Banach contraction principle. We consider the Banach space $X$ of all bounded functions defined on $\left[t_{2}+\tau-\delta, \infty\right)$ with the sup-norm. Let

$$
A=\left\{\omega \in X: 0 \leq \omega(t) \leq 1 \text { for } t \geq t_{2}+\tau-\delta\right\}
$$

Then $A$ is a bounded, closed and convex subset of $X$. Define a mapping $S: A \rightarrow X$ as follows for $t \geq t_{2}$
$(S \omega)(t)= \begin{cases}\frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)(n-2)!z(t)} \int_{t+\tau}^{\infty}\left(1-\left(p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) \\ \times \int_{s}^{\infty}(u-s)^{n-2} z(u-\delta) \omega(u-\delta) d u d s, & \text { if } n>1 \\ \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right) z(t)} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau}\right) z(s-\delta) \omega(s-\delta) d s, & \text { if } n=1\end{cases}$
and for $t_{2}+\tau-\delta \leq t \leq t_{2}$

$$
\begin{equation*}
(S \omega)(t)=(S \omega)\left(t_{2}\right)+e^{h\left(t_{2}-t\right)}-1 \tag{2.28}
\end{equation*}
$$

where $h=\ln (2-\eta) /(\delta-\tau)>0$. It is very easy to see by (2.22) that $S$ maps $A$ into itself. Next we prove that $S$ is a contraction on $A$. In fact, for any $\omega_{1}, \omega_{2} \in A$ and $t \geq t_{2}$, we have if $n>1$

$$
\begin{aligned}
& \left|\left(S \omega_{1}\right)(t)-\left(S \omega_{2}\right)(t)\right| \\
& \quad \leq \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)(n-2)!z(t)} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) \\
& \quad \times \int_{s}^{\infty}(u-s)^{n-2} z(u-\delta)\left|\omega_{1}(u-\delta)-\omega_{2}(u-\delta)\right| d u d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)(n-2)!z(t)}\left\|\omega_{1}-\omega_{2}\right\| \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) \\
& \times \int_{s}^{\infty}(u-s)^{n-2} z(u-\delta) d u d s \\
\leq & \left\|\omega_{1}-\omega_{2}\right\| \frac{\gamma\left(q_{0}-\varepsilon\right)}{q_{0}} \quad(\text { by }(2.23)) \\
\leq & \eta\left\|\omega_{1}-\omega_{2}\right\|
\end{aligned}
$$

and if $n=1$

$$
\begin{aligned}
& \mid\left(S \omega_{1}(t)-\left(S \omega_{2}\right)(t) \mid\right. \\
& \leq \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right) z(t)} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) \\
& \times z(s-\delta)\left|\omega_{1}(s-\delta)-\omega_{2}(s-\delta)\right| d s \\
& \leq \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right) z(t)}\left\|\omega_{1}-\omega_{2}\right\| \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) z(s-\delta) d s \\
& \leq\left\|\omega_{1}-\omega_{2}\right\| \frac{\gamma\left(q_{0}-\varepsilon\right)}{q_{0}} \leq \eta\left\|\omega_{1}-\omega_{2}\right\| .
\end{aligned}
$$

And for $t_{2}+\tau-\delta \leq t \leq t_{2}$,

$$
\left|\left(S \omega_{1}\right)(t)-\left(S \omega_{2}\right)(t)\right|=\left|\left(S \omega_{1}\right)\left(t_{2}\right)-\left(S \omega_{2}\right)\left(t_{2}\right)\right| \leq \eta\left\|\omega_{1}-\omega_{2}\right\| .
$$

## Hence

$$
\left\|S \omega_{1}-S \omega_{2}\right\|=\sup _{t \geq t_{2}+\tau-\delta}\left|\left(S \omega_{1}\right)(t)-\left(S \omega_{2}\right)(t)\right| \leq \eta\left\|\omega_{1}-\omega_{2}\right\|
$$

Since $0<\eta<1$, this shows that $S$ is a contraction on $A$. By the Banach Contraction Principle, $S$ has a fixed point $\omega \in A$. That is for $t \geq t_{2}$

$$
\omega(t)= \begin{cases}\frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)(n-2)!z(t)} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) & \text { if } n>1  \tag{2.29}\\ \quad \times \int_{s}^{\infty}(u-s)^{n-2} z(u-\delta) \omega(u-\delta) d u d s, & \text { if } n=1\end{cases}
$$

and for $t_{2}+\tau-\delta \leq t \leq t_{2}$

$$
\begin{equation*}
\omega(t)=\omega\left(t_{2}\right)+e^{h\left(t_{2}-t\right)}-1 \tag{2.30}
\end{equation*}
$$

Set

$$
y(t)=\omega(t) z(t) .
$$

Then $y(t)$ satisfies for $t \geq t_{2}$

$$
y(t)= \begin{cases}\frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)(n-2)!} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau]}\right) &  \tag{2.31}\\ \times \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s, & \text { if } n>1 \\ \frac{q_{0}-\varepsilon}{\left(1+p_{0}+\varepsilon\right)} \int_{t+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-[(s-t) / \tau}\right) y(s-\delta) d s, & \text { if } n=1\end{cases}
$$

We are now going to prove that $y(t)$ is continuous on $\left[t_{2}+\tau-\delta, \infty\right)$. Clearly, $y(t)$ is continuous on $\left[t_{2}+\tau-\delta, t_{2}\right]$. Next we show that $y(t)$ is continuous on $\left[t_{2}, \infty\right)$. We suppose $n>1$. The case $n=1$ is exactly similar and the proof is omitted. For any $s_{1}, s_{2} \in\left[t_{2}, \infty\right)$,

$$
\begin{aligned}
&\left.\frac{(1+}{} p_{0}+\varepsilon\right)(n-2)! \\
& q_{0}-\varepsilon\left|y\left(s_{1}\right)-y\left(s_{2}\right)\right| \\
&= \mid \int_{s_{1}+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-\left[\left(s-s_{1}\right) / \tau\right]}\right) \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s \\
&-\int_{s_{2}+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-\left[\left(s-s_{2}\right) / \tau\right]}\right) \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s \mid \\
&= \mid \int_{s_{1}+\tau}^{s_{2}+\tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s-\sum_{i=1}^{\infty}\left(-p_{0}-\varepsilon\right)^{-i} \int_{s_{1}+i \tau}^{s_{1}+(i+1) \tau} \int_{s}^{\infty}(u-s)^{n-2} \\
& \times y(u-\delta) d u d s+\sum_{i=1}^{\infty}\left(-p_{0}-\varepsilon\right)^{-i} \int_{s_{2}+i \tau}^{s_{2}+(i+1) \tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s \mid \\
& \leq\left|\int_{s_{1}+\tau}^{s_{2}+\tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s\right|+\sum_{i=1}^{\infty}\left(p_{0}+\varepsilon\right)^{-i} \mid \int_{s_{1}+i \tau}^{s_{1}+(i+1) \tau} \int_{s}^{\infty}(u-s)^{n-2} \\
& \times y(u-\delta) d u d s-\int_{s_{2}+i \tau}^{s_{2}+(i+1) \tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s \mid \\
&=\left|\int_{s_{1}+\tau}^{s_{2}+\tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s\right|+\sum_{i=1}^{\infty}\left(p_{0}+\varepsilon\right)^{-i} \mid \int_{s_{1}+i \tau}^{s_{2}+i \tau} \int_{s}^{\infty}(u-s)^{n-2} \\
& \times y(u-\delta) d u d s-\int_{s_{1}+(i+1) \tau}^{s_{2}+(i+1) \tau} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s \mid
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left|s_{2}-s_{1}\right| \int_{t_{2}}^{\infty}\left(u-t_{2}\right)^{n-2} z(u-\delta) d u\left(1+2 \sum_{i=1}^{\infty}\left(p_{0}+\varepsilon\right)^{-i}\right) \\
& =\left(1+\frac{2}{p_{0}+\varepsilon-1}\right)\left|s_{1}-s_{2}\right| \int_{t_{2}}^{\infty}\left(u-t_{2}\right)^{n-2} z(u-\delta) d u
\end{aligned}
$$

which shows that $y(t)$ is continuous on $\left[t_{2}, \infty\right)$. Finally, we show that $y(t)>0$ for $t \geq t_{2}+\tau-\delta$. Obviously, $y(t)>0$ for $t_{2}+\tau-\delta \leq t<t_{2}$. It suffices to prove that $y(t)>0$ for all $t \geq t_{2}$. In fact, if there is a $t^{*} \in\left[t_{2}, t_{2}-\tau+\delta\right)$ such that $y\left(t^{*}\right)=0$, then by (2.31),

$$
\int_{t^{*}+\tau}^{\infty}\left(1-\left(-p_{0}-\varepsilon\right)^{-\left[\left(s-t^{*}\right) / \tau\right]}\right) \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s=0
$$

which implies

$$
\int_{t^{*}+\tau}^{\infty}\left(u-t^{*}-\tau\right)^{n-2} y(u-\delta) d u=0
$$

and hence $y(u)=0$ for all $u \geq t^{*}+\tau-\delta$. But since $t^{*}+\tau-\delta \in\left[t_{2}+\tau-\delta, t_{2}\right)$, it follows that $y\left(t^{*}+\tau-\delta\right)>0$. This is a contradiction and so $y(t)$ is positive on $\left[t_{2}, t_{2}-\tau+\delta\right)$. In general, by induction we have $y(t)>0$ for $t \in$ $\left[t_{2}+i(-\tau+\delta), t_{2}+(i+1)(-\tau+\delta)\right), i=0,1,2, \ldots$, which shows that $y(t)>0$ for all $t \geq t_{2}$. Thus, we have proved that $y(t)$ is positive and continuous on $\left[t_{2}+\tau-\delta, \infty\right)$. From (2.31), we have for $t \geq t_{2}+\tau$

$$
y(t)+\left(p_{0}+\varepsilon\right) y(t-\tau)= \begin{cases}\frac{q_{0}-\varepsilon}{(n-2)!} \int_{t}^{\infty} \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s, & \text { if } n>1 \\ \left(q_{0}-\varepsilon\right) \int_{t}^{\infty} y(u-\delta) d u, & \text { if } n=1\end{cases}
$$

Differentiating both sides $n$ times, we have

$$
\frac{d^{n}}{d t^{n}}\left[y(t)+\left(p_{0}+\varepsilon\right) y(t-\tau)\right]+\left(q_{0}-\varepsilon\right) y(t-\delta)=0, \quad t \geq t_{2}+\tau
$$

which contradicts the Claim and hence the proof is complete.
Since (2.8) together with $n=1$ implies that every nonoscillatory solution of (1.1) is bounded, it follows that (2.5) can be removed in this case. Thus, we immediately have the following Corollary, which is an essential improvement of Theorem 1 in [1].

Corollary 2.3. Assume that (1.2), (2.2)-(2.4), (2.6) and (2.8) hold. If
every solution of the linearized equation

$$
\begin{equation*}
\frac{d}{d t}\left[y(t)+p_{0} y(t-\tau)\right]+q_{0} y(t-\delta)=0 \tag{2.32}
\end{equation*}
$$

oscillates, then every solution of (1.1) with $n=1$ also oscillates.

## 3. The existence of positive solutions

Consider the $n^{\text {th }}$ order neutral delay differential equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}[x(t)+p x(t-\tau)]+q(t) h(x(t-\delta))=0 \tag{3.1}
\end{equation*}
$$

where $n$ is an odd integer

$$
\begin{equation*}
p>1, \quad \tau>0, \quad \delta \geq 0, \quad q \in C\left(\left[t_{0}, \infty\right), \boldsymbol{R}^{+}\right) \quad \text { and } \quad h \in C(\boldsymbol{R}, \boldsymbol{R}) . \tag{3.2}
\end{equation*}
$$

The next theorem is a partial converse of Theorem 2.1 and shows that, under appropriate hypotheses, (3.1) has a positive solution provided that an associated linear equation has a positive solution.

Theorem 3.1. Assume that (2.24) and (3.2) hold and that there exist positive constants $q_{0}$ and $M$ such that

$$
\begin{equation*}
0 \leq q(t) \leq q_{0} \tag{3.3}
\end{equation*}
$$

and either

$$
\begin{equation*}
0 \leq h(u) \leq u \quad \text { for } 0 \leq u \leq M \tag{3.4}
\end{equation*}
$$

or

$$
\begin{equation*}
0 \geq h(u) \geq 0 \quad \text { for }-M \leq u \leq 0 \tag{3.5}
\end{equation*}
$$

Suppose also that $h(u)$ is nondecreasing in $u$ and that the linear equation

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}}[y(t)+p y(t-\tau)]+q_{0} y(t-\delta)=0 \tag{3.6}
\end{equation*}
$$

has a nonoscillatory solution. Then (3.1) has also a nonoscillatory solution.
Proof. Suppose that (3.4) holds. The case when (3.5) holds is similar and will be omitted. Let $y(t)$ be a positive solution of (3.6). It is easy to see that $\lim _{t \rightarrow \infty} y(t)=0$. Thus, there exists a $T \geq t_{0}$ such that $0<y(t) \leq M$ for $t \geq T-\delta$. Now integrate (3.6) from $t \geq T$ to infinity $n$ times, we have

$$
y(t)+p y(t-\tau)=\frac{q_{0}}{(n-1)!} \int_{t}^{\infty}(s-t)^{n-1} y(s-\delta) d s
$$

which yields for $t \geq T-\tau$

$$
y(t)=\left\{\begin{array}{cc}
\frac{q_{0}}{(1+p)(n-2)!} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) &  \tag{3.7}\\
\times \int_{s}^{\infty}(u-s)^{n-2} y(u-\delta) d u d s, & \text { if } n>1 \\
\frac{q_{0}}{1+p} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) y(s-\delta) d s, & \text { if } n=1
\end{array}\right.
$$

where $[\cdot]$ is the greatest integer function. In light of (3.3) and (3.4), (3.7) yields for $t \geq T-\tau$

$$
y(t) \geq \begin{cases}\frac{1}{(1+p)(n-2)!} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) &  \tag{3.8}\\ \times \int_{s}^{\infty}(u-s)^{n-2} q(u) h(y(u-\delta)) d u d s, & \text { if } n>1 \\ \frac{1}{1+p} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) q(s) h(y(s-\delta)) d s, & \text { if } n=1\end{cases}
$$

Define the set of functions

$$
W=\left\{\omega \in C\left([T-\delta, \infty), \boldsymbol{R}^{+}\right): 0 \leq \omega(t) \leq y(t) \quad \text { for } t \geq T-\delta\right\}
$$

and define the mapping $S$ on $W$ as follows for $t \geq T$

$$
(S \omega)(t)= \begin{cases}\frac{1}{(1+p)(n-2)!} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) & \\ \times \int_{s}^{\infty}(u-s)^{n-2} q(u) h(\omega(u-\delta)) d u d s, & \text { if } n>1 \\ \frac{1}{1+p} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) q(s) h(\omega(s-\delta)) d s, & \text { if } n=1\end{cases}
$$

and for $T-\delta \leq t \leq T$

$$
(S \omega)(t)=\frac{t+h}{T+h}(S \omega)(T) \frac{y(t)}{y(T)}+\left(1-\frac{t+h}{T+h}\right) y(t)
$$

where $h>0$ is a constant with $T+h>\delta$.
It is easy to prove that $S$ maps $W$ into itself. Now define the following sequence of functions on $W$ :

$$
z_{0}(t)=y(t) \quad \text { and } \quad z_{m}(t)=\left(S z_{m-1}\right)(t) \quad \text { for } t \geq T-\delta, m=1,2, \ldots
$$

By induction, we have

$$
0 \leq z_{m}(t) \leq z_{m-1}(t) \leq y(t) \quad \text { for } t \geq T-\delta
$$

Set $x(t)=\lim _{m \rightarrow \infty} z_{m}(t)$ for $t \geq T-\delta$. It follows by Lebesgue's dominated convergence theorem that $x(t)$ satisfies for $t \geq T$

$$
x(t)= \begin{cases}\frac{1}{(1+p)(n-2)!} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) &  \tag{3.9}\\ \times \int_{s}^{\infty}(u-s)^{n-2} q(u) h(x(u-\delta)) d u d s, & \text { if } n>1 \\ \frac{1}{1+p} \int_{t+\tau}^{\infty}\left(1-(-p)^{-[(s-t) / \tau]}\right) q(s) h(x(s-\delta)) d s, & \text { if } n=1\end{cases}
$$

and for $T-\delta \leq t \leq T$,

$$
x(t)=\frac{t+h}{T+h} x(T) \frac{y(t)}{y(T)}+\left(1-\frac{t+h}{T+h}\right) y(t)>0
$$

Then by a similar method to the proof of Theorem 2.1, we can easily prove that $x(t)$ is continuous and positive. By (3.9), we have

$$
x(t)+p x(t-\tau)=\frac{1}{(n-1)!} \int_{t}^{\infty}(s-t)^{n-1} q(s) h(x(s-\delta)) d s, \quad t \geq T+\tau
$$

Clearly, $x(t)$ is a positive solution of (2.1) on $[T+\tau, \infty)$. The proof is complete.

By combining Theorems 2.1 and 3.1, we obtain the following necessary and sufficient condition for the oscillation of all solutions of (3.1).

Corollary 3.2. Assume that (2.6), (2.24) and (3.2) hold and that $h(u)$ is nondecreasing in $u$. In addition, assume that there exist positive constants $q_{0}$ and $M$ such that either (3.4) or (3.5) are satisfied and

$$
0 \leq q(t) \leq q_{0}=\lim _{t \rightarrow \infty} q(t)
$$

Then all solutions of (3.1) oscillate if and only if all solutions of (3.6) oscillate.
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