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1. Introduction

Covariance matrix estimation of multiple assets is one of the most active re-
search areas in high-frequency financial econometrics. Recently, many authors
have been attacking the high-dimensionality in covariance matrix estimation
from high-frequency data. A pioneering work on this topic is the paper by Wang
& Zou [68], where the regularization methods (banding and thresholding) pro-
posed in Bickel & Levina [7, 6] have been applied to estimating high-dimensional
quadratic covariation matrices from noisy and non-synchronous high-frequency
data. Subsequently, their approach has been enhanced by several papers such
as [65, 44, 42]. Meanwhile, such methods require a kind of sparsity of the target
quadratic covariation matrix itself, which seems unrealistic in financial data in
view of the celebrated factor structure such as the Fama-French three-factor
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model of [27]. To overcome this issue, Fan et al. [28] have proposed a covariance
estimation method based on a continuous-time (approximate) factor model with
observable factors, which can be seen as a continuous-time counterpart of the
method introduced in Fan et al. [31]. The method has been further extended in
various directions such as situations with unobservable factor, noisy and non-
synchronous observations, heavy-tail errors and so on; see [1, 23, 43, 29, 59]
for details. As an alternative approach to avoid assuming the sparsity of the
target matrix itself, Brownlees et al. [9] have proposed applying the graphical
Lasso, which imposes the sparsity on the inverse of the target matrix rather than
the target matrix itself. On the empirical side, high-dimensional covariance ma-
trix estimation from high-frequency financial data is particularly interesting in
portfolio allocation. We refer to [67, 30, 49] for illustrations of relevant empirical
work on this topic, in addition to the empirical results reported in the papers
cited above.

To the best of the author’s knowledge, however, there is no work to es-
tablish a statistical inference theory validating simultaneous hypothesis test-
ing and construction of uniformly valid confidence regions for high-dimensional
quadratic covariation estimation from high-frequency data. Such a theory is
important in statistical applications as illustrated by the following example:
Let Y = (Yt)t∈[0,1] be a d-dimensional continuous semimartingale. We denote
by Y i the i-th component of Y for every i = 1, . . . , d. If one attempts to ap-
ply a regularization procedure to estimating the quadratic covariation matrix
[Y, Y ]1 = ([Y i, Y j ]1)1≤i,j≤d of Y , it is important to understand whether the
target matrix is really sparse or not, and if so, how sparse it is. This amounts
to evaluating the following series of the statistical hypotheses simultaneously :

H(i,j) : [Y
i, Y j ]1 ≡ 0, i, j = 1, . . . , d such that i < j. (1.1)

A natural way to construct test statistics for this problem is to estimate [Y, Y ]1
and test whether each of the entries is significantly away from 0 or not. Now
suppose that Y is observed at the equidistant times th = h/n, h = 0, 1, . . . , n.
Then the most canonical estimator for [Y, Y ]1 would be the so-called realized
covariance matrix :

[̂Y, Y ]
n

1 :=

n∑
h=1

(Yth − Yth−1
)(Yth − Yth−1

)�. (1.2)

If one wants to test the null hypothesis such that all the hypotheses in (1.1) is
true, it is natural to consider the maximum type statistic

max
(i,j)∈Λ

∣∣∣[̂Y, Y ]
n

1

∣∣∣ ,
where Λ := {(i, j) ∈ {1, . . . , d}2 : i < j}. More generally, if one wants to con-
trol the family-wise error rate in multiple testing for the hypotheses (1.1), it is

enough to approximate the distribution of max(i,j)∈L |[̂Y, Y ]
n

1 | for any L ⊂ Λ,
with the help of the stepdown procedure illustrated in Romano & Wolf [61].



High-dimensional mixed-normal limit theorems 1445

Hence the problem amounts to approximating the distributions of such maxi-
mum type statistics in an appropriate sense. Using the test statistics considered
in Bibinger & Mykland [5], this type of testing problem can be extended to the
sparsity test for the residual processes of a continuous-time factor model with
an observable factor and thus promising in applications to high-frequency finan-
cial data. In addition, such a problem will also be useful for covariance matrix
modeling in a low-frequency setting because it often suffers from the curse of
dimensionality due to the increase of the number of unknown parameters to be
estimated, and thus it is a common practice to impose a certain structure on
covariance matrices for reducing the number of unknown parameters in models.
For example, Tao et al. [64] have proposed fitting a matrix factor model to daily
covariance matrices which are estimated from high-frequency data using the
methodology of [68], while Kurose & Omori [46, 47] have introduced a dynamic
(multiple-block) equicorrelation structure to multivariate stochastic volatility
models. The afore-mentioned testing will be useful for examining the validity of
such specification. If the dimension d is fixed, the desired approximation can be
obtained as a simple consequence of a multivariate mixed-normal limit theorem

for
√
n([̂Y, Y ]

n

1 − [Y, Y ]1), which is well-studied in the literature and holds true
under quite mild assumptions; see e.g. Theorem 5.4.2 of [35]. The problem here
is how to establish an analogous result when the dimension d possibly diverges
as n tends to infinity.

Indeed, even for the sum of independent random vectors, it is far from trivial
to establish such a result in a situation where the dimension is possibly (much)
larger than the sample size. This is not surprising because objective random
vectors are typically not tight in the usual sense in such a high-dimensional
setting, so any standard method to establish central limit theorems no longer
works. A significant breakthrough in this subject was achieved by the seminal
work of Chernozhukov, Chetverikov & Kato [14], where a Gaussian approxi-
mation of the maxima of the sum of independent random vectors in terms of
the Kolmogorov distance has been established under quite mild assumptions
which allow the dimension is (possibly exponentially) larger than the sample
size. With the help of the Gaussian comparison theorem by Chernozhukov et al.
[17], it enables us to construct feasible statistical inference procedures based
on the maximum type statistics. Their theory, which we call the Chernozhukov-
Chetverikov-Kato theory, or the CCK theory for short, has been developed in the
subsequent work by Chernozhukov et al. [15, 18] and Chernozhukov et al. [19]:
the first two papers have developed Gaussian approximation of the suprema of
empirical processes, while the latter has extended the results of [14] to a cen-
tral limit theorem for hyperrectangles, or sparsely convex sets in more general.
Extension of the CCK theory to statistics other than the sum of independent
random vectors has also been studied in many articles: Weakening the inde-
pendence assumption has been studied in e.g. [70, 71, 16, 10]; Chen [11] and
Chen & Kato [12, 13] have developed theories for U -statistics. Moreover, some
authors have applied the CCK theory to statistical problems regarding high-
frequency data; see Kato & Kurisu [40] and Koike [45]. Nevertheless, none of
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the above studies is applicable to our problem due to its non-ergodic nature.
That is, the asymptotic covariance matrix is random and depends on the σ-filed
of the original probability space, so the asymptotic distribution is essentially
non-Gaussian.

Meanwhile, inspection of the proofs of the CCK theory reveals that most
the parts do not rely on any structure of the underlying statistics. To be pre-
cise, let Sn be the random vector corresponding to the objective statistic and
suppose that we aim at approximating the distribution of Sn by its Gaussian
analog S†

n which has the same mean and covariance matrix as those of Sn. In the
proofs of the CCK theory, the fact that Sn is the sum of independent random
vectors is crucial only to obtain a good quantitative estimate for the quanti-
ties |E[f(Sn)] − E[f(S†

n)]| for sufficiently smooth functions f . In the original
CCK theory [14, 19], such an estimate has been established by the so-called
Stein’s method, especially Slepian’s interpolation (also known as the smart path
method) and Stein’s leave-one-out method. Although their approach is not di-
rectly applicable to our problem, it suggests that we might alternatively use
Malliavin’s integration by parts formula because it can be viewed as an infinite-
dimensional version of Stein’s identity (cf. Sakamoto & Yoshida [63]). In fact,
the recent active research in probabilistic literature shows a beautiful harmony
between Malliavin calculus and Stein’s method, which is nowadays called the
Malliavin-Stein method ; we refer to the monograph [54] for an introduction of
this subject. Indeed, this idea has already been applied in [45] to a situation
where Sn is a vector of smooth Wiener functionals (especially multiple Wiener-
Itô integrals) and S†

n is Gaussian, which has produced several impressive results.
Our plan here is to apply this idea to a situation where Sn is a vector of multiple
Skorohod integrals and S†

n is conditionally Gaussian. In this regard, a relevant
result has been given in Theorem 5.1 of Nourdin et al. [53]. However, this re-
sult is not directly applicable to the current situation because it assumes that
the components of S†

n are conditionally independent, which is less interesting to
statistical applications (and especially not the case in the problem illustrated
above). To remove such a restriction from the result of [53], we employ the novel
interpolation method introduced in Nualart & Yoshida [57], instead of Slepian’s
interpolation used in [53] and the original CCK theory.

Another problem in the present context is validation of standardizing statis-
tics by random variables. In a low-dimensional setting, this is typically achieved
by proving the so-called stable convergence in law (see e.g. [60] for details). How-
ever, in a high-dimensional setting, the meaning of stable convergence is unclear
and its näıve extension is not useful because of the lack of the continuous map-
ping theorem and the delta method (see Section 3 for a relevant discussion).
So we also aim at developing a formulation appropriate to validating such an
operation.

The remainder of the paper is organized as follows. Section 2 is devoted
to some preliminaries on notation and concepts used in the paper. Section 3
presents the main results obtained in this paper. In Section 4 we apply the
developed theory to establish the asymptotic mixed normality of realized co-
variance matrices in a high-dimensional setting and illustrate its application to
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testing the residual sparsity of a continuous-time factor model. Section 5 pro-
vides a small simulation study as well as an empirical illustration using real
data. All the proofs are collected in the Appendix.

2. Preliminaries

In this section we present some notation and concepts used throughout the
paper.

2.1. Basic notation

We begin by introducing some basic notation which is more or less common in
the literature. For a vector x ∈ Rd, we write the i-th component of x as xi for
i = 1, . . . , d. Also, we set minx := min1≤i≤d x

i. For two vectors x, y ∈ Rd, the
statement x ≤ y means xi ≤ yi for all i = 1, . . . , d. For a vector x ∈ Rd and a
scalar a ∈ R, we set

x± a := (x1 ± a, . . . , xd ± a)�.

Here, � stands for the transpose of a matrix.
For a matrix A, we write its (i, j)-th entry as Aij . Also, Ai· and A·j denote

the i-th row vector and the j-th column vector, respectively. Here, we regard
both the vectors Ai· and A·j as column vectors. If A is an m × d matrix, we
denote by |||A|||∞ the �∞-operator norm of A:

|||A|||∞ = max
1≤i≤m

d∑
j=1

|Aij |.

If B is another m× d matrix, we denote by A · B the Frobenius inner product
of A and B. That is,

A ·B :=

m∑
i=1

d∑
j=1

AijBij .

For a d× d matrix A, we denote by diag(A) the d-dimensional vector consisting
of the diagonal entries of A, i.e. diag(A) = (A11, . . . , Add)�.

For a random variable ξ and a number p > 0, we write ‖ξ‖p = (E[|ξ|p])1/p.
We also use the notation ‖ξ‖∞ to denote the essential supremum of ξ. We will
denote by L∞− the space of all random variables ξ such that ‖ξ‖p < ∞ for
every p ∈ [1,∞). The notation →p stands for convergence in probability.

If V is a real Hilbert space, we denote by 〈·, ·〉V and ‖ · ‖V the inner product
and norm of V , respectively. Also, we denote by Lp(Ω;V ) the set of all V -valued
random variables ξ such that E[‖ξ‖2V ] < ∞.

Given real Hilbert spaces V1, . . . , Vk, we write their Hilbert space tensor prod-
uct as V1 ⊗ · · · ⊗ Vk. For a real Hilbert space V , we write the kth tensor power
of V as V ⊗k, i.e.

V ⊗k := V ⊗ · · · ⊗ V︸ ︷︷ ︸
k

.
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Note that the Hilbert space tensor product is uniquely determined up to isomor-
phism, and we often select a convenient realization case by case. For example,
we identify the tensor product V ⊗Rd with the Hilbert space V d equipped with
the inner product 〈(f1, . . . , fd), (g1, . . . , gd)〉V d =

∑d
i=1〈fi, gi〉V for f1, . . . , fd,

g1, . . . , gd ∈ V . This is possible because the latter is the Hilbert space tensor
product of V and Rd in the sense of Definition E.8 in [37]. Namely, there is a
bilinear map T : V × Rd → V d such that the range of T is total in V d and

〈T (f, a), T (g, b)〉V d = 〈f, g〉V 〈a, b〉Rd

for all f, g ∈ V and a, b ∈ Rd. In fact, we may define T by

T (f, a) = (a1f, . . . , adf) (f ∈ V, a = (a1, . . . , ad)
� ∈ Rd).

Evidently, T is bilinear and its range is total in (H⊗k)d. Moreover, for any
f, g ∈ V and a = (a1, . . . , ad)

� ∈ Rd, b = (b1, . . . , bd)
� ∈ Rd,

〈T (f, a), T (g, b)〉V d =

d∑
i=1

〈aif, big〉V =

d∑
i=1

aibi〈f, g〉V = 〈f, g〉V 〈a, b〉Rd .

For an element f ∈ V ⊗k, we write the (canonical) symmetrization of f as
Sym(f). Namely, the map V ⊗k � f �→ Sym(f) ∈ V ⊗k is characterized as the
unique continuous linear operator on V ⊗k such that

Sym(f1 ⊗ · · · ⊗ fk) =
1

k!

∑
τ∈Sk

fτ(1) ⊗ · · · ⊗ fτ(k)

for all f1, . . . , fk ∈ V , where Sk denotes the set of all permutations of {1, . . . , k},
i.e. the symmetric group of degree k. An element f ∈ V ⊗k is said to be symmetric
if Sym(f) = f . We refer to Appendix E of [37] for details on Hilbert space tensor
products.

2.2. Multi-way arrays

In this subsection we introduce some notation related to multi-way arrays (or
tensors) which are necessary to state our main results.

Given a positive integer N , we set [N ] := {1, . . . , N} for short. We denote
by K the real field R or the complex field C and consider a vector space V over
K. Given q positive integers N1, . . . , Nq, we denote by V N1×···×Nq the set of all
V -valued N1×· · ·×Nq arrays, i.e. V -valued functions on [N1]×· · ·× [Nq]. Note
that V N1×N2 corresponds to the set of all V -valued N1 × N2 matrices. When
N1 = · · · = Nq = N , we call an element of V N1×···×Nq a V -valuedN -dimensional
q-way array. For an array T ∈ V N1×···×Nq and indices ik ∈ [Nk] (k = 1, . . . , q),
we write T (i1, . . . , iq) as T

i1,...,iq and T itself as T = (T i1,...,iq )(i1,...,iq)∈
∏q

k=1[Nk].

When V = K, V N1×···×Nq is naturally identified with the Hilbert space tensor
product KN1 ⊗ · · · ⊗ KNq by the unique linear isomorphism ι : KN1 ⊗ · · · ⊗
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KNq → KN1×···×Nq such that ι(x1 ⊗ · · ·⊗xq) = (xi1
1 · · ·xiq

q )(i1,...,iq)∈
∏q

k=1[Nk] for

xk ∈ KNk , k = 1, . . . , q (cf. Example E.10 of [37]).
For two K-valued arrays S, T ∈ KN1×···×Nq , we define their Hadamard-type

product (i.e. entry-wise product) by

S ◦ T := (Si1,...,iqT i1,...,iq )(i1,...,iq)∈
∏q

k=1[Nk] ∈ KN1×···×Nq .

Also, we set

‖T‖�p :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎧⎨⎩ ∑

(i1,...,iq)∈
∏q

k=1[Nk]

|T i1,...,iq |p
⎫⎬⎭

1/p

if p ∈ (0,∞),

max
(i1,...,iq)∈

∏q
k=1[Nk]

|T i1,...,iq | if p = ∞.

Now suppose that V is a real Hilbert space. For T ∈ V N1×···×Nq and x ∈ V ,
we define

〈T, x〉V := (〈T i1,...,iq , x〉V )(i1,...,iq)∈∏q
k=1[Nk] ∈ RN1×···×Nq . (2.1)

Let m be a positive integer. For each j = 1, . . . ,m, let Vj be a real Hilbert space,

pj ∈ N, N
(j)
1 , . . . , N

(j)
pj ∈ N and Tj ∈ V

N
(j)
1 ×···×N(j)

pj

j . Then we define

T1 ⊗ · · · ⊗ Tm

:= (T
i1,...,ip1
1 ⊗ · · · ⊗ T ip1+···+pm−1+1,...,ip1+···+pm )

(i1,...,ip1+···+pm )∈
∏p1+···+pm

k=1 [Nk]

∈ (V1 ⊗ · · · ⊗ Vm)N
(1)
1 ×···×N(1)

p1
×···×N

(m)
1 ×···×N(m)

pm . (2.2)

In particular, we write
T⊗m := T ⊗ · · · ⊗ T︸ ︷︷ ︸

m

.

2.3. Malliavin calculus

This subsection introduces some notation and concepts from Malliavin calculus
used throughout the paper. We refer to Nualart [55], Chapter 2 of Nourdin &
Peccati [54] and Chapter 15 of Janson [37] for further details on this subject.

Given a probability space (Ω,F , P ), let W = (W(h))h∈H be an isonormal
Gaussian process over a real separable Hilbert space H.

Let V be another real separable Hilbert space. For any real number p ≥ 1 and
any integer k ≥ 1, Dk,p(V ) denotes the stochastic Sobolev space of V -valued
random variables which are k times differentiable in the Malliavin sense and
the derivatives up to order k have finite moments of order p. If F ∈ Dk,p(V ),
we denote by DkF the kth Malliavin derivative of F , which is an element of
the space Lp(Ω;H⊗k ⊗ V ). We write DF instead of D1F for short. We set
Dk,∞(V ) =

⋂∞
p=1 Dk,p(V ). If V = R, we simply write Dk,p(V ) as Dk,p.
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For a d-dimensional random vector F∈Dk,p(R
d), we identify the kth Malliavin

derivative DkF of F as the (H⊗k)d-valued random variable (DkF 1, . . . , DkF d)
by identifying H⊗k ⊗ Rd with (H⊗k)d as in Section 2.1. Similarly, for a d ×
d′ matrix valued random variable F ∈ Dk,p(R

d×d′
), we identify DkF as the

(H⊗k)d×d′
-valued random variable (DkF ij)(i,j)∈[d]×[d′].

For a positive integer q, we denote by δq the q-th multiple Skorohod integral,
which is the adjoint operator of the densely defined operator L2(Ω) ⊃ Dq,2 �
F �→ DqF ∈ L2(Ω;H⊗q). That is, the domain Dom(δq) of δq is defined as the
set of all H⊗q-valued random variables u such that there is a constant C > 0
satisfying |E[〈u,DqF 〉H⊗q ]| ≤ C‖F‖2 for all F ∈ Dq,2, and the following duality
formula holds for any u ∈ Dom(δq) and F ∈ Dq,2:

E[Fδq(u)] = E[〈u,DqF 〉H⊗q ].

2.4. Multi-indices

This subsection collects some notation related to multi-indices.
Let q be a positive integer. We denote by Z+ the set of all non-negative

integers. We define

A(q) := {α ∈ Z
q
+ : α1 + 2α2 + · · ·+ qαq = q}.

For a multi-index α = (α1, . . . , αq) ∈ Z
q
+, we set |α| = α1 + · · · + αq as usual.

Given another positive integer r, we define

Nr(α) :=

⎧⎨⎩ν = (νij)(i,j)∈[q]×[r] : νij ∈ Z,
r∑

j=1

νij = αi

⎫⎬⎭
and

N ∗
r (α) = {ν = (νij) ∈ Nr(α) : νq1 = 0}.

Moreover, we define

A(q) :=

q⋃
p=1

A(p) and N ∗
r(q) :=

⋃
α∈A(q)

N ∗
r (α).

Finally, for an element ν = (νij) ∈ N4(α), we set |ν|∗ := |ν·1|+2|ν·2|+ |ν·3| and
|ν|∗∗ := |ν|∗ + |ν·4|.

3. Main results

Throughout the paper, we consider an asymptotic theory such that the pa-
rameter n ∈ N tends to infinity. For each n ∈ N, we consider a probability
space (Ωn,Fn, Pn), and we suppose that all the random variables at stage
n are defined on (Ωn,Fn, Pn). We also suppose that an isonormal Gaussian
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process Wn = (Wn(h))h∈Hn over a real separable Hilbert space Hn is de-
fined on (Ωn,Fn, Pn). To keep the notation simple, we subtract the indices
n from (Ωn,Fn, Pn), Wn and Hn, respectively. So we will write them simply as
(Ω,F , P ), W and H, respectively. In particular, note that the spaces and the
operators associated with W (which are introduced in Section 2.3) implicitly
depend on n, although we do not attach the index n to them.

For each n ∈ N, let Mn be a d-dimensional random vector consisting of
multiple Skorohod integrals:

M j
n = δqj (uj

n), j = 1, . . . , d,

where qj is a positive integer and uj
n ∈ Dom(δqj ) for every j. Here, we assume

that the dimension d possibly depends on n as d = dn, while qj ’s do not depend
on n. We also assume dn ≥ 3 for every n and q := supj qj < ∞. Our aim is to
study mixed-normal limit theorems for the following functionals:

Zn = Mn +Wn, n = 1, 2, . . . ,

where Wn’s are d-dimensional random vectors which represent the uncentered
part of the functionals.

Let us introduce mixed-normal random vectors approximating the functionals
Zn in law as follows:

Zn = C1/2
n ζn +Wn, n = 1, 2, . . . .

Here, Cn is a d× d symmetric positive semidefinite random matrix and ζn is a
d-dimensional standard Gaussian vector independent of F , which is defined on
an extension of the probability space (Ω,F , P ) if necessary.

The main aim of this paper is to investigate reasonable regularity conditions
under which the distribution of Zn is well-approximated by that of Zn. To be
precise, we are interested in the following type of result:

sup
z∈Rd

|P (Zn ≤ z)− P (Zn ≤ z)| → 0 as n → ∞.

It is well-recognized in statistic literature, however, that this type of result is
usually insufficient for statistical applications because it does not ensure stan-
dardization by a random vector which is still random in the limit; such an oper-
ation is crucial for Studentization in the present context. In a low-dimensional
setting, this issue is usually resolved by proving the stability of the convergence
so that

(Zn, X) →L (Zn, X) as n → ∞
for any m-dimensional (F-measurable) random variable X, where →L denotes
the convergence in law. This statement is no longer meaningful in a high-
dimensional setting such that d → ∞ as n → ∞, so we need to reformulate
it appropriately. A näıve idea is to consider the following statement:

sup
z∈Rd,x∈Rm

|P (Zn ≤ z,X ≤ x)− P (Zn ≤ z,X ≤ x)| → 0 as n → ∞. (3.1)



1452 Y. Koike

However, if m depends also on n, this type of statement is not attractive nei-
ther theoretical nor practical points of view due to the following reasons: From
a theoretical point of view, we need to assume a so-called anti-concentration in-
equality for X to prove this type of result by the CCK approach, but it is usually
hard to check such an inequality for general random variables, especially when
m → ∞ as n → ∞. Besides, from a practical point of view, it is still unclear
whether the convergence (3.1) ensures the validity of standardization of Zn be-
cause no analog of the continuous mapping theorem has been established yet
for high-dimensional central limit theorems of the form (3.1). For these reasons
we choose the way to directly prove convergence results for normalized statistics
of Zn. More formally, let Ξn be an m × d random matrix, where m = mn ≥ 3
possibly depends on n. Our aim is to establish

sup
y∈Rm

|P (ΞnZn ≤ y)− P (ΞnZn ≤ y)| → 0 (3.2)

as n → ∞ under reasonable regularity conditions on Zn and Ξn. Mathematically
speaking, given a vector y ∈ Rm, the set {z ∈ Rd : Ξnz ≤ y} is a finite
intersection of hyperplanes in Rd, i.e. convex polytopes in Rd, so the convergence
(3.2) can be considered as a high-dimensional central limit theorem for random
convex polytopes. If we take Ξn as the d×d diagonal matrix whose diagonals are
the inverses of the “standard errors” of Zn, the convergence (3.2) does ensures
the validity of (marginal) standardization of Zn.

Now, our main theorem is stated as follows:

Theorem 3.1. Suppose that Mn,Wn ∈ Dq,∞(Rd) and Cn ∈ Dq,∞(Rd×d) and
that uj

n is symmetric for all n and j. Suppose also that Ξn can be written as Ξn =
Υn ◦Xn with Υn being an m× d (deterministic) matrix such that |||Υn|||∞ ≥ 1
and Xn ∈ Dq,∞(Rm×d). Assume that the following convergences hold true:

|||Υn|||2∞E
[
‖Xn‖2�∞‖Δn‖�∞

]
(logm)2 → 0 (3.3)

and

|||Υn||||ν|∗∗+1
∞ E

[(
1 + ‖Xn‖|ν|∗+1

�∞

)(
1 + ‖Zn‖|ν·4|

�∞
+ ‖Zn‖|ν·4|

�∞

)
× max

1≤j≤d
‖Δn,j(ν)‖�∞

]
(logm)

3
2 |ν|∗∗+ 1

2 → 0 (3.4)

as n → ∞ for every ν ∈ N ∗
4(q), where

Δn =
(
〈DqjM i

n, u
j
n〉H⊗qj − Cij

n

)
1≤i,j≤d

(3.5)

and

Δn,j(ν) :=〈
qj⊗

k=1

(DkMn)
⊗νk1 ⊗ (DkCn)

⊗νk2 ⊗ (DkWn)
⊗νk3 ⊗ (DkXn)

⊗νk4 , uj
n

〉
H⊗qj

(3.6)
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if ν ∈
⋃

α∈A(qj)
N ∗

4 (α) and Δn,j(ν) = 0 otherwise. Assume also that the follow-
ing condition is satisfied:

lim
b↓0

lim sup
n→∞

P (min diag(ΞnCnΞ
�
n ) < b) = 0. (3.7)

Then we have (3.2) as n → ∞.

Remark 3.1. The variable Δn defined in (3.5) is called the quasi-tangent in
[57].

Remark 3.2. The variable Δn,j(ν) defined in (3.6) takes values in

R

d×···×d︸ ︷︷ ︸
|ν|∗

×m×···×m︸ ︷︷ ︸
|ν·4|

× d×···×d︸ ︷︷ ︸
|ν·4|

when ν = (νkl) ∈
⋃

α∈A(qj)
N ∗

4 (α). To see this, let us recall that DkMn, D
kCn,

DkWn and DkXn take values in (H⊗k)d, (H⊗k)d×d, (H⊗k)d and (H⊗k)m×d,
respectively (cf. Section 2.3). Therefore, according to the notation defined by
(2.2), the variable

qj⊗
k=1

(DkMn)
⊗νk1 ⊗ (DkCn)

⊗νk2 ⊗ (DkWn)
⊗νk3 ⊗ (DkXn)

⊗νk4

takes values in

(
H⊗qj

)d×···×d︸ ︷︷ ︸
|ν|∗

×m×···×m︸ ︷︷ ︸
|ν·4|

× d×···×d︸ ︷︷ ︸
|ν·4| ,

where we use the relation
∑qj

k=1 k(νk1 + νk2 + νk3 + νk4) = qj . Hence, according
to the notation defined by (2.1), we obtain

Δn,j(ν)

=

〈
qj⊗

k=1

(DkMn)
⊗νk1 ⊗ (DkCn)

⊗νk2 ⊗ (DkWn)
⊗νk3 ⊗ (DkXn)

⊗νk4 , uj
n

〉
H⊗qj

∈ R

d×···×d︸ ︷︷ ︸
|ν|∗

×m×···×m︸ ︷︷ ︸
|ν·4|

× d×···×d︸ ︷︷ ︸
|ν·4| .

Remark 3.3. In Theorem 3.1, we require all the variables appearing there to
have finite moments of all orders just for simplicity. It would be enough for them
to have finite moments up to order p only, where p would be a function of q.

Remark 3.4 (Quantitative bound). As in the original CCK theory, it is possible
to give a quantitative version of the convergence (3.2), but we do not implement
it here to make the statement of the theorem simpler.

Let us write down conditions (3.3)–(3.4) in the special case that qj ∈ {1, 2}
for all j. In this case, setting Jq = {j ∈ {1, . . . , d} : qj = q} for q = 1, 2, we can
rewrite these conditions as follows:

|||Υn|||2∞ max
q=1,2

E

[
‖Xn‖2�∞ max

1≤i≤d
max
j∈Jq

∣∣〈DqM i
n, u

j
n〉H − Cij

n

∣∣] (logm)2 → 0,
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|||Υn|||3∞ max
q=1,2

E

[
(1 + ‖Xn‖3�∞) max

1≤i,j≤d
max
k∈Jq

∣∣〈DqCij
n , u

k
n〉H⊗q

∣∣] (logm)
7
2 → 0,

|||Υn|||2∞ max
q=1,2

E

[
(1 + ‖Xn‖2�∞) max

1≤i≤d
max
j∈Jq

∣∣〈DqW i
n, u

j
n〉H⊗q

∣∣] (logm)2 → 0,

|||Υn|||2∞ max
q=1,2

E

[
(1 + ‖Zn‖�∞ + ‖Zn‖�∞) max

1≤i≤m
max
1≤j≤d

max
k∈Jq

∣∣〈DqXij
n , u

k
n〉H⊗q

∣∣]
×(logm)2 → 0,

|||Υn|||3∞E

[
(1 + ‖Xn‖3�∞) max

1≤i,j≤d
max
k∈J2

∣∣〈DF i
n ⊗DGj

n, u
k
n〉H⊗2

∣∣] (logm)
7
2 → 0,

|||Υn|||5∞E

[
(1 + ‖Xn‖5�∞) max

1≤i,j,k,l≤d
max
h∈J2

∣∣〈DCij
n ⊗DCkl

n , uh
n〉H⊗2

∣∣](logm)
13
2 → 0,

|||Υn|||3∞E
[(
1 + ‖Zn‖2�∞ + ‖Zn‖2�∞

)
× max

1≤i,k≤m
max

1≤j,l≤d
max
h∈J2

∣∣∣〈DXij
n ⊗DXkl

n , uh
n〉H⊗2

∣∣∣] (logm)
7
2 → 0,

|||Υn|||4∞E

[
(1 + ‖Xn‖4�∞) max

1≤i,j,k≤d
max
l∈J2

∣∣〈DCij
n ⊗DF k

n , u
l
n〉H⊗2

∣∣] (logm)5 → 0,

|||Υn|||3∞E
[
(1 + ‖Xn‖2�∞) (1 + ‖Zn‖�∞ + ‖Zn‖�∞)

× max
1≤j≤m

max
1≤i,k≤d

max
l∈J2

∣∣∣〈DF i
n ⊗DXjk

n , ul
n〉H⊗2

∣∣∣] (logm)
7
2 → 0,

|||Υn|||4∞E
[
(1 + ‖Xn‖3�∞) (1 + ‖Zn‖�∞ + ‖Zn‖�∞)

× max
1≤k≤m

max
1≤i,j,l≤d

max
h∈J2

∣∣∣〈DCij
n ⊗DXkl

n , uh
n〉H⊗2

∣∣∣] (logm)5 → 0,

where Fn, Gn ∈ {Mn,Wn}. In particular, when qj = 1 for all j, they consist of
the following convergences:

|||Υn|||2∞E

[
‖Xn‖2�∞ max

1≤i,j≤d

∣∣〈DM i
n, u

j
n〉H − Cij

n

∣∣] (logm)2 → 0,

|||Υn|||3∞E

[
(1 + ‖Xn‖3�∞) max

1≤i,j,k≤d

∣∣〈DCij
n , u

k
n〉H

∣∣] (logm)
7
2 → 0,

|||Υn|||2∞E

[
(1 + ‖Xn‖2�∞) max

1≤i,j≤d

∣∣〈DW i
n, u

j
n〉H

∣∣] (logm)2 → 0,

|||Υn|||2∞E

[
(1 + ‖Zn‖�∞ + ‖Zn‖�∞) max

1≤i≤m
max

1≤j,k≤d

∣∣〈DXij
n , u

k
n〉H

∣∣] (logm)2 → 0.

When qj = 2 for all j, they consist of the following convergences:

|||Υn|||2∞E

[
‖Xn‖2�∞ max

1≤i,j≤d

∣∣〈D2M i
n, u

j
n〉H⊗2 − Cij

n

∣∣] (logm)2 → 0, (3.8)

|||Υn|||3∞E

[
(1 + ‖Xn‖3�∞) max

1≤i,j,k≤d

∣∣〈D2Cij
n , u

k
n〉H⊗2

∣∣] (logm)
7
2 → 0, (3.9)
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|||Υn|||2∞E

[
(1 + ‖Xn‖2�∞) max

1≤i,j≤d

∣∣〈D2W i
n, u

j
n〉H⊗2

∣∣] (logm)2 → 0, (3.10)

|||Υn|||2∞E

[
(1 + ‖Zn‖�∞ + ‖Zn‖�∞) max

1≤i≤m
max

1≤j,k≤d

∣∣〈D2Xij
n , u

k
n〉H⊗2

∣∣]
× (logm)2 → 0,

(3.11)

|||Υn|||3∞E

[
(1 + ‖Xn‖3�∞) max

1≤i,j,k≤d

∣∣〈DF i
n ⊗DGj

n, u
k
n〉H⊗2

∣∣] (logm)
7
2 → 0,

(3.12)

|||Υn|||5∞E

[
(1 + ‖Xn‖5�∞) max

1≤i,j,k,l,h≤d

∣∣〈DCij
n ⊗DCkl

n , uh
n〉H⊗2

∣∣] (logm)
13
2 → 0,

(3.13)

|||Υn|||3∞E
[(
1 + ‖Zn‖2�∞ + ‖Zn‖2�∞

)
× max

1≤i,k≤m
max

1≤j,l,h≤d

∣∣∣〈DXij
n ⊗DXkl

n , uh
n〉H⊗2

∣∣∣] (logm)
7
2 → 0, (3.14)

|||Υn|||4∞E

[
(1 + ‖Xn‖4�∞) max

1≤i,j,k,l≤d

∣∣〈DCij
n ⊗DF k

n , u
l
n〉H⊗2

∣∣] (logm)5 → 0,

(3.15)

|||Υn|||3∞E
[
(1 + ‖Xn‖2�∞) (1 + ‖Zn‖�∞ + ‖Zn‖�∞)

× max
1≤j≤m

max
1≤i,k,l≤d

∣∣∣〈DF i
n ⊗DXjk

n , ul
n〉H⊗2

∣∣∣] (logm)
7
2 → 0,

(3.16)

|||Υn|||4∞E
[
(1 + ‖Xn‖3�∞) (1 + ‖Zn‖�∞ + ‖Zn‖�∞)

× max
1≤k≤m

max
1≤i,j,l,h≤d

∣∣∣〈DCij
n ⊗DXkl

n , uh
n〉H⊗2

∣∣∣] (logm)5 → 0, (3.17)

where Fn, Gn ∈ {Mn,Wn}.
As a special case of Theorem 3.1, we can deduce a high-dimensional central

limit theorem for multiple Skorohod integrals in hyperrectangles as follows. Let
Are(d) be the set of all hyperrectangles in Rd, i.e. Are(d) consists of all sets A
of the form

A = {z ∈ Rd : aj ≤ zj ≤ bj for all j = 1, . . . , d}
for some −∞ ≤ aj ≤ bj ≤ ∞, j = 1, . . . , d. Taking Ξn as

Ξn =

(
Ed

−Ed

)
in Theorem 3.1, where Ed denotes the identity matrix of size d, we obtain the
following result (note that (3.2) continues to hold true while Rd is replaced by
(−∞,∞]d):

Corollary 3.1. Suppose that Mn,Wn ∈ Dq,∞(Rd) and Cn ∈ Dq,∞(Rd×d) and
that uj

n is symmetric for all n and j. Assume that the following convergences
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hold true:
E
[
‖Xn‖2�∞‖Δn‖�∞

]
(log d)2 → 0

and

E
[(

1 + ‖Xn‖|ν|∗+1
�∞

)(
1 + ‖Zn‖|ν·4|

�∞
+ ‖Zn‖|ν·4|

�∞

)
× max

1≤j≤d
‖Δn,j(ν)‖�∞

]
(log d)

3
2 |ν|∗∗+ 1

2 → 0

as n → ∞ for every ν ∈ N ∗
4(q). Assume also that the following condition is

satisfied:
lim
b↓0

lim sup
n→∞

P (min diag(Cn) < b) = 0.

Then we have
sup

A∈Are(d)

|P (Zn ∈ A)− P (Zn ∈ A)| → 0

as n → ∞.

Some related results for statistical applications

In many applications, the objective variables are only approximately multiple
Skorohod integrals. The following lemma is useful for such a situation.

Lemma 3.1. For each n ∈ N, let Yn, Y
′
n be m-dimensional random vectors such

that √
logm‖Y ′

n − Yn‖�∞ →p 0

and
sup
y∈Rm

|P (Yn ≤ y)− P (ΞnZn ≤ y)| → 0

as n → ∞. Then we have

sup
y∈Rm

|P (Y ′
n ≤ y)− P (ΞnZn ≤ y)| → 0

as n → ∞, provided that (3.7) holds true.

In terms of statistical applications, the mixed-normal approximation given by
Theorem 3.1 is often infeasible because the “asymptotic” covariance matrix Cn

usually contains unobservable quantities. In the following we give two auxiliary
results bridging this gap. The first result ensures the validity of estimating the
F-conditional distribution of ΞnZn while we replace Cn,Wn and Ξn by their
estimators.

Proposition 3.1. For each n, let Ĉn, Ŵn and Ξ̂n be a d × d symmetric posi-
tive semidefinite random matrix, a d-dimensional random vector and an m× d

random matrix, respectively. Set Ẑn := Ĉ
1/2
n ζn + Ŵn. Suppose that√

logm‖Ξ̂nŴn − ΞnWn‖�∞ →p 0, (logm)2‖Ξ̂nĈnΞ̂
�
n − ΞnCnΞ

�
n ‖�∞ →p 0

(3.18)
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as n → ∞. Then we have

sup
y∈Rm

|P (Ξ̂nẐn ≤ y|F)− P (ΞnZn ≤ y|F)| →p 0

as n → ∞, provided that (3.7) holds true.

We remark that the above proposition only gives a way to estimate the F-
conditional distribution of ΞnZn when we have appropriate estimators for rele-
vant variables: It says nothing about how to estimate the unconditional distribu-
tion of ΞnZn. Because of the non-ergodic nature of the problem, in general there
seems no hope of consistently estimating the latter quantity even if we can con-
sistently estimate unknown variables contained in ΞnZn. In a low-dimensional
setting this issue is usually resolved by standardizing the objective statistic by
a consistent estimator for its asymptotic covariance matrix, which is validated
via the stability of convergence in law. In a high-dimensional setting, however,
standardizing the (joint) distribution of the objective statistic is often difficult:
Estimators for the conditional covariance matrix of the objective statistic are
usually singular because the sample size is smaller than the dimension, and even
if it is regular, computation of the inverse is typically time-consuming. Never-
theless, we can fortunately show that, in order to estimate quantiles of the un-
conditional distribution ΞnZn, it is sufficient to only estimate its F-conditional
distribution. We remark that this fact has already been known in high-frequency
financial econometrics and typically been used to construct jump-related testing
procedures; see [36, 48] for example. Formally, we can prove the following result:

Proposition 3.2. For each n ∈ N, let Tn, T
†
n, T

∗
n be random variables defined

on an extension of the probability space (Ω,F , P ). Suppose that

sup
x∈R

∣∣P (Tn ≤ x)− P (T †
n ≤ x)

∣∣→ 0, sup
x∈R

∣∣P (T ∗
n ≤ x|F)− P (T †

n ≤ x|F)
∣∣→p 0

as n → ∞. Suppose also that there is a sequence (En) of elements in F such
that the F-conditional distribution of T †

n has the density on En for every n
and limn→∞ P (En) = 1. For each n ∈ N, let q∗n be the F-conditional quantile
function of T ∗

n :

q∗n(α) = inf{x ∈ R : P (T ∗
n ≤ x|F) ≥ α}, α ∈ (0, 1).

Then we have
P (Tn ≤ q∗n(α)) → α

as n → ∞ for all α ∈ (0, 1).

4. Application to realized covariance

In this section we assume that the probability space (Ω,F , P ) admits the struc-
ture such that Ω = Ω′ ×W, F = F ′ ⊗B and P = P ′ ×P for some probability
space (Ω′,F ′, P ′) and the r-dimensional Wiener space (W,B,P) over time in-
terval [0, 1], and consider the partial Malliavin calculus with respect to the
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r-dimensional Brownian motion B = (Bt)t∈[0,1] defined by Bt(ω
′, w) = w(t) for

ω′ ∈ Ω′, w ∈ W and t ∈ [0, 1] (cf. Section 6.1 of [69]). In this setting the Hilbert
space H coincides with the space L2([0, 1];Rr). We here allow the dimension
r = rn to possibly depend on n ∈ N, so (Ω,F , P ) and B may depend on n, but
we subtract the index n from the notation. Let (Bt)t∈[0,1] denote the filtration
generated by the canonical process on W, and define the filtration (Ft)t∈[0,1]

of F by Ft := F ′ ⊗ Bt for t ∈ [0, 1]. On the stochastic basis (Ω,F , (Ft), P ), we
consider the d-dimensional continuous Itô semimartingale Y = (Yt)t∈[0,1] given
by the following:

Yt = Y0 +

∫ t

0

μsds+

∫ t

0

σsdBs, t ∈ [0, 1].

Here, μ = (μs)s∈[0,1] is a d-dimensional (Ft)-progressively measurable process

and σ = (σs)s∈[0,1] is an Rd×r-valued (Ft)-progressively measurable process
such that ∫ 1

0

(
‖μs‖�1 + ‖σs‖2�2

)
ds < ∞ a.s.

We remark that the processes μ and σ generally depend on n because d and r
may depend on n. However, following the custom of high-dimensional statistics,
we subtract the index n from the notation as above.

We observe the process Y at the discrete time points th = tnh = h/n, h =
0, 1, . . . , n. In such a setting, the discretized quadratic covariation matrix

[̂Y, Y ]
n

1 :=

n∑
h=1

(Yth − Yth−1
)(Yth − Yth−1

)�,

which is known as the realized covariance matrix in high-frequency financial
econometrics, is a natural estimator for the quadratic covariance matrix of Y :

[Y, Y ]1 =

∫ 1

0

Σtdt, Σt := σtσ
�
t .

The aim of this section is to establish the asymptotic mixed normality of the

estimator [̂Y, Y ]
n

1 in a high-dimensional setting such that the dimension d is
possibly (much) larger than the sample size n.

Before stating the results, we introduce some notation. First, for a ran-
dom variable F taking values in RN1×···×Nq for some N1, . . . , Nq ∈ N, we set
‖F‖p,�2 := ‖‖F‖�2‖p for every p ∈ (0,∞]. Next, for a positive integer k, we
identify the space H⊗k with L2([0, 1]k; (Rr)⊗k) in the canonical way (cf. Ex-
ample E.10 in [37]). Therefore, if a univariate random variable F is k times
differentiable in the Malliavin sense, the kth Malliavin derivative DkF of F
takes values in L2([0, 1]k; (Rr)⊗k), so we can consider the value DkF (t1, . . . , tk)
in (Rr)⊗k evaluated at (t1, . . . , tk) ∈ [0, 1]k. We denote this value by Dt1,...,tkF .
Moreover, for an index (a1, . . . , ak) ∈ {1, . . . , r}k, we write the (a1, . . . , ak)-th

entry of Dt1,...,tkF as D
(a1,...,ak)
t1,...,tk

F (note that we identify (Rr)⊗k with Rr×···×r).
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We remark that the variable Dt1,...,tkF is defined only a.e. on [0, 1]k × Ω with
respect to the measure Lebk ×P , where Lebk denotes the Lebesgue measure on
[0, 1]k. Therefore, if Dt1,...,tkF satisfies some property a.e. on [0, 1]k × Ω with
respect to the measure Lebk ×P , by convention we will always take a version of
Dt1,...,tkF satisfying that property everywhere on [0, 1]k × Ω if necessary. Also,
note that if a d-dimensional random vector F is k times differentiable in the
Malliavin sense, the kth Malliavin derivative DkF is first identified with the
(H⊗k)d-valued random variable (DkF 1, . . . , DkF d) according to the identifica-
tion of H⊗k ⊗ Rd with (H⊗k)d (cf. Sections 2.1 and 2.3). Then, each DkF j is
identified with the L2([0, 1]k; (Rr)⊗k)-valued random variable as above.

We define the d2 × d2 random matrix Cn by

C(i−1)d+j,(k−1)d+l
n :=

n

n∑
h=1

{(∫ th

th−1

Σik
s ds

)(∫ th

th−1

Σjl
s ds

)
+

(∫ th

th−1

Σil
s ds

)(∫ th

th−1

Σjk
s ds

)}
,

i, j, k, l = 1, . . . , d,

which plays the role of the conditional covariance matrix of the approximating
mixed-normal distribution in our setting.

Remark 4.1. In the fixed dimensional setting, Cn converges in probability as
n → ∞ to the random matrix C̄ defined by

C̄(i−1)d+j,(k−1)d+l :=

∫ 1

0

(
Σik

t Σjl
t +Σil

t Σ
jk
t

)
dt, i, j, k, l = 1, . . . , d

under mild regularity assumptions, so C̄ plays the role of the asymptotic co-
variance matrix in such a setting. However, in the high-dimensional setting the
convergence rate of Cn to C̄ does matter and we usually need an additional
condition like (4.7) to derive it. To avoid such an extra assumption, we use the
“intermediate version” Cn of C̄ to state Theorem 4.1 below.

Theorem 4.1. Suppose that μt ∈ D1,∞(Rd) and σt ∈ D2,∞(Rd×r) for all t ∈
[0, 1]. For every n ∈ N, let Wn ∈ D2,∞(Rd2

), Xn ∈ D2,∞(Rm×d2

) and Υn be an
m × d2 (deterministic) matrix such that |||Υn|||∞ ≥ 1, where m = mn possibly
depends on n ∈ N. Define Ξn := Υn ◦Xn and assume

lim
b↓0

lim sup
n→∞

P (min diag(ΞnCnΞ
�
n ) < b) = 0. (4.1)

Then the following statements hold true:

(a) Suppose that there is a constant � ∈ (0, 1
2 ) such that |||Υn|||5∞ = O(n�)

and

sup
n∈N

max
1≤i≤d2

(
‖W i

n‖p+ sup
0≤t≤1

‖DtW
i
n‖p,�2+ sup

0≤s,t≤1
‖Ds,tW

i
n‖p,�2

)
<∞,

(4.2)
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sup
n∈N

max
1≤i≤m

max
1≤j≤d2

(
‖Xij

n ‖p+ sup
0≤t≤1

‖DtX
ij
n ‖p,�2+ sup

0≤s,t≤1
‖Ds,tX

ij
n ‖p,�2

)
<∞,

(4.3)

sup
n∈N

max
1≤i≤d

(
sup

0≤t≤1
‖μi

t‖p+ sup
0≤s,t≤1

‖Dsμ
i
t‖p,�2

)
<∞, (4.4)

sup
n∈N

max
1≤i≤d

(
sup

0≤t≤1
‖Σii

t ‖p+ sup
0≤s,t≤1

‖Dsσ
i·
t ‖p,�2+ sup

0≤s,t,u≤1
‖Ds,tσ

i·
u‖p,�2

)
<∞

(4.5)

for all p ∈ [1,∞). Suppose also that d = O(nc) and m = O(nc) as n → ∞
for some c > 0. Then we have

sup
y∈Rm

∣∣∣P (Ξn (Sn +Wn) ≤ y)− P (Ξn(C
1/2
n ζn +Wn) ≤ y)

∣∣∣→ 0 (4.6)

as n → ∞, where

Sn := vec
[√

n
(
[̂Y, Y ]

n

1 − [Y, Y ]1

)]
and ζn is a d2-dimensional Gaussian vector independent of F .

(b) Suppose that |||Υn|||5∞(log dm)
13
2 = o(

√
n) as n → ∞ and (4.2)-(4.5) are

satisfied for p = ∞. Then we have (4.6) as n → ∞.

Remark 4.2. We enumerate some remarks on the assumptions of Theorem 4.1
in the following:

(a) In typical applications of Theorem 4.1, we take Wn ≡ 0 and Xn a smooth
functional of the volatility process σ. Hence only the assumptions on μ and
σ do matter (see also Section 4.1). The Malliavin differentiability condi-
tions on μ and σ are satisfied, for example, when μ and σ are respectively
solutions of stochastic differential equations (SDEs) with sufficiently reg-
ular coefficients; see e.g. Section 2.2.2 of [55]. We remark that the (local)
Malliavin differentiability has been known for solutions of some SDEs with
irregular coefficients as well; see Section 4 of Alòs & Ewald [2] and Lemma
5.9 of Naganuma [52] for example.

(b) A major restriction imposed by the assumptions of Theorem 4.1 is that

they require the arrays (D
(a)
s σib

t )(a,b)∈[r]2 and (D
(a,b)
s,t σic

u )(a,b,c)∈[r]2 are suf-
ficiently “sparse” for all s, t, u ∈ [0, 1] so that

sup
0≤s,t≤1

‖Dsσ
i·
t ‖p,�2 and sup

0≤s,t,u≤1
‖Ds,tσ

i·
u‖p,�2

do not diverge as n → ∞. This is a restriction because r typically diverges
as n → ∞ in a high-dimensional setting. Such a condition is satisfied
e.g. when Y i and (σi·

t )t∈[0,1] depend on only finitely many components of
B for each i (they may vary with i, though). Therefore, it is satisfied if the
price and volatility processes have a certain factor structure, which seems
realistic in financial applications.
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(c) The Malliavin differentiability condition on μ in Theorem 4.1 can be re-
placed by a continuity condition on μ analogous to (4.7). In fact, it is
used only to prove Lemma B.6, where it is only crucial that μ is well-
approximated by a “strongly predictable” process.

(d) Assumptions on the second Malliavin derivatives of the volatility process
σt sometimes appear in high-frequency financial econometrics even for the
fixed-dimensional case; see [22, 21] for example.

(e) The assumptions of Theorem 4.1 do not rule out the possibility of the
presence of jumps in the volatility process σ; see Fukasawa [32].

(f) It would be enough in Theorem 4.1(a) to assume conditions (4.2)–(4.5) for
some p ∈ [1,∞) only, where p depends on the value of c, i.e. the divergence
rates of d and m.

By an analogous discussion to the one before Corollary 3.1, we can deduce a
high-dimensional central limit theorem for realized covariance in hyperrectangles
from Theorem 4.1:

Corollary 4.1. Under the assumptions of Theorem 4.1 with replacing (4.1) by

lim
b↓0

lim sup
n→∞

P (min diag(Cn) < b) = 0,

we have

sup
A∈Are(d2)

∣∣∣P (Sn +Wn ∈ A)− P
(
C1/2
n ζn +Wn ∈ A

)∣∣∣→ 0

as n → ∞.

In some situations, it is more convenient to consider a localized version of the
assumptions of Theorem 4.1 as follows:

Theorem 4.2. For every n ∈ N, let Wn be a d2-dimensional random vector, Xn

be an m× d2 random matrix and Υn be an m× d2 (deterministic) matrix such
that |||Υn|||∞ ≥ 1, where m = mn possibly depends on n ∈ N. Moreover, for every
ν ∈ N, let Ωn(ν) ∈ F , μ(ν) = (μ(ν)t)t∈[0,1] be a d-dimensional (Ft)-progressively

measurable process, σ(ν) = (σ(ν)t)t∈[0,1] be an Rd×r-valued (Ft)-progressively

measurable process, Wn(ν) ∈ D2,∞(Rd2

) and Xn(ν) ∈ D2,∞(Rm×d2

), and sup-
pose that the following conditions are satisfied:

(i) limν→∞ lim supn→∞ P (Ωn(ν)
c) = 0.

(ii) For all ν ∈ N and t ∈ [0, 1], μt = μ(ν)t and σt = σ(ν)t on Ωn(ν) as well
as μ(ν)t ∈ D1,∞(Rd) and σ(ν)t ∈ D2,∞(Rd×r).

(iii) For all ν ∈ N, Wn = Wn(ν) and Xn = Xn(ν) on Ωn(ν).
(iv) For all ν ∈ N, (4.1) holds true with replacing Xn and σ by Xn(ν) and

σ(ν) respectively.

Then the following statements hold true:

(a) Suppose that there are constants � ∈ (0, 1
2 ) and c > 0 such that |||Υn|||5∞ =

O(n�), d = O(nc) and m = O(nc) as n → ∞. Suppose also that, for all



1462 Y. Koike

ν ∈ N, (4.2)-(4.5) are satisfied for all p∈ [1,∞) with replacing Wn,Xn, μ, σ
by Wn(ν),Xn(ν), μ(ν), σ(ν) respectively. Then we have (4.6) as n → ∞.

(b) Suppose that |||Υn|||5∞(log dm)
13
2 = o(

√
n) as n → ∞ and, for all ν ∈

N, (4.2)-(4.5) are satisfied for p = ∞ with replacing Wn,Xn, μ, σ by
Wn(ν),Xn(ν), μ(ν), σ(ν) respectively. Then we have (4.6) as n → ∞.

To make Theorems 4.1–4.2 statistically feasible, we need to estimate the
“asymptotic” covariance matrix Cn. We can construct a “consistent” estimator
for Cn in the same way as in the low-dimensional setting of Barndorff-Nielsen
& Shephard [4]: Define the d2-dimensional random vectors χh by

χh := vec
[
(Yth − Yth−1

)(Yth − Yth−1
)�
]
, h = 1, . . . , n.

Then we set

Ĉn := n

n∑
h=1

χhχ
�
h − n

2

n−1∑
h=1

(
χhχ

�
h+1 + χh+1χ

�
h

)
.

Proposition 4.1. For all n ∈ N and ν ∈ N, let Ωn(ν) ∈ F , μ(ν)=(μ(ν)t)t∈[0,1]

be a d-dimensional (Ft)-progressively measurable process and σ(ν)=(σ(ν)t)t∈[0,1]

be an Rd×r-valued (Ft)-progressively measurable process, and suppose that the
following conditions are satisfied:

(i) limν→∞ lim supn→∞ P (Ωn(ν)
c) = 0.

(ii) For all ν ∈ N and t ∈ [0, 1], μt = μ(ν)t and σt = σ(ν)t on Ωn(ν) as well
as σ(ν)t ∈ D1,∞(Rd×r).

(iii) There is a constant γ ∈ (0, 1
2 ] such that

sup
0<t≤1− 1

n

∥∥∥∥ max
1≤k,l≤d

∣∣∣Σ(ν)klt+ 1
n
− Σ(ν)klt

∣∣∣∥∥∥∥
2

= O(n−γ) (4.7)

as n → ∞, where Σ(ν)t := σ(ν)tσ(ν)
�
t .

Then the following statements hold true:

(a) Suppose that

sup
n∈N

max
1≤i≤d

sup
0≤t≤1

(
‖μ(ν)it‖p + ‖Σ(ν)iit ‖p + sup

0≤s≤1
‖Dsσ(ν)

i·
t ‖p,�2

)
< ∞

(4.8)
for all p ∈ [1,∞) and ν ∈ N. Suppose also that d = O(nc) as n → ∞ for

some c > 0. Then we have ‖Ĉn − Cn‖�∞ = Op(n
−�) as n → ∞ for any

� ∈ (0, γ).

(b) Suppose that (4.8) is satisfied for p = ∞. Then we have ‖Ĉn − Cn‖�∞ =
Op(n

−1/2 log2 d+ n−γ) as n → ∞.

Remark 4.3. It is presumably possible to remove the (local) Malliavin differ-
entiability assumption on σt from Proposition 4.1 if we impose an additional
condition on d and n−γ (such an additional assumption will be even unneces-
sary to prove the part (a) only, but we keep that condition to prove two claims
in a unified way).
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When the dimension d is very large, computation of Ĉ
1/2
n is practically chal-

lenging, so it is better to employ a (wild) bootstrap to generate random vectors

having the same distributions as that of Ĉ
1/2
n ζn as follows. Let (eh)

∞
h=1 be a

centered Gaussian process independent of F , which is defined on an extension
of (Ω,F , P ) if necessary. Then we define

S∗
n :=

√
n

n∑
h=1

ehχh.

The Gaussian process (eh)
∞
h=1 must have an appropriate covariance matrix so

that the F-conditional covariance matrix of S∗
n mimics Ĉn. As is well-known in

the literature (see e.g. [34]), the standard i.i.d. wild bootstrap fails to approxi-
mate the joint distributions of statistics in the present context.1 Alternatively,
we assume that (eh)

∞
h=1 is stationary with auto-covariance function

E[eheh+�] =

⎧⎨⎩ 1 if � = 0,
−1

2 if � = 1,
0 otherwise.

Then we can easily check that the F-conditional covariance matrix of S∗
n is equal

to Ĉn, so S∗
n has the same distribution as that of Ĉ

1/2
n ζn. We remark that such a

sequence (eh)
∞
h=1 considered above can be generated by the following Gaussian

MA(1) process:
eh = η∗h − η∗h−1, h = 1, . . . , n,

where (η∗h)
n
h=0 is a sequence of i.i.d. centered Gaussian variables with variance

1
2 . Therefore, we can rewrite S∗

n as

S∗
n =

√
n

n−1∑
h=1

η∗h(χh − χh+1) +
√
n(η∗nχn − η∗0χ1).

The second term on the right side of the above equation is usually asymptotically
negligible, so the bootstrap procedure considered here is essentially the same as
the wild blocks of blocks bootstrap proposed in Hounyo [34].

4.1. Testing the residual sparsity of a continuous-time factor model

As an application of the theory developed above, we consider the problem of
testing the correlation structure of the residual process of a continuous-time
factor model. This problem was investigated in Section 4 of Bibinger & Mykland
[5] for the case of two assets, and we are aim at extending their analysis to
a multiple assets situation. Specifically, we suppose that the d-th asset Y d is
regarded as an observable factor and consider the following continuous-time

1It is also known that empirical bootstrap fails in the present context as well; see e.g. [25]
for a discussion.
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factor model:

Y j = βjY d +Rj , j = 1, . . . , d := d− 1. (4.9)

Here, βj is a constant and Rj is a semimartingale such that [Rj , Y d] ≡ 0. Let us
set Λn := {(i, j) : 1 ≤ i < j ≤ d}. For each (i, j) ∈ Λn, we consider the following
hypothesis testing problem:

H
(i,j)
0 : [Ri, Rj ]1 = 0 a.s. vs H

(i,j)
1 : [Ri, Rj ]1 �= 0 a.s. (4.10)

Our aim is to test the hypothesis (4.10) simultaneously for (i, j) ∈ Λn, but we
start with constructing a test statistic for a fixed (i, j) ∈ Λn. For notational
convenience, we construct the test statistic for every pair (i, j) in {1, . . . , d}2.
Remark 4.4 (Sparsity test of the quadratic covariation matrix itself). Consid-
ering the case Y d ≡ 0, we have Ri = Y i for all i = 1, . . . , d. Hence the problem
turns to multiple testing for the hypotheses (1.1).

We follow [5] and consider the following statistic

Tij := [Y i, Y d]1[Y
j , Y d]1 − [Y i, Y j ]1[Y

d, Y d]1,

which is zero under H
(i,j)
0 . Therefore, it is natural to consider the estimated

version of Tij as follows:

T̂ij
n := ̂[Y i, Y d]

n

1
̂[Y j , Y d]

n

1 − ̂[Y i, Y j ]
n

1
̂[Y d, Y d]

n

1 .

In order to make the test statistic scale invariant, we consider the Studentized
version of T̂ij

n . According to [5], the “asymptotic variance” of T̂ij
n is given by the

following statistic:

Vij
n :=

[Y j , Y d]21C
id,id
n + [Y i, Y d]21C

jd,jd
n + [Y i, Y j ]21C

d2,d2

n + [Y d, Y d]21C
(i−1)d+j,(i−1)d+j
n

+ 2[Y d, Y d]1[Y
i, Y j ]1C

(i−1)d+j,d2

n + 2[Y i, Y d]1[Y
j , Y d]1C

id,jd
n

− 2[Y i, Y d]1[Y
d, Y d]1C

(i−1)d+j,jd
n − 2[Y j , Y d]1[Y

d, Y d]1C
(i−1)d+j,id
n

− 2[Y i, Y j ]1[Y
i, Y d]1C

jd,d2

n − 2[Y i, Y j ]1[Y
j , Y d]1C

id,d2

n .

Let us denote by V̂ij
n the estimated version of Vij

n , i.e. we define V̂ij
n by the

right side of the above equation with replacing [Y, Y ]1 and Cn by [̂Y, Y ]1 and

Ĉn, respectively. Then we define the test statistic by

T (i,j)
n :=

√
nT̂ij

n√
V̂

ij
n

.

The statistic T
(i,j)
n is generally uncentered unless the null hypothesis H

(i,j)
0 is

true, and it is convenient to consider the centered version of T
(i,j)
n in the general

situation as follows:

T̃ (i,j)
n :=

√
n
(
T̂ij
n − Tij

n

)
√
V̂

ij
n

.
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Note that we can rewrite T̂ij
n − Tij

n as

T̂ij
n−Tij

n =
(

̂[Y i, Y d]
n

1 − [Y i, Y d]1

)
̂[Y j , Y d]

n

1+[Y i, Y d]1

(
̂[Y j , Y d]

n

1 − [Y j , Y d]1

)
−
(

̂[Y i, Y j ]
n

1 − [Y i, Y j ]1

)
̂[Y d, Y d]

n

1 − [Y i, Y j ]1

(
̂[Y d, Y d]

n

1 − [Y d, Y d]1

)
.

Therefore, a bootstrapped version of T̃
(i,j)
n is defined as

T
(i,j)
n,∗ :=

√
nT̂ij

n,∗√
V̂

ij
n

,

where

T̂ij
n,∗ := ̂[Y i, Y d]

n,∗
1

̂[Y j , Y d]
n

1 + ̂[Y i, Y d]
n

1
̂[Y j , Y d]

n,∗
1

− ̂[Y i, Y j ]
n,∗
1

̂[Y d, Y d]
n

1 − ̂[Y i, Y j ]
n

1
̂[Y d, Y d]

n,∗
1

and

̂[Y i, Y j ]
n,∗
1 :=

√
n

n∑
h=1

eh(Y
i
th

− Y i
th−1

)(Y j
th

− Y j
th−1

), i, j = 1, . . . , d.

Set T̃n = (T̃
(i,j)
n )1≤i,j≤d and Tn,∗ = (T

(i,j)
n,∗ )1≤i,j≤d. We derive mixed-normal

approximations for vec(T̃n) and vec(Tn,∗) by applying the theory developed
above. For this purpose we define the d2 × d2 random matrix Xn by

X(i−1)d+j,(k−1)d+l
n =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

[Y j , Y d]1/
√
V

ij
n if k = i, l = d,

[Y i, Y d]1/
√
V

ij
n if k = j, l = d,

− [Y d, Y d]1/
√
V

ij
n if k = l = d,

− [Y i, Y j ]1/
√
V

ij
n if k = i, l = j,

0 otherwise

for i, j = 1, . . . , d and k, l = 1, . . . , d. Note that the statistics vec(T̃n) and
vec(Tn,∗) can be approximated by XnSn and XnS

∗
n, respectively. We then

obtain the following result.

Proposition 4.2. For all n ∈ N and ν ∈ N, let Ωn(ν) ∈ F , μ(ν)=(μ(ν)t)t∈[0,1]

be a d-dimensional (Ft)-progressively measurable process and σ(ν)=(σ(ν)t)t∈[0,1]

be an Rd×r-valued (Ft)-progressively measurable process, and suppose that the
following conditions are satisfied:

(i) limν→∞ lim supn→∞ P (Ωn(ν)
c) = 0.

(ii) For all ν ∈ N and t ∈ [0, 1], μt = μ(ν)t and σt = σ(ν)t on Ωn(ν) as well
as σ(ν)t ∈ D1,∞(Rd×r).

(iii) For all p ∈ [1,∞), it holds that

sup
n∈N

max
1≤i≤d

(
sup

0≤t≤1
‖μi

t‖p + sup
0≤s,t≤1

‖Dsμ(ν)
i
t‖p,�2

)
< ∞,
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sup
n∈N

max
1≤i≤d

(
sup

0≤t≤1
‖Σ(ν)iit ‖p + sup

0≤s,t≤1
‖Dsσ(ν)

i·
t ‖p,�2

+ sup
0≤s,t,u≤1

‖Ds,tσ(ν)
i·
u‖p,�2

)
< ∞,

where Σ(ν)t := σ(ν)tσ(ν)
�
t .

(iv) There is a constant γ ∈ (0, 1
2 ] such that (4.7) holds true as n → ∞.

(v) For all p ∈ [1,∞), it holds that

sup
n∈N

max
1≤i,j≤d

E
[(
Vn(ν)

ij
)−p

]
< ∞, (4.11)

where Vn(ν) is defined analogously to Vn with replacing Σ by Σ(ν).

Then we have

sup
A∈Are(d2)

∣∣∣P (vec(T̃n

)
∈ A

)
− P

(
XnC

1/2
n ζn ∈ A

)∣∣∣→ 0

and

sup
A∈Are(d2)

∣∣∣P (vec (Tn,∗) ∈ A|F)− P
(
XnC

1/2
n ζn ∈ A|F

)∣∣∣→p 0

as n → ∞, provided that d = O(nc) as n → ∞ for some c > 0.

Now we return to the problem of testing (4.10) simultaneously for (i, j) ∈ Λn.
Here, we consider a more general setting described in the following for the pur-
poses of application (cf. Section 5.2). We suppose that the set Λn is decomposed

into non-empty disjoint sets Λ1
n, . . . ,Λ

L
n as Λn =

⋃L
�=1 Λ

�
n. We consider the prob-

lem of testing ∧
λ∈Λ�

n

Hλ
0 vs

∨
λ∈Λ�

n

Hλ
1 (4.12)

simultaneously for � = 1, . . . , L. Here, for a subset L of Λn,
∧

λ∈L Hλ
0 (resp.∨

λ∈L Hλ
1 ) denotes the hypothesis that Hλ

0 is true for all λ ∈ L (resp. Hλ
1

is true for some λ ∈ L). For simplicity of notation, we set H�
0 :=

∧
λ∈Λ�

n
Hλ

0

and H�
1 :=

∨
λ∈Λ�

n
Hλ

1 . If we let L be the number of elements in Λn and write

Λn = {λ1, . . . , λL} and set Λ�
n = {λ�} for � = 1, . . . , L, we recover the original

problem of testing (4.10) simultaneously for (i, j) ∈ Λn.

Our aim is the strong control of the family-wise error rate (FWER) in this
problem. More formally, let Θn be a set of pairs (μ, σ) of coefficient processes,
which is considered as the set of all data generating processes we are interested
in (note that the data generating process may vary with n mainly because the
dimensions d and r may depend on n). For each θ ∈ Θn, we denote by Ln(θ)
the set of all indices � ∈ {1, . . . , L} for which the hypothesis H�

0 holds true when
θ is the true data generating process. Then, the FWER for θ ∈ Θn, which is
denoted by FWER(θ), is defined as the probability that H�

0 for some � ∈ Ln(θ)
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is rejected when θ is the true data generating process. Given the significance
level α ∈ (0, 1), we aim at constructing multiple testing procedures such that

lim sup
n→∞

FWER(θn) ≤ α (4.13)

for any sequence θn ∈ Θn (n = 1, 2, . . . ) of data generating processes. To ac-
complish this, we employ the stepdown procedure of Romano & Wolf [61] which
we describe in the following. First, given a fixed index �, we shall use the test
statistic T�

n := maxλ∈Λ�
n
|Tλ

n | for the problem (4.12). Next, we sort the observed
test statistics in descending order and denote them by

T�1
n ≥ · · · ≥ T�L

n .

Also, for every subset L ⊂ {1, . . . , L}, suppose that we have a critical value
cLn(1 − α) to test the null

∧
λ∈L Hλ

0 against the alternative
∨

λ∈L Hλ
1 . Those

critical values can be random variables and will be specified later. Then the
stepdown procedure reads as follows:

1. Let L1 := {1, . . . , L}. If T�1
n ≤ cL1

n (1 − α), then accept all the hypotheses
and stop; otherwise, reject H�1

0 and continue.
2. Let L2 := L1 \ {�1}. If T�2

n ≤ cL2
n (1 − α), then accept all the hypotheses

H�
0 for � ∈ L2 and stop; otherwise, reject H�2

0 and continue.
...

k. Let Lk := Lk−1\{�k−1}. If T�k
n ≤ cLk

n (1−α), then accept all the hypotheses
H�

0 for � ∈ Lk and stop; otherwise, reject H�k
0 and continue.

...
L. If TλL

n ≤ c
{�L}
n (1− α), then accept H�L

0 ; otherwise, reject H�L
0 .

According to Theorem 3 of [61], the above stepdown procedure satisfies (4.13)
if the critical values cLn(1− α), L ⊂ {1, . . . , L}, satisfy the following conditions:

(i) cLn(1− α) ≤ cL
′

n (1− α) whenever L ⊂ L′ ⊂ {1, . . . , L}.
(ii) For any sequence θn ∈ Θn (n = 1, 2, . . . ), it holds that

lim sup
n→∞

P

(
max

�∈Ln(θn)
T�
n > cLn(θn)

n (1− α)

)
≤ α

whenever θn is the true data generating process for every n.

The first method to construct the desired critical values is the well-
known Bonferroni-Holm method. Namely, we set cLn(1 − α) := qN(0,1)(1 − α/

(2#[
⋃

�∈L Λ�
n])) for every L ⊂ Λ, where qN(0,1) denotes the quantile function

of the standard normal distribution and #[
⋃

�∈L Λ�
n] is the number of elements

in
⋃

�∈L Λ�
n. The second method is to use the (1 − α)-quantile of max�∈L T�

n.

Of course, we cannot analytically compute the quantiles of max�∈L T�
n in gen-

eral, so we approximate them by resampling as in [61, 14]. Formally, setting
T�
n,∗ := maxλ∈Λ�

n
|Tλ

n,∗|, we use the F-conditional (1−α)-quantile of max�∈L T�
n,∗

as cLn(1−α), which can be evaluated by simulation. We refer to this method as
the Romano-Wolf method in the following.
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Corollary 4.2. Suppose that the assumptions of Proposition 4.2 are satisfied
for any sequence (μ, σ) = (μ(n), σ(n)) ∈ Θn (n = 1, 2, . . . ) of data generating
processes whenever (μ(n), σ(n)) is the true data generating process for every n.
Then, both the Bonferroni-Holm and Romano-Wolf methods satisfy conditions
(i)–(ii), so (4.13) holds true.

Remark 4.5. The Romano-Wolf method takes account of the dependence
structure of the test statistics while the Bonferroni-Holm method ignores it,
so the former is generally more powerful than the latter, especially when the
test statistics are strongly dependent on each other. Meanwhile, we need no
resampling to implement the Bonferroni-Holm method, so it is computationally
more attractive than the Romano-Wolf method.

Remark 4.6 (Application to threshold selection in covariance estimation). An-
other possible application of Theorem 4.1 would be selection of the thresholds
in high-dimensional quadratic covariation estimation from high-frequency data
(see e.g. Wang & Zou [68] for such an estimation method): We refer to Section
4.1 of Chen [11] for details on such an application in the case of i.i.d. observa-
tions.

5. Simulation study and an empirical illustration

In this section we present a small Monte Carlo study to assess the finite sample
performance of the multiple testing procedures proposed in Section 4.1. We
also demonstrate how the proposed methodology works in a real world using
high-frequency data from the components of the S&P 100 index.

5.1. Simulations

We focus on the problem of testing the hypotheses (4.10) simultaneously for
(i, j) ∈ Λn. The simulation design is basically adopted from [28], but we include
only the first factor representing the market factor in our model. Specifically,
we simulate model (4.9) with the following specification2:

dY d
t = μdt+

√
vtdB

d
t , dRj

t = γ�
j dBt (j = 1, . . . , d)

and

dvt = κ(θ − vt)dt+ η
√
vt

(
ρdBd

t +
√
1− ρ2dBd+1

t

)
. (5.1)

Here, μ, κ, θ, η and ρ are constants, Bt = (B1
t , . . . , B

d
t ), and γ1, . . . , γd are d-

dimensional random vectors independent of B. The values of β1, . . . , βd are
independently drawn from the uniform distribution on [0.25, 2.25]. We set μ =

2 One can show that the volatility process σ generated by (5.1) locally satisfy the condition
(4.5) for any p ∈ [1,∞) as long as the Feller condition 2κθ > η2 is satisfied. In fact, one can
show this by setting Ωn(ν) := {inft∈[0,1] σt ≥ ν−1} and taking smoothed versions of σt

analogous to the one considered in [2] as σ(ν)’s for ν = 1, 2, . . . .
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0.05, κ = 3, θ = 0.09, η = 0.3 and ρ = −0.6. The initial value v0 is drawn from
the stationary distribution of the process (vt)t∈[0,1], i.e. the gamma distribution

with shape 2κθ/η2 and rate 2κ/η2. We assume that Γ := (γ�
i γj)1≤i,j≤d is a

block diagonal matrix with 10 blocks of size (d/10)×(d/10) whose diagonals are
uniformly generated from [0.2, 0.5] and the corresponding correlation matrices
have the constant correlation of ργ . We set d = 100 and vary ργ as ργ ∈
{0.25, 0.5, 0.75}.

For each scenario, we compute the FWERs and the average powers (i.e. the
average probabilities of rejecting the false null hypotheses) of the Bonferroni-
Holm and Romano-Wolf methods at the 5% level based on 10,000 Monte Carlo
iterations respectively. Here, we generate 999 bootstrap resamples for the
Romano-Wolf method.

Tables 1 and 2 report the results. We see from Table 1 that both the methods
succeed in controlling the FWERs under the nominal level 5%, although both are

Table 1

Family-wise error rates at the 5% level

rn n = 26 n = 39 n = 78 n = 130 n = 195 n = 390
ργ = 0.25
Holm 0.010 0.004 0.002 0.003 0.008 0.018
RW 0.022 0.007 0.003 0.004 0.009 0.018
ργ = 0.50
Holm 0.009 0.004 0.002 0.003 0.007 0.017
RW 0.023 0.008 0.004 0.005 0.009 0.019
ργ = 0.75
Holm 0.008 0.003 0.002 0.003 0.006 0.010
RW 0.026 0.011 0.006 0.008 0.014 0.023

Note. This table reports the family-wise error rates at the 5% level of multiple test-
ing for the hypotheses (4.10) by the Bonferroni-Holm (BH) and Romano-Wolf (RW)
methods, respectively. The reported values are based on 10,000 Monte Carlo itera-
tions. 999 bootstrap resamples are generated to implement the RW method.

Table 2

Average powers at the 5% level

rn n = 26 n = 39 n = 78 n = 130 n = 195 n = 390
ργ = 0.25
Holm 0.000 0.000 0.000 0.005 0.046 0.563
RW 0.000 0.000 0.000 0.006 0.048 0.567
ργ = 0.50
Holm 0.000 0.001 0.028 0.421 0.950 1.000
RW 0.000 0.001 0.037 0.458 0.956 1.000
ργ = 0.75
Holm 0.001 0.007 0.262 0.953 1.000 1.000
RW 0.004 0.017 0.393 0.977 1.000 1.000

Note. This table reports the average powers at the 5% level of multiple testing for the
hypotheses (4.10) by the Bonferroni-Holm (BH) and Romano-Wolf (RW) methods,
respectively. The reported values are based on 10,000 Monte Carlo iterations. 999
bootstrap resamples are generated to implement the RW method.
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rather conservative. Table 2 shows that the average powers in both the methods
tend to 1 as n and ργ increase. The table also reveals that the Romano-Wolf
method is more powerful than the Bonferroni-Holm method. As expected, the
difference of the average powers between two methods becomes pronounced as
the correlation ργ of the residual processes increases.

5.2. Empirical illustration

We apply our methodology to high-frequency returns of the components of the
S&P 100 index while taking the SPDR S&P 500 ETF (SPY) as the observable
factor process. The sample period is the one month, March 2018, and we regard
this period as the interval [0, 1] (over-night returns are ignored). The data are
provided by Bloomberg. Following Fan et al. [28], we use 15 minute returns to
avoid notable market microstructure effects. To illuminate the block diagonal
structure reported in [28], we sort the assets by their Global Industry Classifi-
cation Standard (GICS) sectors while we construct the log-price processes Y j ,
j = 1, . . . , d.

We begin by examining the sparsity of the quadratic covariation matrix of
the assets without taking account of the factor process. The top panel of Figure
1 shows the corresponding realized correlation matrix. Here, we perform mul-
tiple testing for the hypotheses (1.1) using the Romano-Wolf method with 999
bootstrap resamples and change the entries for which the null hypotheses are
not rejected at the 5% level to blanks. The violet squares indicate GICS sector
classifications. Namely, all assets in the same square belong to the same sec-
tor. We clearly find that the raw realized correlation matrix is far from sparse,
i.e. most the entries are not blank. In fact, our test suggests that about 90.9%
pairs would have significant correlations at the 5% level. Meanwhile, the bottom
panel of Figure 1 shows the realized correlation matrix of the residual processes
of the assets regressed on SPY. Again, we perform multiple testing for the hy-
potheses (4.10) as above to change the entries with insignificant correlations
to blanks. The violet squares have the same meaning as above. In contrast to
the first case, the realized correlation matrix exhibits the remarkable diagonal
structure inherited from the assets’ sectors. In this case only about 4.3% pairs
are significantly correlated at the 5% level.

To investigate this block diagonal structure more deeply, we conduct another
multiple testing for the absence of covariations within and between sectors after
regressing assets on SPY. Formally, let G1, . . . , GN be all the sectors, then we
set Ik := {i ∈ {1, . . . , d} : the i-th asset Y i belongs to the sector Gk} for every

k = 1, . . . , N and Λ
(k,l)
n := Λn ∩ (Ik × Il) for all k, l = 1, . . . , N . We test the null

hypothesis
∧

λ∈Λ
(k,l)
n

Hλ
0 against the alternative

∨
λ∈Λ

(k,l)
n

Hλ
1 simultaneously for

all 1 ≤ k ≤ l ≤ N using the Romano-Wolf method with 999 bootstrap resam-
ples. In our analysis there are totally N = 11 sectors: Consumer Discretionary,
Consumer Staples, Financials, Health Care, Industrials, Information Technol-
ogy, Materials, Real Estate, Telecommunication Services, and Utilities. Since
Materials and Real Estate contain only one asset respectively, we exclude the
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Fig 1. Realized correlation matrices of the S&P 100 assets (top) and their residual processes
regressed on SPY (bottom). They are computed from 15 minute returns in March 2018, where
we ignore over-night returns. We perform multiple testing for whether each the entry is zero
or not using the Romano-Wolf method with 999 bootstrap resamples, then the entries which
are not significantly away from zero at the 5% level are made blank. The violet squares indi-
cate sector blocks. The figure was depicted using the R function corrplot from the corrplot

package.

case k = l from the above hypotheses when Gk is Materials or Real Estate.
The results are reported in Table 3. As expected, the p-values for the absence of
within-sector covariations are very small across all the sectors, which suggests
within-sector covariations should exist for all the sectors. In contrast, we find
that between-sector covariations can be insignificant for several pairs. For ex-
ample, assets belonging to Materials (M) are not significantly correlated with
assets belonging to the other sectors at the 5% level. The table also reveals a
similar between-sector covariation pattern to the one observed in [28]. Namely,
they report that the correlation between Energy (E) and Financials (F) disap-
pears but Consumer Staples (CS) and Utilities (U) remain strongly correlated
after 2010, which is consistent with the p-values reported in Table 3.
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Table 3

p-values of multiple testing for the absence of within- and between-secor covariations (the
null hypotheses are the absence of covariations).

CD CS E F HC I IT M RE TS U
CD 0.001 0.002 0.119 0.246 0.003 0.246 0.001 0.076 0.246 0.226 0.045
CS 0.001 0.044 0.007 0.001 0.413 0.001 0.891 0.025 0.017 0.001
E 0.001 0.502 0.446 0.211 0.076 0.932 0.098 0.662 0.076
F 0.001 0.246 0.246 0.076 0.846 0.246 0.662 0.246
HC 0.001 0.001 0.003 0.932 0.308 0.008 0.024
I 0.001 0.246 0.502 0.846 0.662 0.224
IT 0.001 0.446 0.246 0.072 0.004
M – 0.932 0.909 0.932
RE – 0.256 0.004
TS 0.001 0.001
U 0.001

Note. The p-values are computed using the Romano-Wolf method with 999 bootstrap
resamples. The sector names are abbreviated as follows: CD: Consumer Discretionary;
CS: Consumer Staples; F: Financials; HC: Health Care; I: Industrials; IT: Informa-
tion Technology; M: Materials; RE: Real Estate; TS: Telecommunication Services; U:
Utilities.

Overall, our methodology partially provides a statistically formal support of
the findings by [28], although the scope of our analysis is quite limited and thus
more comprehensive empirical studies will be necessary.

Appendix A: Proofs for Section 3

A.1. Additional notation

This subsection introduces some additional notation related to multi-way arrays
and derivatives, which are necessary for the subsequent proofs.

As in Section 2.2, K denotes the real field R or the complex field C. We
consider a vector space V over K. Let N1, . . . , Nq be positive integers. For T ∈
V N1×···×Nq and x ∈ KN1×···×Nq , we set

T [x] :=
∑

(i1,...,iq)∈
∏q

k=1[Nk]

T i1,...,iqxi1,...,iq ∈ V.

In particular, for xj ∈ KNj (j = 1, . . . , q) we have

T [x1 ⊗ · · · ⊗ xq] =
∑

(i1,...,iq)∈
∏q

k=1[Nk]

T i1,...,iqxi1
1 · · ·xiq

q .

Here, note that we identify KN1 ⊗ · · · ⊗ KNq with KN1×···×Nq in the canonical
way (see Section 2.2). Moreover, we evidently have

|T [x]| ≤ ‖T‖�∞‖x‖�1 . (A.1)
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Now suppose that K = R and V is a real Hilbert space. Then we have

〈T [x], v〉V =
∑

(i1,...,iq)∈
∏q

k=1[Nk]

〈T i1,...,iq , v〉V xi1,...,iq = 〈T, v〉V [x] (A.2)

for any v∈V (recall (2.1)). Let V0 be another real Hilbert space andN ′
1, . . . , N

′
p ∈

N. Then, for any S ∈ V
N ′

1×···×N ′
p

0 and y ∈ RN ′
1×···×N ′

p , it holds that

T [x]⊗ S[y] = (T ⊗ S)[x⊗ y]. (A.3)

In fact, we have

T [x]⊗ S[y]

=
∑

(i1,...,iq)∈
∏q

k=1[Nk]

∑
(j1,...,jp)∈

∏p
k=1[N

′
k]

(T i1,...,iqxi1,...,iq )⊗ (Sj1,...,jpyj1,...,jp)

=
∑

(i1,...,iq)∈
∏q

k=1[Nk]

∑
(j1,...,jp)∈

∏p
k=1[N

′
k]

(T i1,...,iq ⊗ Sj1,...,jp)xi1,...,iqyj1,...,jp

= (T ⊗ S)[x⊗ y].

Let φ = (φ(y))y∈RN be a real-valued function. If φ is a C∞ function, we define
the R-valued N -dimensional q-way array ∂⊗q

y φ(y) by

∂⊗q
y φ(y) = (∂yi1 ···yiqφ(y))1≤i1,...,iq≤N ∈ RN×···×N

for any y ∈ RN and q ∈ N, where ∂yi1 ···yiq := ∂q/∂yi1 · · · ∂yiq . We set ∂⊗0
y φ(y) :=

φ(y) by convention. In general, we say that φ is rapidly decreasing if φ is a C∞

function and

sup
y∈RN

(1 + ‖y‖�2)A‖∂⊗q
y φ(y)‖�∞ < ∞

for any A > 0 and q ∈ Z+. When φ is rapidly decreasing, we define its Fourier
transform φ̂ : RN → C by

φ̂(y) =

∫
RN

φ(y)e−y[iy]dy, y ∈ RN .

Here, i denotes the imaginary unit. By Theorem 7.4(c) from [62], one has

T [(iy)⊗q]φ̂(y) = T [̂∂⊗q
y φ(y)] (A.4)

for any y ∈ RN , q ∈ N and C-valued N -dimensional q-way array T ∈ CN×···×N .
If i1 = · · · = iq = i, we will write ∂yi1 ···yiq as ∂q

yi . We set ∂0
yiϕ(y) = ϕ(y)

by convention. For a multi-index α = (α1, . . . , αN ) ∈ ZN
+ , we write ∂α

y :=
∂α1

y1 · · · ∂αN

yN as usual. Given a subset A = {a1, . . . , ak} of {1, . . . , s}, we will

write
∏

a∈A ∂yia := ∂yia1 ···yiak
. We set (

∏
a∈∅ ∂yia )φ(y) := φ(y) by convention.
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A.2. Proof of Theorem 3.1

We begin by noting that it is enough to prove the theorem for the special case
that all the rows of the matrix Xn are identical:

Lemma A.1. Suppose that the claim of Theorem 3.1 holds true if X1·
n = · · · =

Xm·
n for every n ∈ N. Then the claim of Theorem 3.1 holds true for the general

case as well.

Proof. Define the m×md matrix Υn by

Υn =

⎛⎜⎜⎜⎜⎜⎜⎝

(Υ1·
n )

� 0 · · · · · · 0
0 (Υ2·

n )
� 0 · · · 0

...
. . .

. . .
. . .

...

0
. . .

. . .
. . . 0

0 · · · · · · 0 (Υm·
n )�

⎞⎟⎟⎟⎟⎟⎟⎠ .

We also define the m×md random matrix Xn so that all the rows are identical
to the md-dimensional random vector given by

((X1·
n )

�, . . . , (Xm·
n )�).

In addition, we define the md-dimensional random vector Zn so that

Z
�
n = (Z�

n , . . . , Z�
n︸ ︷︷ ︸

m

)�.

By assumption we can apply Theorem 3.1 with taking Υn, Xn and Zn as Υn,
Xn and Zn respectively, which yields the desired result.

Taking account of Lemma A.1, we focus only on the case that X1·
n = · · · =

Xm·
n =: Xn for every n ∈ N.
Next we recall the following anti-concentration inequality called Nazarov’s

inequality in [19]:

Proposition A.1 (Nazarov’s inequality). Let ξ be an m-dimensional centered
Gaussian vector such that ‖ξj‖2 ≥ a for all j = 1, . . . ,m and some constant
a > 0. Then for any y ∈ Rm and ε > 0,

P (ξ ≤ y + ε)− P (ξ ≤ y) ≤ ε

a

(√
2 logm+ 2

)
.

The above form of Nazarov’s inequality is found in [20]. An application of
the above result immediately yields the following anti-concentration inequality
for a mixed-normal random vector:

Lemma A.2. Let ξ be an m-dimensional standard Gaussian vector. Also, let
Γ be an m ×m symmetric positive-semidefinite random matrix independent of
ξ. Then for any y ∈ Rm and b, ε > 0,

P (Γ1/2ξ ≤ y + ε)− P (Γ1/2ξ ≤ y) ≤ ε√
b

(√
2 logm+ 2

)
+ P (min diag(Γ) < b) .



High-dimensional mixed-normal limit theorems 1475

Now we turn to the main body of the proof. As is pointed out in the In-
troduction, the key part of the proof is to derive reasonable estimates for the
quantities

E[f(Zn, Xn)]− E[f(Zn, Xn)] (A.5)

for smooth functions f : R2d → R. In fact, the remaining part of the proof is
essentially the same as the one for the high-dimensional central limit theorem
of [19]. To get a reasonable estimate for (A.5), we derive an interpolation for-
mula for it, borrowing an idea from [57]. Namely, we use the duality between
iterated Malliavin derivatives and multiple Skorohod integrals combined with
the interpolation method in the frequency domain introduced in [57] (see also
[66]).

Following [57], we set

λn(θ; z, x) = θMn[iz] + 2−1(1− θ2)Cn[(iz)
⊗2] +Wn[iz] +Xn[ix]

and

ϕn(θ; z, x) = E[eλn(θ;z,x)]

for θ ∈ [0, 1] and z, x ∈ Rd. We first derive a representation formula for the
derivative of ϕn(θ; z, x) with respect to θ. For this purpose we need the following
Malliavin derivative version of the (generalized) Faà di Bruno formula for the
iterated derivative of a composition of functions:

Lemma A.3. Let q, r be positive integers and g = (g(x))x∈Rr be a real-valued
Cq function all of whose partial derivatives up to order q are of polynomial
growth. Then, for any F ∈ Dq,∞(Rr), we have g(F ) ∈ Dq,∞ and

Dqg(F ) =
∑

α∈A(q)

∑
ν∈Nr(α)

C(α, ν)∂|ν·1|
x1

· · · ∂|ν·r|
xr

g(F ) Sym

⎛⎝ q⊗
i=1

r⊗
j=1

(DiF j)⊗νij

⎞⎠ ,

where

C(α, ν) =
q!∏q

i=1(i!)
αi
∏r

j=1 νij !
.

Noting that Malliavin derivatives can be characterized by directional deriva-
tives along Cameron-Martin shifts (cf. Chapter 15 of [37]), we can derive Lemma
A.3 from the usual Faà di Bruno formula (found in e.g. [51]). Alternatively, we
can prove Lemma A.3 in a parallel way to the usual Faà di Bruno formula using
the chain rule for Malliavin derivatives (see e.g. Theorem 15.78 of [37]) instead
of that for standard ones.

Lemma A.4. Under the assumptions of Theorem 3.1, the partial derivative
∂θϕn(θ; z, x) exists and it is given by

∂θϕn(θ; z, x) = θ

d∑
i,j=1

E
[
eλ(θ;z,x)

(〈
DqjM i

n, u
j
n

〉
H⊗qj − Cij

n

)
(izi)(izj)

]
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+

d∑
j=1

∑
α∈A(qj)

∑
ν∈N∗

4 (α)

C(α, ν)θ|ν·1|{2−1(1− θ2)}|ν·2|(izj)

× E
[
eλ(θ;z,x)Δn,j(ν)[(iz)

⊗(νi1+2νi2+νi3) ⊗ (ix)⊗νi4 ]
]
.

Proof. By assumption the function θ �→ ϕn(θ; z, x) is evidently differentiable
and we have

∂θϕn(θ; z, x) = E[eλn(θ;z,x)(Mn[iz]− θCn[(iz)
⊗2])]. (A.6)

By duality we obtain

E[eλn(θ;z,x)M j
n] = E[〈Dqj�[eλn(θ;z,x)], uj

n〉H⊗qj ] + iE[〈Dqj�[eλn(θ;z,x)], uj
n〉H⊗qj ]

for every j. Therefore, Lemma A.3 yields

E[eλn(θ;z,x)M j
n]

=
∑

α∈A(qj)

∑
ν∈N4(α)

C(α, ν)θ|ν·1|{2−1(1− θ2)}|ν·2| · i|ν·1|+2|ν·2|+|ν·3|+|ν·4|

× E

[
eλ(θ;z,x)

〈
qj⊗
i=1

(DiMn[z])
⊗νi1 ⊗ (DiCn[z

⊗2])⊗νi2

⊗(DiWn[z])
⊗νi3 ⊗ (DiXn[x])

⊗νi4 , uj
n

〉
H⊗qj

]
,

where we also use the identity

〈Sym(f), g〉H⊗q = 〈f, g〉H⊗q (A.7)

holding for any f, g ∈ H⊗q such that g is symmetric. Now, by (A.3) we have

qj⊗
i=1

(DiMn[z])
⊗νi1 ⊗ (DiCn[z

⊗2])⊗νi2 ⊗ (DiWn[z])
⊗νi3 ⊗ (DiXn[x])

⊗νi4

=

qj⊗
i=1

(DiMn)
⊗νi1 [z⊗νi1 ]⊗ (DiCn)

⊗νi2 [z⊗2νi2 ]⊗ (DiWn)
⊗νi3 [z⊗νi3 ]

⊗ (DiXn)
⊗νi4 [x⊗νi4 ]

=

(
qj⊗
i=1

(DiMn)
⊗νi1 ⊗ (DiCn)

⊗νi2 ⊗ (DiWn)
⊗νi3 ⊗ (DiXn)

⊗νi4

)
× [z⊗(νi1+2νi2+νi3) ⊗ x⊗νi4 ],

so using (A.2) we obtain

E[eλn(θ;z,x)M j
n]

=
∑

α∈A(qj)

∑
ν∈N4(α)

C(α, ν)θ|ν·1|{2−1(1− θ2)}|ν·2| · i|ν·1|+2|ν·2|+|ν·3|+|ν·4|
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× E
[
eλ(θ;z,x)Δn,j(ν)[z

⊗(νi1+2νi2+νi3) ⊗ x⊗νi4 ]
]

= θE
[
eλ(θ;z,x)

〈
DqjMn, u

j
n

〉
H⊗qj [iz]

]
+

∑
α∈A(qj)

∑
ν∈N∗

4 (α)

C(α, ν)θ|ν·1|{2−1(1− θ2)}|ν·2|

× E
[
eλ(θ;z,x)Δn,j(ν)[(iz)

⊗(νi1+2νi2+νi3) ⊗ (ix)⊗νi4 ]
]
.

Combining this identity with (A.6), we obtain the desired result.

The following lemma is presumably a standard result. We prove it for the
shake of completeness.

Lemma A.5. Let f = (f(y))y∈RN be a real-valued C∞ function all of whose
partial derivatives are of polynomial growth. Then there is a sequence (fj)

∞
j=1 of

compactly supported real-valued C∞ functions on RN such that

E
[
ξ0∂

α
y fj(ξ1, . . . , ξN )

]
→ E

[
ξ0∂

α
y f(ξ1, . . . , ξN )

]
(A.8)

as j → ∞ for any ξ0, ξ1, . . . , ξN ∈ L∞− and α ∈ ZN
+ .

Proof. Take a C∞ function φ : RN → [0,∞) having compact support and
satisfying φ(0) = 1. For every j = 1, 2, . . . , we define the function φj : RN →
[0,∞) by φj(y) = φ(j−1y), y ∈ RN . Then we define fj := fφj for j = 1, 2, . . . . fj
is evidently a C∞ function with compact support. Moreover, we have ∂α

y fj(y) →
∂α
y f(y) as j → ∞ for any y ∈ RN and α ∈ ZN

+ . In addition, for any s ∈ N,
there is a constant C > 0 which depends only on φ and s such that |fj(y)| ≤
C(|f(y)|+

∑s
k=1 ‖∂⊗k

y f(y)‖�1) for any y ∈ RN ; we can easily prove these facts
by directly differentiating fj with the help of the Leibniz formula and the chain
rule. Consequently, we have supj∈N ‖ξ0∂α

y fj(ξ1, . . . , ξN )‖2 < ∞ for any α ∈ ZN
+

because ξ0, ξ1, . . . , ξN ∈ L∞− and all the partial derivatives of f have polynomial
growth. Therefore, (ξ0∂

α
y fj(ξ1, . . . , ξN ))j∈N is uniformly integrable, so the Vitali

convergence theorem yields (A.8). This completes the proof.

Now we get the following interpolation formula for (A.5):

Lemma A.6. Let f : R2d → R be a C∞ function all of whose partial derivatives
are of polynomial growth. Under the assumptions of Theorem 3.1, we have

E[f(Zn, Xn)]− E[f(Zn, Xn)]

=

d∑
i,j=1

∫ 1

0

θE
[(
〈DqjM i

n, u
j
n〉H⊗qj − Cij

n

)
∂zi∂zjf(θZn +

√
1− θ2Zn, Xn)

]
dθ

+

d∑
j=1

∑
α∈A(qj)

∑
ν∈N∗

4 (α)

C(α, ν)

∫ 1

0

θ|ν·1|(2−1(1− θ2))|ν·2|

× E
[
Δn,j(ν)[∂

⊗|ν|∗
z ∂⊗|ν·4|

x ∂zjf(θZn +
√
1− θ2Zn, Xn)]

]
dθ.
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Proof. Thanks to Lemma A.5, it is enough to prove the lemma when f is
rapidly decreasing. In this case the Fourier inversion formula and the Fubini
theorem yield

E[f(Zn, Xn)]− E[f(Zn, Xn)] = (2π)−2d

∫
R2d

f̂(z, x){ϕ(1; z, x)− ϕ(0; z, x)}dzdx

= (2π)−2d

∫ 1

0

dθ

∫
R2d

f̂(z, x)∂θϕ(θ; z, x)dzdx.

Hence the desired result follows from Lemma A.4, (A.4) and the Fourier inver-
sion formula.

We will use the following elementary result in the proof:

Lemma A.7. Let k, l be two positive integers. Then we have

∂zi1 ···zik

(
zj1 · · · zjl

)
=

l∑
c1,...,ck=1

cs �=ct

k∏
s=1

1{jcs=is}
∏

b �=c1,...,ck

zjb

for any i1, . . . , ik, j1, . . . , jl ∈ {1, . . . , d}.

One can easily prove the above lemma by induction on k and application of
the Leibniz rule, so we omit its proof.

Finally, as in the original CCK theory, a special approximation of the maxi-
mum function (called the “smooth max function”) will play a crucial role in our
proof. The following lemma summarizes the key properties of this smooth max
function used in the proof:

Lemma A.8. Let ε > 0 and set β = ε−1 logm. Define the function Φβ : Rm →
R by

Φβ(w) = β−1 log

⎛⎝ m∑
j=1

exp(βwj)

⎞⎠ , w ∈ Rm. (A.9)

Then we have

0 ≤ Φβ(w)− max
1≤j≤m

wj ≤ β−1 logm = ε (A.10)

for every w ∈ Rm. Moreover, for any C∞ function g : R → R, s ∈ N, ε > 0 and
w ∈ Rm, it holds that∥∥∂⊗s

w g(ε−1Φβ(w))
∥∥
�1

≤ Cg,s max{ε−s, ε−1βs−1} = Cg,sε
−s(logm)s−1, (A.11)

where Cg,s > 0 depends only on g and s.

Proof. First, note that Φβ is usually denoted by Fβ in the literature on the
CCK theory. Now, (A.10) is stated in e.g. Eq.(1) of [17]. On the other hand,
(A.11) is obtained by applying Lemma 5 in [24] with h = g, n = 1, m = s and
b = ε−1 in their notation.
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Proof of Theorem 3.1. First, as is already noted in the above, for the proof
it is enough to focus only on the case that X1·

n = · · · = Xm·
n =: Xn for every

n ∈ N due to Lemma A.1. Note that in this case we have Ξnz = Υn(z ◦Xn) for
every z ∈ Rd.

We turn to the main body of the proof. Take a number ε > 0 arbitrarily, and
set β = ε−1 logm. We define the function Φβ : Rm → R by (A.9). We also take
a C∞ function g : R → [0, 1] such that all the derivatives of g are bounded and
g(t) = 1 for t ≤ 0 and g(t) = 0 for t ≥ 1.

Now let us fix a vector y ∈ Rm arbitrarily, and define the functions ϕ : Rm →
R, ψ : Rd → R and f : R2d → R by

ϕ(w) = g(ε−1Φβ(w − y − ε)), w ∈ Rm,

ψ(v) = ϕ(Υnv), v ∈ Rd,

f(z, x) = ψ(z ◦ x), z, x ∈ Rd.

For any k, l ∈ Z+ and any z, x ∈ Rd, we have

∥∥∂⊗k
z ∂⊗l

x f(z, x)
∥∥
�1

=

d∑
i1,...,ik,j1,...,jl=1

∣∣∂zi1 ···zik

(
zj1 · · · zjl∂vj1 ···vjlψ(z ◦ x)

)∣∣ .
Applying the Leibniz rule repeatedly (cf. Proposition 5 of [33]), we deduce∥∥∂⊗k

z ∂⊗l
x f(z, x)

∥∥
�1

=
d∑

i1,...,ik,j1,...,jl=1

∣∣∣∣∣∣
∑

A⊂{1,...,k}

(∏
a∈A

∂zia

)(
zj1 · · · zjl

)(∏
a/∈A

xia

)

×
(∏

a/∈A
∂via

)
∂vj1 ···vjlψ(z ◦ x)

∣∣∣∣∣
≤

d∑
j1,...,jl=1

∑
A⊂{1,...,k}

d∑
i1,...,ik=1

∣∣∣∣∣
(∏

a∈A
∂zia

)(
zj1 · · · zjl

)
×
(∏

a/∈A
xia

)(∏
a/∈A

∂via

)
∂vj1 ···vjlψ(z ◦ x)

∣∣∣∣∣ .
Now let us fix a subset A of {1, . . . , k}. Let r be the number of elements of
A and we write A = {a1, . . . , ar} and {1, . . . , k} \ A = {b1, . . . , bk−r}. Assume
1 ≤ r ≤ l. Then, by Lemma A.7 we obtain

d∑
i1,...,ik=1

∣∣∣∣∣
(∏

a∈A
∂zia

)(
zj1 · · · zjl

)(∏
a/∈A

xia

)(∏
a/∈A

∂via

)
∂vj1 ···vjlψ(z ◦ x)

∣∣∣∣∣
=

d∑
i1,...,ik=1

∣∣∣∣∣∣∣∣
⎛⎜⎜⎝ l∑

c1,...,cr=1
cs �=ct

r∏
s=1

1{jcs=ias}
∏

b �=c1,...,cr

zjb

⎞⎟⎟⎠
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×
(

k−r∏
t=1

xibt

)
∂
v
ib1 ···vibk−r vj1 ···vjl

ψ(z ◦ x)
∣∣∣∣∣

=

d∑
ia1 ,...,iar=1

∣∣∣∣∣∣∣∣
l∑

c1,...,cr=1
cs �=ct

r∏
s=1

1{jcs=ias}
∏

b �=c1,...,cr

zjb

∣∣∣∣∣∣∣∣
×

d∑
ib1 ,...,ibk−r

=1

∣∣∣∣∣
(

k−r∏
t=1

xibt

)
∂
v
ib1 ···vibk−r vj1 ···vjl

ψ(z ◦ x)
∣∣∣∣∣

≤ l!

(l − r)!
‖z‖l−r

�∞
‖x‖k−r

�∞

∥∥∥∂⊗(k−r)
v ∂vj1 ···vjlψ(z ◦ x)

∥∥∥
�1
.

Note that the above inequality evidently holds true if A = ∅. Moreover, we
obviously have

(∏
a∈A ∂zia

) (
zj1 · · · zjl

)
= 0 if r > l. Consequently, we infer

that

∥∥∂⊗k
z ∂⊗l

x f(z, x)
∥∥
�1

≤
k∧l∑
r=0

r!

(
k

r

)(
l

r

)
‖z‖l−r

�∞
‖x‖k−r

�∞

∥∥∥∂⊗(k+l−r)
v ψ(z ◦ x)

∥∥∥
�1
.

Meanwhile, we can easily verify that

∂vi1 ...visψ(v) =

m∑
j1,...,js=1

∂wj1 ...wjsϕ(Υnv)Υ
j1i1
n · · ·Υjsis

n

for any s ∈ N and i1, . . . , is ∈ {1, . . . , d}. Hence we have

‖∂⊗s
v ψ(v)‖�1 ≤

(
max

1≤j≤m

d∑
i=1

|Υji
n |
)s m∑

j1,...,js=1

|∂wj1 ...wjsϕ(Υnv)|

= |||Υn|||s∞‖∂⊗s
w ϕ(Υnv)‖�1 .

Now, by (A.11) it holds that

‖∂⊗s
w ϕ(w)‖�1 ≤ Cg,sε

−s(logm)s−1

for all w ∈ Rm, where Cg,s > 0 is a constant which depends only on g and s.
Therefore, we obtain∥∥∂⊗k

z ∂⊗l
x f(z, x)

∥∥
�1

≤ cg,k,l

k∧l∑
r=0

r!

(
k

r

)(
l

r

)
‖z‖l−r

�∞
‖x‖k−r

�∞
|||Υn|||k+l−r

∞ ε−(k+l−r)(logm)k+l−r−1

≤ c′g,k,l (‖z‖�∞ ∨ 1)
l
(‖x‖�∞ ∨ 1)

k |||Υn|||k+l
∞ ε

−(k+l)
1 (logm)k+l−1,

where ε1 := ε∧ 1 and cg,k,l, c
′
g,k,l > 0 are constants which depend only on g and

k, l (recall |||Υn|||∞ ≥ 1 by assumption). We especially infer that all the partial
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derivatives of f are of polynomial growth. Therefore, noting that Δn,j(ν) = 0
when ν /∈

⋃
α∈A(qj)

N ∗
4 (α), by (A.1) and Lemma A.6 we obtain

ηn(ε) := |E[f(Zn, Xn)]− E[f(Zn, Xn)]|

≤
∫ 1

0

E

⎡⎣‖Δn‖�∞
d∑

i,j=1

∣∣∣∂zi∂zjf(θZn +
√
1− θ2Zn, Xn)

∣∣∣
⎤⎦dθ

+Kq

d∑
j=1

∑
α∈A(qj)

∑
ν∈N∗

4 (α)

∫ 1

0

E [‖Δn,j(ν)‖�∞

×‖∂⊗|ν|∗
z ∂⊗|ν·4|

x ∂zjf(θZn +
√

1− θ2Zn, Xn)‖�1
]
dθ

≤
∫ 1

0

E

⎡⎣‖Xn‖2�∞ |||Υn|||2∞‖Δn‖�∞
m∑

i,j=1

∣∣∣∂wi∂wjϕ(Xn ◦ (θZn +
√

1− θ2Zn))
∣∣∣
⎤⎦dθ

+Kq

∑
α∈A(q)

∑
ν∈N∗

4 (α)

∫ 1

0

E

[
max
1≤j≤d

‖Δn,j(ν)‖�∞‖∂⊗(|ν|∗+1)
z

×∂⊗|ν·4|
x f(θZn +

√
1− θ2Zn, Xn)‖�1

]
dθ

≤ c′′g,qε
−2
1 (logm)|||Υn|||2∞E

[
‖Xn‖2�∞‖Δn‖�∞

]
+ c′′g,q

∑
α∈A(q)

∑
ν∈N∗

4 (α)

ε
−|ν|∗∗−1
1 (logm)|ν|∗∗ |||Υn||||ν|∗∗+1

∞

×E

[(
1 + ‖Xn‖|ν|∗+1

�∞

)(
1 + ‖Zn‖|ν·4|

�∞
+ ‖Zn‖|ν·4|

�∞

)
max
1≤j≤d

‖Δn,j(ν)‖�∞
]
,

where Kq > 0 depends only on q and c′′g,q > 0 depends only on g and q. Now
we have

P (ΞnZn ≤ y) ≤ P (Φβ(Υn(Zn ◦Xn)− y − ε) ≤ 0) (∵ Eq.(A.10))

≤ E[f(Zn, Xn)] ≤ E[f(Zn, Xn)] + ηn(ε)

≤ P (Φβ(Υn(Zn ◦Xn)− y − ε) < ε) + ηn(ε) (∵ the definition of g)

≤ P (ΞnZn ≤ y + 2ε) + ηn(ε) (∵ Eq.(A.10)).

Set Γn := ΞnCnΞ
�
n . Then, by Lemma A.2 we obtain

P (ΞnZn ≤ y)

≤ P (min diag(Γn) < b) + P (ΞnZn ≤ y) +
2ε√
b
(
√

2 logm+ 2) + ηn(ε)

for every b > 0. By an analogous argument we also obtain

P (ΞnZn ≤ y)

≥ P (min diag(Γn) < b)− P (ΞnZn ≤ y)− 2ε√
b
(
√

2 logm+ 2)− ηn(ε).
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Therefore, we conclude that

sup
y∈Rm

|P (ΞnZn ≤ y)− P (ΞnZn ≤ y)|

≤ P (min diag(Γn) < b) +
2ε√
b
(
√

2 logm+ 2) + ηn(ε).

Taking

ε =
(√

logm|||Υn|||2∞E
[
‖Xn‖2�∞‖Δn‖�∞

])1/3
∨

max
ν∈N∗

4(q)

{
(logm)|ν|∗∗−

1
2 |||Υn||||ν|∗∗+1

∞ E
[
(1 + ‖Xn‖|ν|∗+1

�∞
)

×
(
1 + ‖Zn‖|ν·4|

�∞
+ ‖Zn‖|ν·4|

�∞

)
max
1≤j≤d

‖Δn,j(ν)‖�∞
]} 1

|ν|∗∗+2

,

we obtain

lim sup
n→∞

sup
y∈Rm

|P (ΞnZn ≤ y)− P (ΞnZn ≤ y)| ≤ lim sup
n→∞

P (min diag(Γn) < b)

by assumption. Letting b → 0, we complete the proof.

A.3. Proof of Lemma 3.1

Take a number ε > 0 arbitrarily. For any y ∈ Rm, we have

P (Yn ≤ y) ≤ P (
√

logm‖Yn − ΞnZn‖�∞ > ε) + P (ΞnZn ≤ y + ε/
√
logm)

≤ P (
√

logm‖Yn − ΞnZn‖�∞ > ε) + P (ΞnZn ≤ y + ε/
√

logm) + ρn,

where
ρn := sup

y∈Rm

|P (ΞnZn ≤ y)− P (ΞnZn ≤ y)|.

Therefore, Lemma A.2 yields

P (Yn ≤ y) ≤ P (
√

logm‖Yn − ΞnZn‖�∞ > ε) + P (ΞnZn ≤ y)

+
2ε√

b logm
(
√

2 logm+ 2) + P (min diag(Γn) < b) + ρn

for any b > 0. An analogous argument yields

P (Yn ≤ y) ≥ −P (
√

logm‖Yn − ΞnZn‖�∞ > ε) + P (ΞnZn ≤ y)

− 2ε√
b logm

(
√

2 logm+ 2) + P (min diag(Γn) < b)− ρn,

so we conclude that
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sup
y∈Rm

|P (Yn ≤ y)− P (ΞnZn ≤ y)| ≤ P (
√

logm‖Yn − ΞnZn‖�∞ > ε)

+
2ε√

b logm
(
√

2 logm+ 2) + P (min diag(Γn) < b) + ρn.

Now, by assumption we obtain

lim sup
n→∞

sup
y∈Rm

|P (Yn ≤ y)− P (ΞnZn ≤ y)|

≤ 2ε√
b

(√
2 +

2√
log 2

)
+ lim sup

n→∞
P (min diag(Γn) < b).

We first let ε → 0. After that, we let b → 0. Then we conclude that

lim sup
n→∞

sup
y∈Rm

|P (Yn ≤ y)− P (ΞnZn ≤ y)| = 0.

This completes the proof.

A.4. Proof of Proposition 3.1

The proof is analogous to that of Theorem 2 from [17] (see also the proof of
Theorem 4.1 from [19]). Setting

Γn := ΞnCnΞ
�
n , Γ̂n := Ξ̂nĈnΞ̂

�
n , μn := ΞnWn, μ̂n := Ξ̂nŴn,

we have
P (ΞnZn ≤ y|F) = P (Γ1/2

n ξn + μn ≤ y|F)

and
P (Ξ̂nẐn ≤ y|F) = P (Γ̂1/2

n ξ′n + μ̂n ≤ y|F)

for all y ∈ Rm, where ξn and ξ′n are two independent m-dimensional standard
Gaussian vectors jointly independent of F . Therefore, it is enough to prove

sup
y∈Rm

|P (Γ̂1/2
n ξ′n + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μn ≤ y|F)| →p 0

as n → ∞. In addition, thanks to the condition (3.7), it suffices to prove the
above convergence on the set Ωb := {diag(Γn) ≥ b} for an arbitrarily fixed b > 0.
More precisely, it is enough to prove

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ̂1/2
n ξ′n + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μn ≤ y|F)| > η

})
→ 0

as n → ∞ for any η > 0.
We first prove

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ1/2
n ξn + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μn ≤ y|F)| > η

})
→ 0

(A.12)
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as n → ∞ for any η > 0. By Nazarov’s inequality we have

|P (Γ1/2
n ξn+μ̂n ≤ y|F)−P (Γ1/2

n ξn+μn ≤ y|F)| ≤ ‖μ̂n − μn‖�∞√
b

(√
2 logm+ 2

)
a.s. on the set Ωb for every y ∈ Rm. Since the function y �→ |P (Γ

1/2
n ξn + μ̂n ≤

y|F)− P (Γ
1/2
n ξn + μn ≤ y|F)| is a.s. right-continuous, the above result yields

sup
y∈Rm

|P (Γ1/2
n ξn + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μn ≤ y|F)|

≤ ‖μ̂n − μn‖�∞√
b

(√
2 logm+ 2

)
a.s. on the set Ωb. Hence (A.12) follows from the assumption (3.18).

Thanks to (A.12), it suffices to prove

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ̂1/2
n ξ′n + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μ̂n ≤ y|F)| > η

})
→ 0

as n → ∞ for any η > 0. However, since we have

sup
y∈Rm

|P (Γ̂1/2
n ξ′n + μ̂n ≤ y|F)− P (Γ1/2

n ξn + μ̂n ≤ y|F)|

= sup
y∈Rm

|P (Γ̂1/2
n ξ′n ≤ y|F)− P (Γ1/2

n ξn ≤ y|F)|,

this amounts to proving

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ̂1/2
n ξ′n ≤ y|F)− P (Γ1/2

n ξn ≤ y|F)| > η

})
→ 0 (A.13)

as n → ∞ for any η > 0. To prove this claim, we take a number ε > 0 arbitrarily
and set β = ε−1 logm as in the proof of Theorem 3.1. Then we define the
function Φβ : Rm → R by (A.9). We also take a C∞ function g : R → [0, 1] such
that all the derivatives of g is bounded and g(t) = 1 for t ≤ 0 and g(t) = 0 for
t ≥ 1.

Fix a vector y ∈ Rm arbitrarily and define the function ϕ : Rm → R by

ϕ(w) = g(ε−1Φβ(w − y − ε)), w ∈ Rm.

Then we define the stochastic process Ψ = (Ψ(t))t∈[0,1] by

Ψ(t) = E
[
ϕ
(√

tΓ̂1/2
n ξ′n +

√
1− tΓ1/2

n ξn

)
|F
]
, t ∈ [0, 1].

We evidently have

dΨ(t)

dt
= E

[
∂⊗1
w ϕ

(√
tΓ̂1/2

n ξ′n +
√
1− tΓ1/2

n ξn

)[ Γ̂1/2
n ξ′n√

t
− Γ

1/2
n ξn√
1− t

]
|F
]
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for all t ∈ (0, 1)

with probability one. Then, Stein’s identity yields

dΨ(t)

dt
= E

[
∂⊗2
w ϕ

(√
tΓ̂1/2

n ξ′n +
√
1− tΓ1/2

n ξn

) [
Γ̂n − Γn

]
|F
]

for all t ∈ (0, 1)

with probability one. Consequently, we obtain∣∣∣E [ϕ(Γ̂1/2
n ξ′n

)
|F
]
− E

[
ϕ
(
Γ1/2
n ξn

)
|F
]∣∣∣ ≤ ∫ 1

0

∣∣∣∣dΨ(t)

dt

∣∣∣∣ dt
≤ Cε−2(logm)‖Γ̂n − Γn‖�∞

by Lemmas 3–4 of [17], where C > 0 is a constant which depends only on g.
Now we have

P
(
Γ̂1/2
n ξ′n ≤ y|F

)
≤ P

(
Φβ(Γ̂

1/2
n ξ′n − y − ε) ≤ 0|F

)
(∵ Eq.(A.10))

≤ E
[
ϕ
(
Γ̂1/2
n ξ′n

)
|F
]
≤ E

[
ϕ
(
Γ1/2
n ξn

)
|F
]
+ Cε−2(logm)‖Γ̂n − Γn‖�∞

≤ P
(
Φβ(Γ

1/2
n ξn − y − ε) < ε|F

)
+ Cε−2(logm)‖Γ̂n − Γn‖�∞

(∵ the definition of g)

≤ P
(
Γ1/2
n ξn ≤ y + 2ε

)
+ Cε−2(logm)‖Γ̂n − Γn‖�∞ (∵ Eq.(A.10)).

Since we have on the set Ωb

P (Γ1/2
n ξn ≤ y + 2ε|F) ≤ P (Γ1/2

n ξn ≤ y|F) +
2ε√
b
(
√

2 logm+ 2)

by the Nazarov inequality, we obtain

P
(
Γ̂1/2
n ξ′n ≤ y|F

)
≤ P (Γ1/2

n ξn ≤ y|F) +
2ε√
b
(
√

2 logm+ 2) + Cε−2(logm)‖Γ̂n − Γn‖�∞

a.s. on the set Ωb. By an analogous argument we also obtain

P
(
Γ̂1/2
n ξ′n ≤ y|F

)
≥ P (Γ1/2

n ξn ≤ y|F)− 2ε√
b
(
√

2 logm+ 2)− Cε−2(logm)‖Γ̂n − Γn‖�∞

a.s. on the set Ωb. Therefore, we conclude that∣∣∣P (Γ̂1/2
n ξ′n ≤ y|F

)
− P (Γ1/2

n ξn ≤ y|F)
∣∣∣
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≤ 2ε

b
(
√

2 logm+ 2) + Cε−2(logm)‖Γ̂n − Γn‖�∞

a.s. on the set Ωb. Since the function y �→
∣∣∣P (Γ̂1/2

n ξ′n ≤ y|F
)
− P (Γ

1/2
n ξn ≤ y|F)

∣∣∣
is a.s. right-continuous, the above result implies that

sup
y∈Rm

∣∣∣P (Γ̂1/2
n ξ′n ≤ y|F

)
− P (Γ1/2

n ξn ≤ y|F)
∣∣∣

≤ 2ε

b
(
√

2 logm+ 2) + Cε−2(logm)‖Γ̂n − Γn‖�∞

a.s. on the set Ωb. Hence we deduce

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ̂1/2
n ξ′n ≤ y|F)− P (Γ1/2

n ξn ≤ y|F)| > η

})
≤ P

(
2ε

b
(
√

2 logm+ 2) + Cε−2(logm)‖Γ̂n − Γn‖�∞ > η

)
for all n ∈ N. Now, take a number a > 0 such that 2a

b (
√
2 + 2/

√
log 2) ≤ η

2 and
set ε = a/

√
logm. Then the above inequality yields

P

(
Ωb ∩

{
sup
y∈Rm

|P (Γ̂1/2
n ξ′n ≤ y|F)− P (Γ1/2

n ξn ≤ y|F)| > η

})
≤ P

(
C

a
(logm)2‖Γ̂n − Γn‖�∞ >

η

2

)
.

Therefore, (A.13) follows from the assumption (3.18), which yields the desired
result.

A.5. Proof of Proposition 3.2

We follow Step 3 in the proof of Theorem 2 from [41]. First, by assumption and
Theorem 9.2.2 of [26] there is a sequence εn of positive numbers tending to 0
such that

P (Ec
n) ≤ εn, sup

x∈R

∣∣P (Tn ≤ x)− P
(
T †
n ≤ x

)∣∣ ≤ εn

for all n ∈ N, where

En =

{
sup
x∈R

∣∣P (T †
n ≤ x|F

)
− P (T ∗

n ≤ x|F)
∣∣ ≤ εn

}
.

Next, let us denote by q†n the F-conditional quantile function of T †
n. Then, on

the set En ∩ En we have

P
(
T ∗
n ≤ q†n(α+ εn)|F

)
≥ P

(
T †
n ≤ q†n(α+ εn)|F

)
− εn = α.
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Hence, on En ∩ En it holds that q∗n(α) ≤ q†n(α+ εn). Therefore, we obtain

P (Tn ≤ q∗n(α)) ≤ P
(
Tn ≤ q†n(α+ εn)

)
+ P (Ec

n) + P (Ec
n)

≤ P
(
T †
n ≤ q†n(α+ εn)

)
+ 2εn + P (Ec

n) = α+ 3εn + P (Ec
n).

Meanwhile, for any ω ∈ En ∩En and any z ∈ R such that P (T ∗
n ≤ z|F)(ω) ≥ α,

we have

P
(
T †
n ≤ q†n(α− εn)(ω)|F

)
(ω)

= α− εn ≤ P (T ∗
n ≤ z|F)(ω)− εn ≤ P

(
T †
n ≤ z|F

)
(ω).

Hence it holds that q†n(α− εn)(ω) ≤ z. This implies that q∗n(α) ≥ q†n(α− εn) on
En ∩ En. Therefore, we obtain

P (Tn < q∗n(α)) ≥ P
(
Tn < q†n(α− εn)

)
− P (Ec

n)− P (Ec
n)

≥ P
(
T †
n < q†n(α− εn)

)
− 2εn − P (Ec

n) = α− 3εn − P (Ec
n).

Consequently, we obtain P (Tn ≤ q∗n(α)) → α as n → ∞.

Appendix B: Proofs for Section 4

B.1. Proof of Theorem 4.1

We first introduce some notation. For two sequences (xn), (yn) of numbers, the
notation xn � yn means that there is a universal constant C > 0 such that
xn ≤ Cyn for all n. Here, the value of the constant C will change from line to
line. We define the d-dimensional processes A = (At)t∈[0,1] and M = (Mt)t∈[0,1]

by

At =

∫ t

0

μsds, Mt =

∫ t

0

σsdBs

for every t ∈ [0, 1]. If φ = (φt)t∈[0,1] is an r-dimensional (Ft)-progressively

measurable process such that
∫ 1

0
‖φt‖2�2dt < ∞ a.s., we define∫ t

0

φs · dBs :=

r∑
a=1

∫ t

0

φa
sdB

a
s

for all t ∈ [0, 1].
For every n ∈ N, we set Ih = Inh := (th−1, th] for every h = 1, . . . , n and

define the filtration (Gn
t )t∈[0,1] by Gn

0 := F0 and

Gn
t := Fth−1

when t ∈ Ih for some h = 1, . . . , n. Then we define the process (ςt)t∈[0,1] by

ςt = E[σt|Gn
t ], t ∈ [0, 1]
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(we subtract the index n from ςt although it depends on n). For all i, j = 1, . . . , d,
we define the symmetric H⊗2-valued random variable uij

n by

uij
n :=

√
n

n∑
h=1

f ij
n 1Ih×Ih ,

where f ij
n = Sym

(
ςi· ⊗ ςj·

)
. We note the following result:

Lemma B.1. Given an index n ∈ N, let ξ = (ξt)t∈[0,1] and η = (ηt)t∈[0,1] be
(Gn

t )-adapted r-dimensional processes such that supt∈[0,1] E[‖ξt‖4�2+‖ηt‖4�2 ] < ∞.

Then ξ ⊗ η1Ih×Ih ∈ Dom(δ2) and

δ2(ξ⊗η1Ih×Ih) =

∫ th

th−1

(∫ t

th−1

ξs · dBs

)
ηt ·dBt+

∫ th

th−1

(∫ t

th−1

ξs · dBs

)
ηt ·dBt

for every h = 1, . . . , n.

Proof. Set S := {(s, t) ∈ [0, 1]2 : s ≤ t}. For any t ∈ [0, 1], the process

(ξsηt1(Ih×Ih)∩S(s, t))s∈[0,1]

is evidently F-predictable and H-valued, so it belongs to Dom(δ) and

δ(ξηt1(Ih×Ih)∩S(·, t)) = ηt1Ih(t)

∫ t

0

ξs1Ih(s) · dBs

by Proposition 1.3.11 of [55]. Moreover, from the above expression the process

(δ(ξηt1(Ih×Ih)∩S(·, t)))t∈[0,1]

is evidently F-predictable and H-valued. Therefore, Proposition 1.3.11 of [55]
and Proposition 2.6 of [58] imply that ξ ⊗ η1(Ih×Ih)∩S belongs to Dom(δ2) and

δ2(ξ ⊗ η1(Ih×Ih)∩S) =

∫ th

th−1

(∫ t

th−1

ξs · dBs

)
ηt · dBt.

Similarly, we can show that ξ ⊗ η1(Ih×Ih)∩Sc ∈ Dom(δ2) and

δ2(ξ ⊗ η1(Ih×Ih)∩Sc) =

∫ th

th−1

(∫ t

th−1

ηs · dBs

)
ξt · dBt.

This completes the proof.

Thanks to Lemma B.1, we have uij
n ∈ Dom(δ2), so we can define the variable

M ij
n by

M ij
n = δ2(uij

n ).
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Next we prove some auxiliary results. We begin by noting some elementary
facts which are frequently used throughout the proof. First, for any random
variable ξ and any p, q ∈ (0,∞), it holds that

‖|ξ|q‖p = ‖ξ‖qpq.

Second, for two random variables ξ, η and numbers p ∈ (0,∞), q ∈ (1,∞), we
have

‖ξη‖p ≤ ‖ξ‖qp‖η‖ q
q−1p

.

This is a consequence of the Hölder inequality. These facts will be used without
reference in the following. We also refer to two inequalities which are repeatedly
used throughout the proof. The first one is the following integral version of the
Minkowski inequality:

Proposition B.1. Let (X ,A,m) be a σ-finite measure space and f : X × Ω →
[0,∞] be an A⊗F-measurable function. Then we have∥∥∥∥∫

X
f(x)m(dx)

∥∥∥∥
p

≤
∫
X
‖f(x)‖pm(dx)

for all p ∈ [1,∞].

Proposition B.1 is an easy consequence of the standard Minkowski inequality
via approximating the function f by simple functions (see also Proposition C.4
of [37]).

The second one is the following Burkholder-Davis-Gundy inequality with a
sharp constant:

Proposition B.2 (Barlow & Yor [3], Proposition 4.2). There is a universal
constant c > 0 such that∥∥∥∥ sup

0≤t≤T
|Mt|

∥∥∥∥
p

≤ c
√
p
∥∥∥〈M〉1/2T

∥∥∥
p

for any p ∈ [2,∞) and any continuous martingale M = (Mt)t∈[0,T ] with M0 = 0.

We then prove some auxiliary estimates.

Lemma B.2. There is a universal constant C > 0 such that∥∥∥∥∥
h1∑

h=h0+1

∫ th

th−1

(∫ t

th−1

ηs · dBs

)
ξt · dBt

∥∥∥∥∥
p

≤ C
p
√
h1 − h0

n
sup

th0
<t<th1

‖ξt‖qp,�2 sup
th0

<s<th1

‖ηs‖ q
q−1p,�2

for any p ∈ [2,∞), q ∈ (1,∞), n ∈ N, h0, h1 = 0, 1, . . . , n such that h0 < h1

and any r-dimensional (Ft)-progressively measurable processes ξ and η such that
supt∈[0,1](‖ξt‖p + ‖ηt‖p) < ∞ for all p ∈ [1,∞).
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Proof. Set q′ = q/(1− q). By Propositions B.1–B.2 we have∥∥∥∥∥
h1∑

h=h0+1

∫ th

th−1

(∫ t

th−1

ηs · dBs

)
ξt · dBt

∥∥∥∥∥
p

� √
p

∥∥∥∥∥∥
√√√√ h1∑

h=h0+1

∫ th

th−1

‖ξt‖2�2

(∫ t

th−1

ηs · dBs

)2

dt

∥∥∥∥∥∥
p

≤

√√√√p

h1∑
h=h0+1

∫ th

th−1

‖ξt‖2qp,�2

∥∥∥∥∥
∫ t

th−1

ηs · dBs

∥∥∥∥∥
2

q′p

dt

� p

√√√√√ h1∑
h=h0+1

∫ th

th−1

‖ξt‖2qp,�2

∥∥∥∥∥
√∫ t

th−1

‖ηs‖2�2ds
∥∥∥∥∥
2

q′p

dt

≤ p
√
h1 − h0

n
sup

th0
<t<th1

‖ξt‖qp,�2 sup
th0

<s<th1

‖ηs‖q′p,�2 .

Hence we obtain the desired result.

Lemma B.3. There is a universal constant C > 0 such that

max
1≤h≤n−1

sup
t∈[th−1,th+1]

∥∥ξt − E[ξt|Fth−1
]
∥∥
2p,�2

≤ C

√
p

n
sup

0≤u≤v≤1
‖Duξv‖2p,�2

for all n ∈ N, p ∈ [2,∞), r ∈ N and any r-dimensional (Ft)-progressively
measurable process ξ such that ξt ∈ D1,∞(Rr) for all t ∈ [0, 1].

Proof. By the Clark-Ocone formula (Proposition A.1 of [56]) we have

ξat = E[ξat |Fth−1
] +

∫ t

th−1

E[Dsξ
a
t |Fs] · dBs a.s.

for all t ∈ [th−1, th+1] and a = 1, . . . , r. Therefore, it suffices to show that there
is a universal constant C ′ > 0 such that

max
1≤h≤n−1

sup
t∈[th−1,th+1]

∥∥∥∥∥∥
r∑

a=1

(∫ t

th−1

E[Dsξ
a
t |Fs] · dBs

)2
∥∥∥∥∥∥
p

≤ C ′ p

n
sup

0≤u≤v≤1
‖Duξv‖22p,�2

for all n ∈ N and p ∈ [2,∞).
Fix h = 1, . . . , n− 1 and t ∈ [th−1, th+1] arbitrarily. By Itô’s formula we have

r∑
a=1

(∫ τ

th−1

E[Dsξ
a
t |Fs] · dBs

)2
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= 2

∫ τ

th−1

r∑
a=1

(∫ s

th−1

E[Duξ
a
t |Fu] · dBu

)
E[Dsξ

a
t |Fs] · dBs

+

∫ τ

th−1

r∑
a=1

‖E [Dsξ
a
t |Fs]‖2�2 ds =: Iτ + IIτ

for every τ ∈ [th−1, t]. The Lyapunov inequality and Proposition B.1 yield

‖IIτ‖p ≤ 1

n
sup

0≤u≤v≤1
‖Duξv‖22p,�2 .

Meanwhile, we have

‖Iτ‖p � √
p

∥∥∥∥∥∥∥
√√√√ r∑

b=1

∫ τ

th−1

∣∣∣∣∣
r∑

a=1

(∫ s

th−1

E[Duξat |Fu] · dBu

)
E[D

(b)
s ξat |Fs]

∣∣∣∣∣
2

ds

∥∥∥∥∥∥∥
p

(∵ Proposition B.2)

≤ √
p

∥∥∥∥∥∥
∫ τ

th−1

r∑
a=1

(∫ s

th−1

E[Duξ
a
t |Fu] · dBu

)2 r∑
a=1

r∑
b=1

E[D(b)
s ξat |Fs]

2ds

∥∥∥∥∥∥
1/2

p/2

(∵ Schwarz)

≤

√√√√√p

∫ τ

th−1

∥∥∥∥∥∥
r∑

a=1

(∫ s

th−1

E[Duξat |Fu]dBu

)2

E
[
‖Dsξt‖2�2 |Fs

]∥∥∥∥∥∥
p/2

ds

(∵ Lyapunov, Proposition B.1)

≤

√√√√√p

∫ τ

th−1

∥∥∥∥∥∥
r∑

a=1

(∫ s

th−1

E[Duξat |Fu] · dBu

)2
∥∥∥∥∥∥
p

∥∥E [‖Dsξt‖2�2 |Fs

]∥∥
p
ds

(∵ Schwarz)

≤

√√√√√p sup
0≤u≤v≤1

‖Duξv‖22p,�2
∫ τ

th−1

∥∥∥∥∥∥
r∑

a=1

(∫ s

th−1

E[Duξat |Fu] · dBu

)2
∥∥∥∥∥∥
p

ds

(∵ Lyapunov).

Therefore, defining the function g : [th−1, t] → [0,∞) by

g(τ) =

∥∥∥∥∥∥
r∑

a=1

(∫ τ

th−1

E[Dsξ
a
t |Fs] · dBs

)2
∥∥∥∥∥∥
2

p

, τ ∈ [th−1, t],

we obtain

g(τ) ≤ 2

n2
sup

0≤u≤v≤1
‖Duξv‖42p,�2 + C0p sup

0≤u≤v≤1
‖Duξv‖22p,�2

∫ τ

th−1

√
g(s)ds
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for any τ ∈ [th−1, t] with some universal constant C0 > 0. Hence the Bihari
inequality (cf. Section 3 of [8]) yields√

g(t) ≤
√
2

n
sup

0≤u≤v≤1
‖Duξv‖22p,�2 +

C0p

2n
sup

0≤u≤v≤1
‖Duξv‖22p,�2 .

This implies that the desired result holds true with the constant C ′ = 1/
√
2 +

C0/2.

Lemma B.4. Under the assumptions of Theorem 4.1, it holds that ‖ςi·t ‖2p,�2 ≤
‖σi·

t ‖2p,�2 = ‖Σii
t ‖

1/2
p for any t ∈ [0, 1], i = 1, . . . , d and p ≥ 1.

Proof. The last equality is evident from the identity ‖σi·
t ‖2�2 = Σii

t . Meanwhile,
the Lyapunov inequality yields

‖ςi·t ‖2�2 =

r∑
a=1

(
E
[
σia
t |Gn

t

])2 ≤
r∑

a=1

E
[(
σia
t

)2 |Gn
t

]
= E

[∥∥σi·
t

∥∥2
�2
|Gn

t

]
.

Therefore, the Lyapunov inequality again yields

E
[
‖ςi·t ‖2p�2

]
≤ E

[(
E
[∥∥σi·

t

∥∥2
�2
|Gn

t

])p]
≤ E

[∥∥σi·
t

∥∥2p
�2

]
.

This means ‖ςi·t ‖2p,�2 ≤ ‖σi·
t ‖2p,�2 .

Lemma B.5. Under the assumptions of Theorem 4.1, for all i = 1, . . . , d and
u ∈ [0, 1], ςi·u ∈ D2,∞(Rr) and Dsς

i·
u , Ds,tς

i·
u are Gn

u -measurable for any s, t ∈
[0, 1]. Moreover, the following estimates hold true for any p ∈ [1,∞) and s, t ∈
[0, 1]:

‖Dtς
i·
u ‖2p,�2 ≤ ‖Dtσ

i·
u‖2p,�2 , (B.1)

‖Ds,tς
i·
u ‖2p,�2 ≤ ‖Ds,tσ

i·
u‖2p,�2 , (B.2)

max
1≤k≤d

∥∥∥∥∥
r∑

a=1

ςkas D(a)
s ςi·u

∥∥∥∥∥
p,�2

≤ max
1≤k≤d

∥∥Σkk
u

∥∥1/2
p

∥∥Dsσ
i·
u

∥∥
2p,�2

, (B.3)

max
1≤k,l≤d

∥∥∥∥∥∥
r∑

a,b=1

ςkas ς lbt D
(a,b)
s,t ςi·u

∥∥∥∥∥∥
p,�2

≤ max
1≤k≤d

∥∥Σkk
s

∥∥
3
2p

∥∥Ds,tσ
i·
u

∥∥
3p,�2

. (B.4)

Proof. First, by Proposition 3.1 of [38] ςi·u ∈ D2,2(R
r) and we have

D(a)
s ςi·u = E

[
D(a)

s σi·
u |Gn

u

]
1[0,(�nu�−1)/n](s)

and
D

(a,b)
s,t ςi·u = E

[
D

(a,b)
s,t σi·

u |Gn
u

]
1[0,(�nu�−1)/n]2(s, t)

for any s, t ∈ [0, 1] and a, b = 1, . . . , r. In particular, Dsς
i·
u , Ds,tς

i·
u are Gn

u -
measurable. Moreover, (B.1)–(B.2) can be shown in an analogous way to the
proof of Lemma B.4, which also implies that ςi·u ∈ D2,∞(Rr).
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Next, the Schwarz inequality, Lemma B.4 and (B.1) yield∥∥∥∥∥
r∑

a=1

ςkas D(a)
s ςi·u

∥∥∥∥∥
p,�2

=

∥∥∥∥∥∥∥
√√√√ r∑

b=1

(
r∑

a=1

ςkas D
(a)
s ςibu

)2
∥∥∥∥∥∥∥
p

≤
∥∥∥‖ςk·s ‖�2

∥∥Dsς
i·
u

∥∥
�2

∥∥∥
p
≤
∥∥Σkk

u

∥∥1/2
p

∥∥Dsσ
i·
u

∥∥
2p,�2

,

and thus we obtain (B.3).
Finally, the Schwarz inequality, Lemma B.4 and (B.2) yield∥∥∥∥∥∥

r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςi·u

∥∥∥∥∥∥
p,�2

=

∥∥∥∥∥∥∥∥
√√√√√ r∑

c=1

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςicu

⎞⎠2
∥∥∥∥∥∥∥∥
p

≤
∥∥‖ςk·s ‖�2‖ς l·t ‖�2‖D2

s,tς
i·
u ‖�2

∥∥
p
≤
∥∥‖ςk·s ‖�2‖ς l·t ‖�2

∥∥
3
2p

‖D2
s,tς

i·
u ‖3p,�2

≤
∥∥Σkk

s

∥∥1/2
3
2p

∥∥Σll
t

∥∥1/2
3
2p

‖D2
s,tσ

i·
u‖3p,�2 ,

so we obtain (B.4) and thus complete the proof.

Now we turn to the main body of the proof. We begin by evaluating the

approximation error between
√
n( ̂[Y i, Y j ]

n

1 − [Y i, Y j ]1) and M ij
n .

Lemma B.6. Under the assumptions of Theorem 4.1, it holds that

max
1≤i,j≤d

∥∥∥√n ̂[Ai,Aj ]
n

1

∥∥∥
p
≤ 1√

n
max
1≤i≤d

sup
0≤s≤1

‖μi
s‖22p

for any p ∈ [1,∞) and n ∈ N. Moreover, there is a universal constant C > 0
such that∥∥∥√n ̂[Mi,Aj ]

n

1

∥∥∥
p

≤ C√
n

sup
0≤s≤1

‖σi·
s ‖2p,�2

(
√
p sup
0≤t≤1

∥∥∥μj
t

∥∥∥
2p

+ p sup
0≤u≤v≤1

‖Duμ
j
v‖2p,�2

)
for any p ∈ [2,∞), n ∈ N and i, j = 1, . . . , d.

Proof. The first claim is an immediate consequence of the Hölder inequality
and Proposition B.1.

To prove the second claim, by Itô’s formula we decompose
√
n ̂[Mi,Aj ]

n

1 as

√
n ̂[Mi,Aj ]

n

1 =
√
n

n∑
h=1

{∫ th

th−1

(∫ t

th−1

μj
sds

)
σi·
t · dBt

+

∫ th

th−1

(∫ t

th−1

σi·
s · dBs

)
μj
tdt

}
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=: Iijn + IIijn .

By Propositions B.1–B.2 we have

‖Iijn ‖p � √
np

∥∥∥∥∥∥∥
√√√√ n∑

h=1

∫ th

th−1

(∫ t

th−1

μj
sds

)2

‖σi·
t ‖2�2dt

∥∥∥∥∥∥∥
p

≤
√

p

n
sup

0≤s≤1

∥∥μj
s

∥∥
2p

sup
0≤t≤1

‖σi·
t ‖2p,�2 .

In the meantime, we further decompose IIijn as

IIijn =
√
n

n∑
h=1

{∫ th

th−1

(∫ t

th−1

σi·
s · dBs

)
E
[
μj
t |Gn

t

]
dt

+

∫ th

th−1

(∫ t

th−1

σi·
s · dBs

)(
μj
t − E

[
μj
t |Gn

t

])
dt

}
=: IIijn (1) + IIijn (2).

Since E
[
μj
t |Gn

t

]
is Fth−1

-measurable for t ∈ Ih, we have

IIijn (1) =
√
n

n∑
h=1

∫ th

th−1

(∫ th

th−1

1(th−1,t](s)E
[
μj
t |Gn

t

]
σi·
s · dBs

)
dt.

Therefore, the stochastic Fubini theorem (e.g. Corollary 5.28 of [50]) yields

IIijn (1) =
√
n

n∑
h=1

∫ th

th−1

(∫ th

th−1

1(th−1,t](s)E
[
μj
t |Gn

t

]
dt

)
σi·
s · dBs.

Hence, Propositions B.1–B.2 and the Lyapunov inequality imply that

∥∥IIijn (1)∥∥p � √
np

∥∥∥∥∥∥∥
√√√√ n∑

h=1

∫ th

th−1

(∫ th

th−1

1(th−1,t](s)E
[
μj
t |Gn

t

]
dt

)2

‖σi·
s ‖2�2ds

∥∥∥∥∥∥∥
p

≤
√

p

n
sup

0≤t≤1
‖μj

t‖2p sup
0≤s≤1

‖σi·
s ‖2p,�2 .

Meanwhile, Propositions B.1–B.2 and Lemma B.3 yield

∥∥IIijn (2)∥∥p ≤
√
n

n∑
h=1

∫ th

th−1

∥∥∥∥∥
∫ t

th−1

σi·
s · dBs

∥∥∥∥∥
2p

∥∥∥μj
t − E

[
μj
t |Gn

t

]∥∥∥
2p

dt

� p

n∑
h=1

∫ th

th−1

∥∥∥∥∥
√∫ t

th−1

‖σi·
s ‖2�2ds

∥∥∥∥∥
2p

dt sup
0≤u≤v≤1

‖Duμ
j
v‖2p,�2
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≤ p√
n

sup
0≤s≤1

‖σi·
s ‖2p,�2 sup

0≤u≤v≤1
‖Duμ

j
v‖2p,�2 .

Combining these estimates, we complete the proof.

Lemma B.7. Under the assumptions of Theorem 4.1, there is a universal con-
stant C > 0 such that

max
1≤i,j≤d

∥∥∥√n
(

̂[Mi,Mj ]
n

1 − [Y i, Y j ]1

)
−M ij

n

∥∥∥
p

≤ C
p3/2√
n

max
1≤i≤d

sup
0≤s≤1

∥∥Σii
s

∥∥1/2
p

max
1≤j≤d

sup
0≤u≤v≤1

‖Duσ
j·
v ‖2p,�2

for every n ∈ N and p ∈ [2,∞).

Proof. By Itô’s formula we deduce the following decomposition:

√
n
(

̂[Mi,Mj ]
n

1 − [Y i, Y j ]1

)
=

√
n

n∑
h=1

{∫ th

th−1

(∫ t

th−1

σj·
s · dBs

)
σi·
t · dBt +

∫ th

th−1

(∫ t

th−1

σi·
s · dBs

)
σj·
t · dBt

}
=: Iijn + IIijn .

Propositions B.1–B.2 and Lemmas B.3–B.4 yield∥∥∥∥∥√n

n∑
h=1

∫ th

th−1

(∫ t

th−1

σj·
s · dBs

)(
σi·
t − ςi·t

)
· dBt

∥∥∥∥∥
p

� √
np

∥∥∥∥∥∥∥
√√√√ n∑

h=1

∫ th

th−1

(∫ t

th−1

σj·
s · dBs

)2 ∥∥σi·
t − ςi·t

∥∥2
�2
dt

∥∥∥∥∥∥∥
p

≤ √
np

√√√√ n∑
h=1

∫ th

th−1

∥∥∥∥∥
∫ t

th−1

σj·
s · dBs

∥∥∥∥∥
2

2p

∥∥σi·
t − ςi·t

∥∥2
2p,�2

dt

� p

√
sup

0≤s≤1

∥∥∥Σjj
s

∥∥∥
p

sup
0≤t≤1

∥∥σi·
t − ςi·t

∥∥2
2p,�2

� p3/2√
n

sup
0≤s≤1

∥∥Σjj
s

∥∥1/2
p

sup
0≤u≤v≤1

‖Duσ
i·
v ‖2p,�2

and ∥∥∥∥∥√n

n∑
h=1

∫ th

th−1

(∫ t

th−1

(
σj·
s − ςj·s

)
· dBs

)
ςi·t · dBt

∥∥∥∥∥
p

� √
np

∥∥∥∥∥∥∥
√√√√ n∑

h=1

∫ th

th−1

(∫ t

th−1

(
σj·
s − ςj·s

)
· dBs

)2

‖ςi·t ‖2�2dt

∥∥∥∥∥∥∥
p
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�
√
np

√√√√√ n∑
h=1

∫ th

th−1

∥∥∥∥∥
√∫ t

th−1

∥∥∥σj·
s − ςj·s

∥∥∥2
�2
ds

∥∥∥∥∥
2

2p

‖ςi·t ‖22p,�2dt

� p3/2√
n

sup
0≤u≤v≤1

‖Duσ
j·
v ‖2p,�2 sup

0≤s≤1

∥∥Σii
s

∥∥1/2
p

.

Hence we obtain∥∥∥∥∥Iijn −
√
n

n∑
h=1

∫ th

th−1

(∫ t

th−1

ςj·s · dBs

)
ςi·t · dBt

∥∥∥∥∥
p

� p3/2√
n

max
1≤i,j≤d

sup
0≤u≤v≤1

‖Duσ
j·
v ‖2p,�2 sup

0≤s≤1

∥∥Σii
s

∥∥1/2
p

.

Analogously we can prove∥∥∥∥∥IIijn −
√
n

n∑
h=1

∫ th

th−1

(∫ t

th−1

ςi·s · dBs

)
ςj·t · dBt

∥∥∥∥∥
p

� p3/2√
n

max
1≤i,j≤d

sup
0≤u≤v≤1

‖Duσ
j·
v ‖2p,�2 sup

0≤s≤1

∥∥Σii
s

∥∥1/2
p

.

Consequently, the desired result follows from Lemma B.1.

Next we establish some properties of M ij
n which are necessary for the appli-

cation of our main theorem. The first result gives the moment bounds.

Lemma B.8. Under the assumptions of Theorem 4.1, there is a universal con-
stant C > 0 such that

max
1≤i,j≤d

‖M ij
n ‖p ≤ Cp max

1≤i≤d
sup

0≤t≤1
‖Σii

t ‖p

for all n ∈ N and p ∈ [2,∞).

Proof. This is an immediate consequence of Lemmas B.1–B.2 and B.4.

Second, we prove the Malliavin differentiability ofM ij
n and compute its Malli-

avin derivatives. For this purpose we prove an auxiliary result. Recall that we
have D1,2(H) ⊂ Dom(δ) by Proposition 1.3.1 of [55].

Lemma B.9. Let k ∈ N.

(a) Suppose that u ∈ Dk,2(H) satisfies D
(a1,...,aj)
t1,...,tj u ∈ Dom(δ) for all j =

1, . . . , k, a1, . . . , aj ∈ {1, . . . , r} and t1, . . . , tj ∈ [0, 1] and

k∑
j=1

E

[∫
[0,1]j

∥∥δ (Dt1,...,tju
)∥∥2

�2
dt1 · · · dtj

]
< ∞. (B.5)
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Then we have δ(u) ∈ Dk,2 and

Dt1,...,tkδ(u) = δ (Dt1,...,tku) + k Sym
(
Dk−1u

)
(t1, . . . , tk) (B.6)

for all t1, . . . , tk ∈ [0, 1].
(b) If u ∈ Dk,2(H) is F-adapted, then δ(u) ∈ Dk,2 and (B.6) holds true for all

t1, . . . , tk ∈ [0, 1].

Proof. (a) We prove the claim by induction on k. When k = 1, the claim
follows from Proposition 1.3.8 of [55]. Next, supposing that the claim holds true
for k = K ∈ N, we prove the claim for k = K + 1. From (B.5) we have

E

[∫ 1

0

‖δ (Dt (Dt1,...,tKu))‖2�2 dt
]
< ∞ (B.7)

for all t1, . . . , tK ∈ [0, 1]. Moreover, by the assumption of the induction (B.6)
holds true for all t1, . . . , tK ∈ [0, 1]. Now let us take t1, . . . , tK ∈ [0, 1] arbitrarily,
and set v := Dt1,...,tKu. Then, by assumptions and Proposition 1.3.8 of [55],
δ(v) ∈ D1,2 and Dtδ(v) = δ(Dtv) + v(t) for all t ∈ [0, 1]. Therefore, by (B.6) we
have Dt1,...,tK δ(u) ∈ D1,2 and

Dt (Dt1,...,tK δ(u)) = δ(Dtv) + v(t) +KDt Sym
(
DK−1u

)
(t1, . . . , tK)

= δ (Dt1,...,tK ,tu) + (K + 1) Sym
(
DKu

)
(t1, . . . , tK , t)

for all t ∈ [0, 1]. This implies that the claim also holds true for k = K + 1 and
thus completes the proof.

(b) This claim is an immediate consequence of claim (a) and Propositions
1.2.8 and 1.3.11 of [55].

We then obtain the following result.

Lemma B.10. Under the assumptions of Theorem 4.1, the following statements
hold true for any n ∈ N and i, j = 1, . . . , d:

(a) f ij
n ∈ D2,∞(H⊗2) and it holds that

D(a)
s f ij

n (u, v) =
1

2
(D(a)

s ςi·u ⊗ ςj·v + ςi·u ⊗D(a)
s ςj·v +D(a)

s ςj·u ⊗ ςi·v + ςj·u ⊗D(a)
s ςi·v )

(B.8)
and

D
(a,b)
s,t f ij

n (u, v)

=
1

2

(
D

(a,b)
s,t ςi·u ⊗ ςj·v +D(a)

s ςi·u ⊗D
(b)
t ςj·v +D

(b)
t ςi·u ⊗D(a)

s ςj·v + ςi·u ⊗D
(a,b)
s,t ςj·v

+D
(a,b)
s,t ςj·u ⊗ ςi·v +D(a)

s ςj·u ⊗D
(b)
t ςi·v +D

(b)
t ςj·u ⊗D(a)

s ςi·v + ςj·u ⊗D
(a,b)
s,t ςi·v

)
(B.9)

for any a, b = 1, . . . , r and s, t, u, v ∈ [0, 1].
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(b) uij
n ∈ D2,∞(H⊗2) and uij

n (s, ·)a·, D
(a)
s uij

n (t, ·)b· ∈ Dom(δ), D
(a,b)
s,t uij

n ∈
Dom(δ2) for any a, b = 1, . . . , r and s, t ∈ [0, 1].

(c) M ij
n ∈ D2,∞ and we have

D(a)
s M ij

n = δ2(D(a)
s uij

n ) + 2δ(uij
n (s, ·)a·)

and

D
(a,b)
s,t M ij

n = δ2
(
D

(a,b)
s,t uij

n

)
+ 2δ

(
D(a)

s uij
n (t, ·)b·

)
+ 2δ

(
D

(b)
t uij

n (s, ·)a·
)
+ 2uij

n (s, t)
ab

for any a, b = 1, . . . , r and s, t ∈ [0, 1].

Proof. Claim (a) follows from Lemma B.5 as well as Lemma 15.82 and Theorem
15.83 of [37]. Claim (b) is a consequence of claim (a), Proposition 1.3.11 of [55]
and Lemmas B.1 and B.5.

Now we prove claim (c). By Lemma B.1 we can rewrite M ij
n as

M ij
n = 2

√
n

n∑
h=1

∫
Ih

δ(f ij
n (·, t)1Ih∩[0,t]) · dBt. (B.10)

From claim (a), f ij
n (·, t) ∈ D2,∞(H) for all t ∈ [0, 1], so Lemma B.9(b) implies

that δ(f ij
n (·, t)1Ih∩[0,t]) ∈ D2,2(R

r) and

D(a)
u δ(f ij

n (·, t)1Ih∩[0,t]) = δ(D(a)
u f ij

n (·, t)1Ih∩[0,t]) + f ij
n (u, t)a·1Ih∩[0,t](u),

D(a,b)
u,v δ(f ij

n (·, t)1Ih∩[0,t]) =

δ(D(a,b)
u,v f ij

n (·, t)1Ih∩[0,t]) +D(b)
v f ij

n (u, t)a·1Ih∩[0,t](u) +D(a)
u f ij

n (v, t)b·1Ih∩[0,t](v)

for all a, b = 1, . . . , r and u, v ∈ [0, 1]. These formulae imply that the pro-
cess (δ(f ij

n (·, t)))t∈[0,1] belongs to D2,2(H), so Lemma B.9(b) again implies that∫
Ih

δ(f ij
n (·, t)1Ih∩[0,t]) · dBt ∈ D2,2 and

D(a)
u

(∫
Ih

δ(f ij
n (·, t)1Ih∩[0,t]) · dBt

)
=

∫
Ih

D(a)
u δ(f ij

n (·, t)1Ih∩[0,t]) · dBt + δ(f ij
n (·, u)·a1Ih∩[0,u])1Ih(u)

=

∫
Ih

δ(D(a)
u f ij

n (·, t)1Ih∩[0,t]) · dBt +

∫
Ih

f ij
n (u, t)a·1Ih∩[0,t](u) · dBt

+ δ(f ij
n (·, u)·a1Ih∩[0,u])1Ih(u)

=

∫
Ih

(∫ t

th−1

D(a)
u f ij

n (s, t)dBs

)
· dBt + δ(f ij

n (u, ·)a·1Ih×Ih(u, ·)) (B.11)

and

D(a,b)
u,v

(∫
Ih

δ(f ij
n (·, t)1Ih∩[0,t]) · dBt

)
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=

∫
Ih

D(a,b)
u,v δ(f ij

n (·, t)1Ih∩[0,t]) · dBt +D(b)
v δ(f ij

n (·, u)·a1Ih∩[0,u])1Ih(u)

+D(a)
u δ(f ij

n (·, v)·b1Ih∩[0,v])1Ih(v)

=

∫
Ih

{
δ(D(a,b)

u,v f ij
n (·, t)1Ih∩[0,t]) +D(b)

v f ij
n (u, t)a·1Ih∩[0,t](u)

+D(a)
u f ij

n (v, t)b·1Ih∩[0,t](v)
}
· dBt

+
{
δ(D(b)

v f ij
n (·, u)·a1Ih∩[0,u]) + f ij

n (v, u)ba1Ih∩[0,u](v)
}
1Ih(u)

+
{
δ(D(a)

u f ij
n (·, v)·b1Ih∩[0,v]) + f ij

n (u, v)ab1Ih∩[0,v](u)
}
1Ih(v)

=

∫
Ih

{∫ t

th−1

D(a,b)
u,v f ij

n (s, t)dBs +D(b)
v f ij

n (u, t)a·1Ih∩[0,t](u)

+D(a)
u f ij

n (v, t)b·1Ih∩[0,t](v)

}
· dBt

+ δ(D(b)
v f ij

n (·, u)·a1Ih∩[0,u])1Ih(u) + δ(D(a)
u f ij

n (·, v)·b1Ih∩[0,v])1Ih(v)

+ f ij
n (u, v)ab1Ih×Ih(u, v)

=

∫
Ih

{∫ t

th−1

D(a,b)
u,v f ij

n (s, t)dBs

}
· dBt + δ(D(b)

v f ij
n (u, ·)a·1Ih×Ih(u, ·))

+ δ(D(a)
u f ij

n (v, ·)b·1Ih×Ih(v, ·)) + f ij
n (u, v)ab1Ih×Ih(u, v) (B.12)

for all a, b = 1, . . . , r and u, v ∈ [0, 1]. Now, noting that formulae (B.8)–(B.9)
can be rewritten as

D(a)
s f ij

n (u, v) = Sym
(
D(a)

s ςi· ⊗ ςj·
)
(u, v) + Sym

(
ςi· ⊗D(a)

s ςj·
)
(u, v)

and

D
(a,b)
s,t f ij

n (u, v) = Sym
(
D

(a,b)
s,t ςi· ⊗ ςj·

)
(u, v) + Sym

(
D(a)

s ςi· ⊗D
(b)
t ςj·

)
(u, v)

+ Sym
(
D

(b)
t ςi· ⊗D(a)

s ςj·
)
(u, v) + Sym

(
ςi·u ⊗D

(a,b)
s,t ςj·v

)
(u, v),

by Lemma B.1 we obtain

2

∫
Ih

(∫ t

th−1

D(a)
u f ij

n (s, t)dBs

)
· dBt = δ2

(
D(a)

u f ij
n

)
, (B.13)

2

∫
Ih

{∫ t

th−1

D(a,b)
u,v f ij

n (s, t)dBs

}
· dBt = δ2

(
D(a,b)

u,v f ij
n

)
. (B.14)

Now claim (c) follows from (B.10)–(B.14) and the assumptions of the lemma.

Third, we prove the Malliavin differentiability of Σ and Cn as well as establish
moment estimates for their Malliavin derivatives.
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Lemma B.11. Under the assumptions of Theorem 4.1, for any i, j = 1, . . . , d
and t ∈ [0, 1], Σij

t ∈ D2,∞ and

‖DuΣ
ij
t ‖p,�2 ≤ 2 max

1≤i,j≤d

∥∥Σii
t

∥∥1/2
p

‖Duσ
j·
t ‖2p,�2 ,

‖Du,vΣ
ij
t ‖p,�2 ≤ 2

(
max

1≤i,j≤d

∥∥Σii
t

∥∥1/2
p

‖Du,vσ
j·
t ‖2p,�2

+ max
1≤i,j≤d

‖Duσ
i·
t ‖2p,�2‖Dvσ

j·
t ‖2p,�2

)
for any p ∈ [1,∞) and u, v ∈ [0, 1].

Proof. Since Σij
t =

∑r
a=1 σ

ia
t σja

t , Theorem 15.78 of [37] implies that Σij
t ∈

D2,∞ for all t ∈ [0, 1] and

DΣij
t =

r∑
a=1

(
σja
t Dσia

t + σia
t Dσja

t

)
and

D2Σij
t =

r∑
a=1

(
σja
t D2σia

t +Dσja
t ⊗Dσia

t +Dσia
t ⊗Dσja

t + σia
t D2σja

t

)
.

In particular, we have

‖DuΣ
ij
t ‖�2 ≤

r∑
a=1

(
|σja

t |‖Dσia
t ‖�2 + |σia

t |‖Dσja
t ‖�2

)
≤
√
Σjj

t ‖Dσi·
t ‖�2 +

√
Σii

t ‖Dσj·
t ‖�2

and

‖Du,vΣ
ij
t ‖�2

≤
r∑

a=1

(
|σja

t |‖Du,vσ
ia
t ‖�2 + ‖Duσ

ja
t ‖�2‖Dvσ

ia
t ‖�2 + ‖Duσ

ia
t ‖�2‖Dvσ

ja
t ‖�2

+ |σia
t |‖Du,vσ

ja
t ‖�2

)
≤
√
Σjj

t ‖Du,vσ
i·
t ‖�2 + ‖Duσ

j·
t ‖�2‖Dvσ

i·
t ‖�2 + ‖Duσ

i·
t ‖�2‖Dvσ

j·
t ‖�2

+
√
Σii

t ‖Du,vσ
j·
t ‖�2

by the triangular and Schwarz inequalities. Hence we complete the proof by the
Hölder inequality.

Lemma B.12. Under the assumptions of Theorem 4.1, Cn ∈ D2,∞(Rd2×d2

)
and

‖DuC
(i−1)d+j,(k−1)d+l
n ‖p,�2 ≤ 8 max

1≤i,j≤d
sup

0≤s,t≤1
‖Σii

s ‖
3/2
2p ‖Duσ

j·
t ‖4p,�2 ,
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‖Du,vC
(i−1)d+j,(k−1)d+l
n ‖p,�2

≤ 8 max
1≤i,j,k≤d

sup
0≤s,t≤1

‖Σii
s ‖

3/2
2p ‖Du,vσ

j·
t ‖4p,�2

+ 24 max
1≤i,j,k≤d

sup
0≤s,t,τ≤1

‖Σii
s ‖2p‖Duσ

j·
t ‖4p,�2‖Dvσ

k·
τ ‖4p,�2

for any p ∈ [1,∞), n ∈ N, i, j, k, l = 1, . . . , d and u, v ∈ [0, 1].

Proof. By Remark 15.87 of [37],
∫
Ih

Σij
t dt ∈ D2,∞ and

D

(∫
Ih

Σij
t dt

)
=

∫
Ih

DΣij
t dt, D2

(∫
Ih

Σij
t dt

)
=

∫
Ih

D2Σij
t dt

for any i, j = 1, . . . , d and h = 1, . . . , n. Therefore, by Theorem 15.78 of [37],

the Schwarz inequality and Proposition B.1 we obtain C
(i−1)d+j,(k−1)d+l
n ∈ D2,∞

and

‖DuC
(i−1)d+j,(k−1)d+l
n ‖p,�2 ≤ 4 max

1≤i,j,k,l≤d
sup

0≤s,t≤1
‖Σik

s ‖2p‖DuΣ
kl
t ‖2p,�2 ,

‖Du,vC
(i−1)d+j,(k−1)d+l
n ‖p,�2

≤ 4 max
1≤i,j,k,l≤d

sup
0≤s,t≤1

(
‖Σik

s ‖2p‖D2
u,vΣ

kl
t ‖2p,�2 + ‖DuΣ

ik
s ‖2p,�2‖DvΣ

jl
t ‖2p,�2

)
for any p ≥ 1, i, j, k, l = 1, . . . , d and u, v ∈ [0, 1]. Now the desired result follows
from the Schwarz inequality and Lemma B.11.

Now we proceed to checking the conditions of Theorem 3.1 in the current
setting.

Lemma B.13. Under the assumptions of Theorem 4.1, there is a universal
constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥〈D2M ij
n , ukl

n

〉
H⊗2 − C(i−1)d+j,(k−1)d+l

n

∥∥∥
p

≤ C
p√
n

(
max

1≤i,j≤d
sup

0≤s≤1

∥∥Σjj
s

∥∥3/2
2p

sup
0≤s,t,u≤1

∥∥Ds,tσ
i·
u

∥∥
4p,�2

+ max
1≤i,k≤d

sup
0≤s,u≤1

∥∥Σkk
u

∥∥
2p

∥∥Dsσ
i·
u

∥∥2
4p,�2

)
+ C

√
p

n
max

1≤i,j≤d
sup

0≤s,t,u≤1
‖Dsσ

i·
u‖4p,�2‖Σ

jj
t ‖3/22p

for any n ∈ N and p ∈ [2,∞).

Proof. By Lemma B.10 the desired result follows once we verify the following
statements for all p ∈ [2,∞) (note (A.7)):∥∥〈δ2(D2uij

n ), u
kl
n 〉H⊗2

∥∥
p
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� p√
n

(
max

1≤i,j≤d
sup

0≤s≤1

∥∥Σjj
s

∥∥3/2
2p

sup
0≤s,t,u≤1

∥∥Ds,tσ
i·
u

∥∥
4p,�2

+ max
1≤i,k≤d

sup
0≤s,u≤1

∥∥Σkk
u

∥∥
2p

∥∥Dsσ
i·
u

∥∥2
4p,�2

)
, (B.15)

∥∥〈δ(Duij
n ), u

kl
n 〉H⊗2

∥∥
p
�
√

p

n
max

1≤i,j≤d
sup

0≤s,t,u≤1
‖Dsσ

i·
u‖4p,�2‖Σ

jj
t ‖3/22p , (B.16)∥∥∥2〈uij

n , u
kl
n 〉H⊗2 − C(i−1)d+j,(k−1)d+l

n

∥∥∥
p

�
√

p

n
max
1≤i≤d

sup
0≤u≤v≤1

‖Duσ
i·
v ‖4p,�2 max

1≤j≤d
sup

0≤t≤1
‖Σjj

t ‖3/22p . (B.17)

We first verify (B.15). We can rewrite 〈δ2(D2uij
n ), u

kl
n 〉H⊗2 as

〈δ2(D2uij
n ), u

kl
n 〉H⊗2 = n

n∑
h,h′=1

r∑
a,b=1

∫
Ih×Ih

δ2(D
(a,b)
s,t f ij

n 1Ih′ × 1Ih′ )f
kl
n (s, t)abdsdt

= n

n∑
h,h′=1

r∑
a,b=1

∫
Ih×Ih

δ2
(
D

(a,b)
s,t f ij

n 1Ih′ × 1Ih′

)
ςkas ς lbt dsdt,

where the last identity holds true because 〈ϕ, Sym(ψ)〉H⊗2 = 〈ϕ, ψ〉H⊗2 for any
ϕ, ψ ∈ H⊗2 if ϕ is symmetric. Then, noting that f ij

n (u, v) is Fth′−1
-measurable

when u, v ∈ Ih′ by construction, Corollary 1.2.1 of [55] yields

〈δ2(D2uij
n ), u

kl
n 〉H⊗2 = n

n∑
h=1

∑
h′:h′>h

r∑
a,b=1

∫
Ih×Ih

δ2(D
(a,b)
s,t f ij

n 1Ih′ × 1Ih′ )ς
ka
s ς lbt dsdt.

Moreover, since ςu is Fth−1
-measurable when u ∈ Ih, using Lemma B.1 and

Exercise 2.30 in Chapter 3 of [39] repeatedly, we obtain

〈δ2(D2uij
n ), u

kl
n 〉H⊗2

= n

n∑
h=1

∫
Ih×Ih

∑
h′:h′>h

δ2

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t f ij

n 1Ih′ × 1Ih′

⎞⎠ dsdt.

Hence Proposition B.1 yields∥∥〈δ2(D2uij
n ), u

kl
n 〉H⊗2

∥∥
p

≤ n

n∑
h=1

∫
Ih×Ih

∥∥∥∥∥∥
∑

h′:h′>h

δ2

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t f ij

n 1Ih′ × 1Ih′

⎞⎠∥∥∥∥∥∥
p

dsdt.

Now, from (B.9) we infer that

r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t f ij

n (u, v)
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=
1

2

⎧⎨⎩
⎛⎝ r∑

a,b=1

ςkas ς lbt D
(a,b)
s,t ςi·u

⎞⎠⊗ ςj·v +

(
r∑

a=1

ςkas D(a)
s ςi·u

)
⊗
(

r∑
b=1

ς lbt D
(b)
t ςj·v

)

+

(
r∑

b=1

ς lbt D
(b)
t ςi·u

)
⊗
(

r∑
a=1

ςkas D(a)
s ςj·v

)
+ ςi·u ⊗

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςj·v

⎞⎠
+

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςj·u

⎞⎠⊗ ςi·v +

(
r∑

a=1

ςkas D(a)
s ςj·u

)
⊗
(

r∑
b=1

ς lbt D
(b)
t ςi·v

)

+

(
r∑

b=1

ς lbt D
(b)
t ςj·u

)
⊗
(

r∑
a=1

ςkas D(a)
s ςi·v

)
+ ςj·u ⊗

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςi·v

⎞⎠⎫⎬⎭ .

Hence Lemmas B.2 and B.4–B.5 yield

sup
0≤s,t≤1

∥∥∥∥∥∥
∑

h′:h′>h

δ2

⎛⎝ r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t f ij

n 1Ih′ × 1Ih′

⎞⎠∥∥∥∥∥∥
p

� p√
n

⎛⎜⎝ sup
0≤s,t,u,v≤1

∥∥∥∥∥∥
r∑

a,b=1

ςkas ς lbt D
(a,b)
s,t ςi·u

∥∥∥∥∥∥
4
3p,�2

∥∥ςj·v ∥∥4p,�2
+ sup

0≤s,t,u,v≤1

∥∥∥∥∥
r∑

a=1

ςkas D(a)
s ςi·u

∥∥∥∥∥
2p,�2

∥∥∥∥∥
r∑

b=1

ς lbt D
(b)
t ςj·v

∥∥∥∥∥
2p,�2

+ sup
0≤s,t,u,v≤1

∥∥ςi·u ∥∥4p,�2
∥∥∥∥∥∥

r∑
a,b=1

ςkas ς lbt D
(a,b)
s,t ςj·v

∥∥∥∥∥∥
4
3p,�2

⎞⎟⎠
� p√

n

(
max

1≤i,j≤d
sup

0≤s≤1

∥∥Σjj
s

∥∥3/2
2p

sup
0≤s,t,u≤1

∥∥Ds,tσ
i·
u

∥∥
4p,�2

+ max
1≤i,k≤d

sup
0≤s,u≤1

∥∥Σkk
u

∥∥
2p

∥∥Dsσ
i·
u

∥∥2
4p,�2

)
.

Therefore, we obtain (B.15).

Next we verify (B.16). We have

〈δ(Duij
n ), u

kl
n 〉H⊗2 = n

n∑
h=1

r∑
a=1

∫
Ih×Ih

δ(D(a)
s f ij

n (·, t)1Ih(·)) · fkl
n (s, t)a·dsdt.

Since fkl
n (s, t) is Fth−1

-measurable when s, t ∈ Ih, by Proposition 1.3.11 of [55]
and Exercise 2.30 in Chapter 3 of [39] we obtain

〈δ(Duij
n ), u

kl
n 〉H⊗2
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= n

n∑
h=1

∫
Ih×Ih

⎛⎝∫
Ih

⎛⎝ r∑
a,b=1

fkl
n (s, t)abD(a)

s f ij
n (u, t)b·

⎞⎠ · dBu

⎞⎠ dsdt.

Therefore, Propositions B.1–B.2 and the Schwarz inequality yield∥∥〈δ(Duij
n ), u

kl
n 〉H⊗2

∥∥
p

� √
pn

n∑
h=1

∫
Ih×Ih

∥∥∥∥∥∥∥∥
√√√√√∫

Ih

r∑
c=1

⎛⎝ r∑
a,b=1

fkl
n (s, t)abD

(a)
s f ij

n (u, t)bc

⎞⎠2

du

∥∥∥∥∥∥∥∥
p

dsdt

≤ √
pn

n∑
h=1

∫
Ih×Ih

∥∥∥∥∫
Ih

‖fkl
n (s, t)‖2�2‖Dsf

ij
n (u, t)‖2�2du

∥∥∥∥1/2
p/2

dsdt

≤ √
pn

n∑
h=1

∫
Ih×Ih

√∫
Ih

‖fkl
n (s, t)‖22p,�2‖Dsf

ij
n (u, t)‖22p,�2dudsdt

≤
√

p

n
sup

0≤s,t,u≤1
‖fkl

n (s, t)‖2p,�2‖Dsf
ij
n (u, t)‖2p,�2 .

Since we have ‖fkl
n (s, t)‖2p,�2 ≤

√
‖Σkk

s ‖2p‖Σll
t ‖2p and

‖Dsf
ij
n (u, t)‖2p,�2 ≤ 2 max

1≤i,j≤d
sup

0≤s,t,u≤1
‖Dsσ

i·
u‖4p,�2‖Σ

jj
t ‖1/22p

by the Schwarz inequality and Lemmas B.4–B.5, we obtain (B.16).
Finally we verify (B.17). We can rewrite 2〈uij

n , u
kl
n 〉H⊗2 as

2〈uij
n , u

kl
n 〉H⊗2

= n

n∑
h=1

r∑
a,b=1

∫
Ih×Ih

(
ςias ςjbt ςkas ς lbt + ςias ςjbt ςkbt ς las

)
dsdt

= n

n∑
h=1

{(∫
Ih

ςi·s · ςk·s ds

)(∫
Ih

ςj·s · ς l·s ds
)
+

(∫
Ih

ςi·s · ς l·s ds
)(∫

Ih

ςj·s · ςk·s ds

)}
.

Note that we have∥∥∥∥∥n
n∑

h=1

(∫
Ih

(ςi·s − σi·
s ) · ςk·s ds

)(∫
Ih

ςj·s · ς l·s ds
)∥∥∥∥∥

p

≤ n

n∑
h=1

(∫
Ih

‖ςi·s − σi·
s ‖4p,�2‖ςk·s ‖4p,�2ds

)(∫
Ih

‖ςj·s ‖4p,�2‖ς l·s ‖4p,�2ds
)

�
√

p

n
sup

0≤u≤v≤1
‖Duσ

i·
v ‖4p,�2 max

1≤j≤d
sup

0≤t≤1
‖Σjj

t ‖3/22p

for any i, j, k, l = 1, . . . , d by Proposition B.1 and Lemmas B.3 and B.4. There-
fore, we obtain (B.17) and complete the proof of the lemma.
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Lemma B.14. Under the assumptions of Theorem 4.1, we have∥∥〈D2F, un
ij〉H⊗2

∥∥
p
≤ 1√

n
sup

0≤s,t≤1
‖Ds,tF‖2p,�2 max

1≤i≤d
sup

0≤s≤1

∥∥Σii
s

∥∥
2p

for any p ∈ [1,∞), n ∈ N and F ∈ D2,∞.

Proof. Since D2F is symmetric, (A.7) yields

〈D2F, un
ij〉H⊗2 =

√
n

n∑
h=1

〈D2F, ςi·s ⊗ ςj·t 1Ih×Ih〉H⊗2

=
√
n

n∑
h=1

∫
Ih×Ih

Ds,tF · ςi·s ⊗ ςj·t dsdt.

Therefore, by Proposition B.1, the Schwarz inequality and Lemma B.4 we have

∥∥〈D2F, un
ij〉H⊗2

∥∥
p
≤

√
n

n∑
h=1

∫
Ih×Ih

∥∥∥Ds,tF · ςi·s ⊗ ςj·t

∥∥∥
p
dsdt

≤
√
n

n∑
h=1

∫
Ih×Ih

‖Ds,tF‖2p,�2
∥∥ςi·s ∥∥4p,�2 ∥∥∥ςj·t ∥∥∥4p,�2 dsdt

=
1√
n

sup
0≤s,t≤1

‖Ds,tF‖2p,�2 max
1≤i≤d

sup
0≤s≤1

∥∥Σii
s

∥∥
2p

.

This completes the proof.

Lemma B.15. Under the assumptions of Theorem 4.1, there is a universal
constant C > 0 such that

max
1≤i,j,k≤d

‖DsM
ij
n · ςk·s ‖p ≤ C

(
p max
1≤i≤d

sup
0≤s,t≤1

∥∥Dsσ
i·
t

∥∥
3p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖ 3

2p

+
√
p max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥3/2
3
2p

)
for any p ∈ [2,∞), n ∈ N and s ∈ (0, 1].

Proof. By Lemma B.10 the desired result follows once we verify the following
statements for all p ∈ [2,∞):

‖δ2(Dsu
ij
n ) · ςk·s ‖p � p max

1≤i≤d
sup

0≤s,t≤1

∥∥Dsσ
i·
t

∥∥
3p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖ 3

2p
, , (B.18)∥∥δ(uij

n (s, ·)) · ςk·s
∥∥
p
� √

p max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥3/2
3
2p

. (B.19)

Let h be the unique integer such that s ∈ Ih. First we verify (B.18). Since
f ij
n (u, v) is Fth′−1

-measurable when u, v ∈ Ih′ , by Corollary 1.2.1 of [55] we have

δ2(D(a)
s uij

n ) =
√
n

n∑
h′=1

δ2(D(a)
s f ij

n 1Ih′×Ih′ ) =
√
n
∑

h′:h′>h

δ2(D(a)
s f ij

n 1Ih′×Ih′ )
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for any a = 1, . . . , r. Hence Lemmas B.1 and B.5 as well as Exercise 2.30 in
Chapter 3 of [39] yield

δ2(Dsu
ij
n ) · ςk·s =

√
n
∑

h′:h′>h

δ2

(
r∑

a=1

ςkas D(a)
s f ij

n 1Ih′×Ih′

)
.

Since (B.8) implies that

r∑
a=1

ςkas D(a)
s f ij

n

=
1

2

{(
r∑

a=1

ςkas D(a)
s ςi·

)
⊗ ςj· + ςi· ⊗

(
r∑

a=1

ςkas D(a)
s ςj·

)

+

(
r∑

a=1

ςkas D(a)
s ςj·

)
⊗ ςi· + ςj· ⊗

(
r∑

a=1

ςkas D(a)
s ςi·

)}
,

Lemmas B.1–B.2 and B.4–B.5 imply that

‖δ2(Dsu
ij
n ) · ςk·s ‖p

� p max
1≤i,k≤d

sup
0≤t≤1

∥∥∥∥∥
r∑

a=1

ςkas D(a)
s ςi·t

∥∥∥∥∥
3
2p,�2

max
1≤j≤d

sup
0≤t≤1

‖ςj·t ‖3p,�2

≤ p max
1≤i,k≤d

sup
0≤t≤1

‖Σkk
s ‖1/23

2p

∥∥Dsσ
i·
t

∥∥
3p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖1/23

2p,�2

≤ p max
1≤i≤d

sup
0≤s,t≤1

∥∥Dsσ
i·
t

∥∥
3p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖ 3

2p
.

Next we verify (B.19). Proposition 1.3.11 of [55] yields

δ(uij
n (s, ·)) =

√
n

2

n∑
h′=1

1Ih′ (s)

∫
Ih′

(
ςi·s ⊗ ςj·t + ςj·s ⊗ ςi·t

)
dBt

=

√
n

2

∫
Ih

(
ςi·s ⊗ ςj·t + ςj·s ⊗ ςi·t

)
dBt,

so we obtain

δ(uij
n (s, ·)) · ςk·s =

√
n

2

∫
Ih

{(
ςk·s · ςi·s

)
ςj·t +

(
ςk·s · ςj·s

)
ςi·t

}
dBt.

Therefore, Propositions B.1–B.2, the Schwarz inequality and Lemma B.4 yield

∥∥δ(uij
n (s, ·)) · ςk·s

∥∥
p
� √

np

∥∥∥∥∥
√∫

Ih

∥∥∥(ςk·s · ςi·s ) ςj·t +
(
ςk·s · ςj·s

)
ςi·t

∥∥∥2
�2
dt

∥∥∥∥∥
p

≤
√
np

∫
Ih

∥∥∥(ςk·s · ςi·s ) ςj·t +
(
ςk·s · ςj·s

)
ςi·t

∥∥∥2
p,�2

dt
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≤ 2 max
1≤i,j,k≤d

√
np

∫
Ih

‖ςk·s · ςi·s ‖
2
3
2p

∥∥∥ςj·t ∥∥∥2
3p,�2

dt

≤ 2
√
p max
1≤i≤d

sup
0≤t≤1

∥∥ςi·t ∥∥33p,�2 ≤ 2
√
p max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥3/2
3
2p

.

This completes the proof.

Lemma B.16. Under the assumptions of Theorem 4.1, there is a universal
constant C > 0 such that∥∥∥〈DM ij

n ⊗DM i′j′

n , ukl
n 〉H⊗

∥∥∥
p

≤ C√
n

(
p max
1≤i≤d

sup
0≤s,t≤1

∥∥Dsσ
i·
t

∥∥
6p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖3p

+
√
p max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥3/2
3p

)2

,∥∥〈DM ij
n ⊗DF, ukl

n 〉H⊗
∥∥
p

≤ C√
n

(
p max
1≤i≤d

sup
0≤s,t≤1

∥∥Dsσ
i·
t

∥∥
6p,�2

max
1≤j≤d

sup
0≤t≤1

‖Σjj
t ‖3/23p

+
√
p max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥2
3p

)
sup

0≤s≤1
‖DsF‖3p,�2 ,∥∥〈DF ⊗DG, ukl

n 〉H⊗
∥∥
p

≤ C√
n

max
1≤i≤d

sup
0≤t≤1

∥∥Σii
t

∥∥
3p

sup
0≤s≤1

‖DsF‖3p,�2 sup
0≤s≤1

‖DsG‖3p,�2

for all n ∈ N, i, j, i′, j′, k, l = 1, . . . , d, F,G ∈ D1,∞ and p ∈ [2,∞).

Proof. For any H-valued random variables ξ, η, we have

〈ξ ⊗ η, uij
n 〉H⊗2

=

√
n

2

n∑
h=1

{(∫
Ih

ξs · ςi·s ds
)(∫

Ih

ηs · ςj·s ds

)
+

(∫
Ih

ξs · ςj·s ds

)(∫
Ih

ηs · ςi·s ds
)}

.

Hence, Proposition B.1 yields

∥∥〈ξ ⊗ η, uij
n 〉H⊗2

∥∥
p
≤

√
n max

1≤i,j≤d

n∑
h=1

(∫
Ih

∥∥ξs · ςi·s ∥∥2p ds)(∫
Ih

∥∥ηs · ςj·s ∥∥2p ds) .

Now the desired result follows from the Schwarz inequality and Lemmas B.4
and B.15.

Proof of Theorem 4.1. SetSn := C
1/2
n ζn. By the hypercontractivity of Gaus-

sian variables, we have

E
[
|Sk

n|p | F
]
≤
(√

(p− 1)Ckk
n

)p
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for any k = 1, . . . , d2 and p ∈ [2,∞). Hence we obtain

max
1≤k≤d2

∥∥Sk
n

∥∥
p
≤
√
p− 1

∥∥Ckk
n

∥∥1/2
p/2

≤ 2
√

p− 1 max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖p (B.20)

for any p ∈ [2,∞) by the Hölder inequality and Proposition B.1.
We turn to the main body. First we prove claim (a). Note that we have

‖‖ξ‖�∞‖p ≤ k1/p max1≤i≤k ‖ξi‖p for any p ≥ 1, k ∈ N and k-dimensional ran-
dom vector ξ. Then, thanks to Lemmas 3.1, B.6 and B.7, it suffices to prove

lim
n→∞

sup
y∈Rm

|P (Ξn (Mn +Wn) ≤ y)− P (Ξn(Sn +Wn) ≤ y)| = 0.

To prove this equation, we apply Theorem 3.1. For this purpose we need to
verify conditions (3.7)–(3.17). (3.7) follows from (4.1). (3.8) follows from Lemma
B.13. (3.9) follows from Lemmas B.12 and B.14. (3.10) follows from Lemma
B.14. (3.11) follows from Lemmas B.8, B.14 and (B.20). (3.12)–(3.13) follow
from Lemmas B.12 and B.16. (3.14) follows from Lemmas B.8, B.16 and (B.20).
(3.15) follows from Lemmas B.12 and B.16. (3.16)–(3.17) follow from Lemmas
B.8, B.12, B.16 and (B.20). So we complete the proof of claim (a).

Next, if a k-dimensional random vector ξ satisfy max1≤i≤k ‖ξi‖p ≤ Apr/2

for any p ∈ N with some constants A > 0 and r ∈ N, then Lemma A.7 and
Proposition A.1 of [45] imply that ‖‖ξ‖�∞‖p ≤ A logr/2(2k − 1 + epr/2−1) for
any p > 0 with pr ≥ 2. Using this fact, we can prove claim (b) in the same way
as the proof of claim (a).

B.2. Proof of Theorem 4.2

For every ν ∈ N, define the process Y (ν) = (Y (ν)t)t∈[0,1] by

Y (ν)t = Y0 +

∫ t

0

μ(ν)sds+

∫ t

0

σ(ν)sdBs, t ∈ [0, 1].

By the local property of Itô integrals (cf. pages 17–18 of [55]) we have Yt = Y (ν)t
on Ωn(ν) for all t ∈ [0, 1]. Therefore, setting

Sn(ν) := vec
[√

n
(

̂[Y (ν), Y (ν)]
n

1 − [Y (ν), Y (ν)]1

)]
,

we obtain

ρn(ν) :=

sup
y∈Rm

∣∣∣P (Ξn(ν) (Sn(ν)+Wn(ν))≤y)−P (Ξn(ν)(Cn(ν)
1/2ζn+Wn(ν))≤y)

∣∣∣→0

as n → ∞ by Theorem 4.1. Now, for every y ∈ Rm, we have

P (Ξn (Sn+Wn) ≤ y) ≤ P (Ξn(ν) (Sn(ν)+Wn(ν)) ≤ y)+P (Ωn(ν)
c)
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≤ P (Ξn(ν)(Cn(ν)
1/2ζn+Wn(ν)) ≤ y)+ρn(ν)+P (Ωn(ν)

c)

≤ P (Ξn(C
1/2
n ζn+Wn) ≤ y)+ρn(ν)+2P (Ωn(ν)

c).

By an analogous argument we also have

P (Ξn (Sn +Wn) ≤ y) ≥ P (Ξn(C
1/2
n ζn +Wn) ≤ y)− ρn(ν)− 2P (Ωn(ν)

c).

Consequently, we obtain

lim sup
n→∞

sup
y∈Rm

∣∣∣P (Ξn (Sn +Wn) ≤ y)− P (Ξn(C
1/2
n ζn +Wn) ≤ y)

∣∣∣
≤ 2 lim sup

n→∞
P (Ωn(ν)

c).

Letting ν → ∞, we complete the proof.

B.3. Proof of Proposition 4.1

We introduce some notation. Given a process ξ = (ξt)t∈[0,1] and an interval
I = (S, T ] ⊂ [0, 1], we set

ξ(I) := ξT − ξS , ξ(I)t := ξt∧T − ξt∧S (t ∈ [0, 1]).

Also, we define
L(h)ij := Mi(Ih)M

j(Ih)− [Mi,Mj ](Ih)

and
L(h)ijt := Mi(Ih)tM

j(Ih)t − [Mi,Mj ](Ih)t (t ∈ [0, 1])

for i, j = 1, . . . , d and h = 1, . . . , n.
Next we remark that a localization procedure allows us to reduce the situation

of the proposition to the case that μ = μ(ν) and σ = σ(ν) for all n, ν ∈ N:

Lemma B.17. Suppose that the statement of Proposition 4.1 holds true when
we additionally assume μ = μ(ν) and σ = σ(ν) for all n, ν ∈ N. Then the
original statement of Proposition 4.1 holds true as well.

The proof of Lemma B.17 is analogous to the one of Theorem 4.2, so we omit
it.

Lemma B.18. There is a universal constant C > 0 such that

max
1≤i,j,k,l≤d

sup
1≤h≤n

n2
∥∥Ai(Ih)X

j(Ih)Y
k(Ih)Z

l(Ih)
∥∥
p

≤ C√
n

max
1≤i,j≤d

sup
0≤,ts≤1

∥∥μii
s

∥∥
4p

(∥∥∥μj
t

∥∥∥3
4p

+ p3/2
∥∥∥Σjj

t

∥∥∥3/2
2p

)
for any X,Y,Z ∈ {A,M}, p ∈ [2,∞) and n ∈ N.

Proof. This is an immediate consequence of the Hölder inequality and Propo-
sitions B.1–B.2.
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Lemma B.19. There is a universal constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n∑

h=1

∫ th

th−1

Mj(Ih)sM
k(Ih)sM

l(Ih)sdM
i
s

∥∥∥∥∥
p

≤C
p2√
n

max
1≤i≤d

sup
0≤s≤1

∥∥Σii
s

∥∥2
2p

for all p ∈ [2,∞) and n ∈ N.

Proof. Propositions B.1–B.2 yield∥∥∥∥∥n
n∑

h=1

∫ th

th−1

Mj(Ih)sM
k(Ih)sM

l(Ih)sdM
i
s

∥∥∥∥∥
p

� n
√
p

∥∥∥∥∥∥
√√√√ n∑

h=1

∫ th

th−1

Mj(Ih)2sMk(Ih)2sMl(Ih)2sd[Mi,Mi]s

∥∥∥∥∥∥
p

≤ n

√√√√p
n∑

h=1

∫ th

th−1

‖Mj(Ih)s‖24p ‖Mk(Ih)s‖24p ‖Ml(Ih)s‖24p ‖Σii
s ‖2p ds

� np2

√√√√ n∑
h=1

∫ th

th−1

∥∥∥∥∥
√∫ s

th−1

Σjj
u du

∥∥∥∥∥
2

4p

∥∥∥∥∥
√∫ s

th−1

Σkk
u du

∥∥∥∥∥
2

4p

∥∥∥∥∥
√∫ s

th−1

Σll
udu

∥∥∥∥∥
2

4p

‖Σii
s ‖2p ds

≤ p2√
n

max
1≤i≤d

sup
0≤s≤1

∥∥∥Σii
s

∥∥∥2
2p

.

This completes the proof.

Lemma B.20. Suppose that the assumptions of of Proposition 4.1 hold true
under the additional assumption that μ = μ(ν) and σ = σ(ν) for all n, ν ∈ N.
Then there is a universal constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n−ν∑
h=1

L(h)ij [Mk,Ml](Ih+ν)

∥∥∥∥∥
p

≤ C√
n

(
p max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖22p

+ p3/2 max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖

3/2
2p max

1≤k≤d
sup

0≤u≤v≤1
‖Duσ

k·
v ‖4p,�2

)
for all p ∈ [2,∞), n ∈ N and ν ∈ {0, 1}.
Proof. We decompose the target quantity as

n

n−ν∑
h=1

L(h)ij [Mk,Ml](Ih+ν)

=n

n−ν∑
h=1

L(h)ij
∫
Ih+ν

E
[
Σkl

t |Fth−1

]
dt+n

n−ν∑
h=1

L(h)ij
∫
Ih+ν

(
Σkl

t −E
[
Σkl

t |Fth−1

])
dt

=:In+IIn.
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First we consider In. Set

φh :=

∫
Ih+ν

E
[
Σkl

t |Fth−1

]
dt, h = 1, . . . , n− ν.

Then we can rewrite In as

In=n

n−ν∑
h=1

{∫
Ih

(∫ t

th−1

σi·
s · dBs

)
φhσ

j· · dBt +

∫
Ih

(∫ t

th−1

φhσ
j·
s · dBs

)
σi· · dBt

}
.

Therefore, Lemmas B.4–B.2 and the Hölder inequality imply that

‖In‖p � p
√
n sup

0≤s≤1
‖σi·

s ‖4p,�2 sup
0≤s<1−ν/n

‖φ�ns�σ
j·
s ‖ 4

3p,�2

≤ p
√
n sup

0≤s≤1
‖Σii

s ‖
1/2
2p sup

0≤s<1−ν/n

‖φ�ns�‖2p‖Σjj
s ‖1/22p .

Now, Proposition B.1 and the Lyapunov and Schwarz inequalities yield

sup
0≤s<1−ν/n

‖φ�ns�‖2p ≤ 1

n
sup

0≤t≤1
‖Σkl

t ‖2p ≤ 1

n
max
1≤k≤d

sup
0≤t≤1

‖Σkk
t ‖2p.

Consequently, we obtain

‖In‖p � p√
n

max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖22p.

Next we consider IIn. By Proposition B.1 we have

‖IIn‖p ≤ n

n−ν∑
h=1

‖L(h)ij‖2p
∫
Ih+ν

∥∥Σkl
t − E

[
Σkl

t |Fth−1

]∥∥
2p

dt.

Itô’s formula, Lemmas B.2 and B.4 yield

‖L(h)ij‖2p � p

n
max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖2p.

Meanwhile, Lemmas B.3 and B.11 yield∥∥Σkl
t − E

[
Σkl

t |Fth−1

]∥∥
2p

�
√

p

n
sup

0≤u≤v≤1
‖DuΣ

kl
v ‖2p,�2

�
√

p

n
max

1≤k,l≤d
sup

0≤u≤v≤1
‖Σll

v ‖
1/2
2p ‖Duσ

k·
v ‖4p,�2 .

Consequently, we obtain

‖IIn‖p �
√

p3

n
max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖

3/2
2p max

1≤k≤d
sup

0≤u≤v≤1
‖Duσ

k·
v ‖4p,�2 .

We thus complete the proof.
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Lemma B.21. Under the assumptions of of Lemma B.20, there is a universal
constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n∑

h=1

∫ th

th−1

L(h)klt d[Mi,Mj ]t

∥∥∥∥∥
p

≤ C√
n

(
p max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖22p

+ p3/2 max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖

3/2
2p max

1≤k≤d
sup

0≤u≤v≤1
‖Duσ

k·
v ‖4p,�2

)
for all p ∈ [2,∞) and n ∈ N.

Proof. By Itô’s formula we can rewrite the target quantity as

n

n∑
h=1

∫ th

th−1

L(h)klt d[Mi,Mj ]t

= n

n∑
h=1

L(h)kl[Mi,Mj ](Ih) + n

n∑
h=1

∫ th

th−1

[Mi,Mj ](Ih)tdL(h)
kl
t .

Since we have

n

n∑
h=1

∫ th

th−1

[Mi,Mj ](Ih)tdL(h)
kl
t

= n

n∑
h=1

{∫ th

th−1

(∫ t

th−1

σk·
s · dBs

)
[Mi,Mj ](Ih)tσ

l·
t · dBt

+

∫ th

th−1

(∫ t

th−1

σl·
s · dBs

)
[Mi,Mj ](Ih)tσ

k·
t · dBt

}
by Itô’s formula, Lemmas B.2 and B.4 yield∥∥∥∥∥n

n∑
h=1

∫ th

th−1

[Mi,Mj ](Ih)sdL(h)
kl
s

∥∥∥∥∥
p

�
√
np max

1≤k,l≤d
sup

0≤s≤1
‖σk·

s ‖4p,�2 sup
0≤s≤1

‖[Mi,Mj ](Ih)sσ
l·
s ‖ 4

3p,�2

≤
√
np max

1≤k,l≤d
sup

0≤s≤1
‖Σkk

s ‖1/22p sup
0≤s≤1

‖[Mi,Mj ](Ih)s‖2p‖Σll
s ‖

1/2
2p .

Since Proposition B.1 and the Schwarz inequality imply that

‖[Mi,Mj ](Ih)s‖2p ≤ 1

n
sup

0≤s≤1
‖Σij

s ‖2p ≤ 1

n
max
1≤i≤d

sup
0≤s≤1

‖Σii
s ‖2p,

we obtain∥∥∥∥∥n
n∑

h=1

∫ th

th−1

[Mi,Mj ](Ih)sdL(h)
kl
s

∥∥∥∥∥
p

� p√
n

max
1≤i≤d

sup
0≤s≤1

‖Σii
s ‖22p.
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Combining this estimate with Lemma B.20, we obtain the desired result.

Lemma B.22. Under the assumptions of of Lemma B.20, there is a universal
constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n∑

h=1

Mi(Ih)M
j(Ih)M

k(Ih)M
l(Ih)

− n

n∑
h=1

{[Mi,Mj ](Ih)[M
k,Ml](Ih) + [Mi,Mk](Ih)[M

j ,Ml](Ih)

+ [Mj ,Mk](Ih)[M
i,Ml](Ih)}

∥∥
p

≤ C√
n

(
p2 max

1≤i≤d
sup

0≤t≤1
‖Σii

t ‖22p

+p3/2 max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖

3/2
2p max

1≤k≤d
sup

0≤u≤v≤1
‖Duσ

k·
v ‖4p,�2

)
for all p ∈ [2,∞) and n ∈ N.

Proof. Using Itô’s formula repeatedly, we have

Mi(Ih)M
j(Ih)M

k(Ih)M
l(Ih)

=

∫ th

th−1

Mj(Ih)sM
k(Ih)sM

l(Ih)sdM
i
s +

∫ th

th−1

Mi(Ih)sM
k(Ih)sM

l(Ih)sdM
j
s

+

∫ th

th−1

Mi(Ih)sM
j(Ih)sM

l(Ih)sdM
k
s +

∫ th

th−1

Mi(Ih)sM
j(Ih)sM

k(Ih)sdM
l
s

+

∫ th

th−1

L(h)kls d[Mi,Mj ]s +

∫ th

th−1

L(h)jls d[M
i,Mk]s +

∫ th

th−1

L(h)jks d[Mi,Ml]s

+

∫ th

th−1

L(h)ils d[M
j ,Mk]s +

∫ th

th−1

L(h)iks d[Mj ,Ml]s +

∫ th

th−1

L(h)ijs d[M
k,Ml]s

+ [Mi,Mj ](Ih)[M
k,Ml](Ih) + [Mi,Mk](Ih)[M

j ,Ml](Ih)

+ [Mj ,Mk](Ih)[M
i,Ml](Ih)

for every h. Therefore, the desired result follows from Lemmas B.19 and B.21.

Lemma B.23. Under the assumptions of of Lemma B.20, there is a universal
constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n−1∑
h=1

Mi(Ih)M
j(Ih)

∫ th+1

th

Ml(Ih+1)sdM
k
s

∥∥∥∥∥
p

≤C
p2√
n

max
1≤i≤d

sup
0≤s≤1

‖Σii
s ‖22p

for all p ∈ [2,∞) and n ∈ N.
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Proof. Proposition B.1–B.2 yield∥∥∥∥∥n
n−1∑
h=1

Mi(Ih)M
j(Ih)

∫ th+1

th

Ml(Ih+1)sdM
k
s

∥∥∥∥∥
p

� n
√
p

∥∥∥∥∥∥
√√√√n−1∑

h=1

Mi(Ih)2Mj(Ih)2
∫ th+1

th

Ml(Ih+1)2sd[M
k,Mk]s

∥∥∥∥∥∥
p

≤ n

√√√√p

n−1∑
h=1

‖Mi(Ih)‖24p ‖Mj(Ih)‖24p
∫ th+1

th

‖Ml(Ih+1)s‖24p ‖Σkk
s ‖2p ds

� np2

√√√√√n−1∑
h=1

∥∥∥∥∥
√∫

Ih

Σii
s ds

∥∥∥∥∥
2

4p

∥∥∥∥∥
√∫

Ih

Σjj
s ds

∥∥∥∥∥
2

4p

∫ th+1

th

∥∥∥∥∥
√∫ s

th

Σll
s ds

∥∥∥∥∥
2

4p

‖Σkk
s ‖2p ds

≤ p2√
n

max
1≤i≤d

sup
0≤s≤1

‖Σii
s ‖22p.

This completes the proof.

Lemma B.24. Under the assumptions of of Lemma B.20, there is a universal
constant C > 0 such that

max
1≤i,j,k,l≤d

∥∥∥∥∥n
n−1∑
h=1

Mi(Ih)M
j(Ih)M

k(Ih+1)M
l(Ih+1)− n

n−1∑
h=1

[Mi,Mj ](Ih)[M
k,Ml](Ih+1)

∥∥∥∥∥
p

≤ C√
n

(
p2 max

1≤i≤d
sup

0≤t≤1
‖Σii

t ‖22p + p3/2 max
1≤i≤d

sup
0≤t≤1

‖Σii
t ‖3/22p max

1≤k≤d
sup

0≤u≤v≤1
‖Duσ

k·
v ‖4p,�2

)
for all p ∈ [2,∞) and n ∈ N.

Proof. By Itô’s formula we have

Mi(Ih)M
j(Ih)M

k(Ih+1)M
l(Ih+1)

= Mi(Ih)M
j(Ih)

∫ th+1

th

Ml(Ih+1)sdM
k
s +Mi(Ih)M

j(Ih)

∫ th+1

th

Mk(Ih+1)sdM
l
s

+ L(h)ij [Mk,Ml](Ih+1) + [Mi,Mj ](Ih)[M
k,Ml](Ih+1)

for every h. Therefore, the desired result follows from Lemmas B.20 and B.23.

Proof of Proposition 4.1. Thanks to Lemma B.17, throughout the proof we
may assume μ = μ(ν) and σ = σ(ν) for all n, ν ∈ N.

(a) According to Lemmas B.18, B.22 and B.24, it suffices to show that

E

[
max

1≤i,j,k,l≤d

∣∣n[Mi,Mj ](In)[M
k,Ml](In)

∣∣] = O(n−�), (B.21)
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E

[
max

1≤i,j,k,l≤d

∣∣∣∣∣n
n−1∑
h=1

[Mi,Mj ](Ih)
{
[Mk,Ml](Ih+1)− [Mk,Ml](Ih)

}∣∣∣∣∣
]
= O(n−�).

(B.22)

(B.21) is evident from assumptions. In the meantime, the Schwarz inequality
and Proposition B.1 yield

E

[
max

1≤i,j,k,l≤d

∣∣∣∣∣n
n−1∑
h=1

[Mi,Mj ](Ih)
{
[Mk,Ml](Ih+1)− [Mk,Ml](Ih)

}∣∣∣∣∣
]

≤ n

n−1∑
h=1

E

[
max

1≤i,j≤d

∣∣[Mi,Mj ](Ih)
∣∣ max
1≤k,l≤d

∣∣[Mk,Ml](Ih+1)− [Mk,Ml](Ih)
∣∣]

≤ sup
0≤t≤1

∥∥∥∥ max
1≤i,j≤d

∣∣∣Σij
t

∣∣∣∥∥∥∥
2

sup
0<t≤1− 1

n

∥∥∥∥ max
1≤k,l≤d

∣∣∣Σkl
t+ 1

n
− Σkl

t

∣∣∣∥∥∥∥
2

, (B.23)

so (B.22) also follows from assumptions. This completes the proof.
(b) By assumptions we have E[max1≤i,j,k,l≤d

∣∣n[Mi,Mj ](In)[M
k,Ml](In)

∣∣] =
O(n−1). Moreover, from (B.23) and assumptions, we also have

E

[
max

1≤i,j,k,l≤d

∣∣∣∣∣n
n−1∑
h=1

[Mi,Mj ](Ih)
{
[Mk,Ml](Ih+1)− [Mk,Ml](Ih)

}∣∣∣∣∣
]
= O(n−γ).

Therefore, the desired result follows from Lemmas B.18, B.22 and B.24 as well
as Lemma A.7 and Proposition A.1 of [45].

B.4. Proof of Proposition 4.2

An analogous argument to the proof of Theorem 4.2 allows us to assume μ =
μ(ν) and Σ = Σ(ν) for all n, ν ∈ N.

Define the d2 × d2 random matrix X̂n by

X̂
(i−1)d+j,(k−1)d+l

n =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

̂[Y j , Y d]
n

1/
√
V̂

ij
n if k = i, l = d,

[Y i, Y d]1/
√
V̂

ij
n if k = j, l = d,

− ̂[Y d, Y d]
n

1/
√

V̂
ij
n if k = l = d

− [Y i, Y j ]1/
√
V̂

ij
n if k = i, l = j

0 otherwise.

for i, j = 1, . . . , d and k, l = 1, . . . , d. We also define the d2 × d2 matrix Υn by

Υ(i−1)d+j,(k−1)d+l
n =

⎧⎨⎩ 1 if k ∈ {i, j}, l = d,
−1 if k = i, l = j or k = l = d,
0 otherwise

for i, j = 1, . . . , d and k, l = 1, . . . , d. Then we set

Ξn =

(
Xn

−Xn

)
, Ξ̂n =

(
X̂n

−X̂n

)
, Υn =

(
Υn

−Υn

)
.
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Since we have

Ξ̂nSn =

(
vec(Tn)
− vec(Tn)

)
, Ξ̂nS

∗
n =

(
vec(T ∗

n)
− vec(T ∗

n)

)
as well as all the diagonal entries of ΞnCnΞ

�
n are equal to 1 by the definition of

Xn, Lemma 3.1 and Proposition 3.1 imply that it suffices to prove the following
equations:

sup
y∈(∞,∞]2d2

|P (ΞnSn ≤ y)− P (ΞnC
1/2
n ζn ≤ y)| → 0, (B.24)√

log d‖Ξ̂nSn − ΞnSn‖�∞ →p 0, (B.25)

(log d)2‖Ξ̂nĈnΞ̂
�
n − ΞnCnΞ

�
n ‖�∞ →p 0 (B.26)

as n → ∞.
We begin by proving (B.24). Since Xn = Xn ◦ Υn and |||Υn|||∞ = 4, an

application of Theorem 4.1 implies that the desired result follows once we show
that Xn ∈ D2,∞(Rd2 ⊗ Rd2

) and

sup
n∈N

max
1≤i≤d2,1≤j≤d2

(
‖Xij

n ‖p + sup
0≤t≤1

‖DtX
ij
n ‖p,�2 + sup

0≤s,t≤1
‖Ds,tX

ij
n ‖p,�2

)
< ∞

for all p ∈ [2,∞). By Remark 15.87 of [37], we have [Y i, Y j ]1 ∈ D2,∞ and

Dq[Y i, Y j ]1 =
∫ 1

0
DqΣij

t dt for any i, j = 1, . . . , d and q = 1, 2. Therefore, by

Corollary 15.80 of [37], the desired result follows once we show that 1/
√
V

ij
n ∈

D2,∞ for any i, j = 1, . . . , d and

sup
n∈N

max
1≤i,j≤d

⎛⎝∥∥∥∥∥ 1√
V

ij
n

∥∥∥∥∥
p

+ sup
0≤t≤1

∥∥∥∥∥Dt

(
1√
V

ij
n

)∥∥∥∥∥
p,�2

+ sup
0≤s,t≤1

∥∥∥∥∥Ds,t

(
1√
V

ij
n

)∥∥∥∥∥
p,�2

⎞⎠ < ∞ (B.27)

for all p ∈ [2,∞). Note that we have

‖Dt[Y
i, Y j ]1‖p,�2 ≤ sup

0≤u≤1
‖DtΣ

ij
u ‖p,�2 ,

∥∥Ds,t[Y
i, Y j ]1

∥∥
p,�2

≤ sup
0≤u≤1

∥∥Ds,tΣ
ij
u

∥∥
p,�2

for all i, j = 1, . . . , d, p ∈ [2,∞) and s, t ∈ [0, 1] by Proposition B.1. Therefore,
Lemmas B.11–B.12 and Corollary 15.80 of [37] imply that Vij

n ∈ D2,∞ for any
i, j = 1, . . . , d and

sup
n∈N

max
1≤i,j≤d

(∥∥Vij
n

∥∥
p
+ sup

0≤t≤1

∥∥DtV
ij
n

∥∥
p,�2

+ sup
0≤s,t≤1

∥∥Ds,tV
ij
n

∥∥
p,�2

)
< ∞
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for all p ∈ [2,∞). Now, since we can write 1/
√
V

ij
n = (Vij

n )
5/2(Vij

n )
−3, Theorem

15.78 and Lemma 15.152 of [37] as well as (4.11) imply that 1/
√
V

ij
n ∈ D2,∞ for

any i, j = 1, . . . , d and (B.27) holds true for all p ∈ [2,∞). Hence we complete
the proof of (B.24).

Next we prove (B.25)–(B.26). First, note that we have ‖Sn‖�∞ = Op(n
η) as

n → ∞ for any η > 0 by Corollary 4.1 and (B.20). Since ‖[Y, Y ]1‖�∞ = Op(n
η)

as n → ∞ for any η > 0 by assumptions, this especially yields ‖[̂Y, Y ]
n

1‖�∞ =
Op(n

η) as n → ∞ for any η > 0. Next we verify

max
1≤i,j≤d

|V̂ij
n −Vij

n | = Op(n
−�)

as n → ∞ for any � ∈ (0, γ). In fact, by definition we have

max
1≤i,j≤d

|V̂ij
n −Vij

n |

�
(∥∥∥[̂Y, Y ]

n

1

∥∥∥
�∞

+ ‖[Y, Y ]1‖�∞
)(∥∥∥Ĉn

∥∥∥
�∞

+ ‖Cn‖�∞
)

×
(∥∥∥[̂Y, Y ]

n

1 − [Y, Y ]1

∥∥∥
�∞

+
∥∥∥Ĉn − Cn

∥∥∥
�∞

)
.

Since ‖Cn‖�∞ = Op(n
η) for any η > 0 by assumptions, the desired result follows

from Proposition 4.1 and the results noted above. In particular, it holds that

max1≤i,j≤d |1/
√
V̂

ij
n | = Op(n

η) for any η > 0 because max1≤i,j≤d |1/
√
V

ij
n | =

Op(n
η) for any η > 0 by assumptions. Moreover, we have

‖X̂n −Xn‖�∞

≤ max
1≤i,j≤d

∣∣∣∣∣ 1√
V̂

ij
n

∣∣∣∣∣ ∥∥∥[̂Y, Y ]
n

1 − [Y, Y ]1

∥∥∥
�∞

+ max
1≤i,j≤d

∣∣∣∣∣ 1√
V̂

ij
n

− 1√
V

ij
n

∣∣∣∣∣ ‖[Y, Y ]1‖�∞ ,

and thus it holds that ‖X̂n −Xn‖�∞ = Op(n
−�) as n → ∞ for any � ∈ (0, γ).

Noting that we have ‖Xn‖�∞ = Op(n
η) for any η > 0 by assumptions, this

particularly implies that ‖X̂n‖�∞ = Op(n
η) for any η > 0.

Now since we have

‖Ξ̂nSn − ΞnSn‖�∞ ≤ 4‖X̂n −Xn‖�∞‖Sn‖�∞

and

‖Ξ̂nĈnΞ̂
�
n − ΞnCnΞ

�
n ‖�∞

≤ 16
{
‖X̂n‖2�∞‖Ĉn − Cn‖�∞ +

(
‖X̂n‖�∞ + ‖Xn‖�∞

)
‖Cn‖�∞‖X̂n −Xn‖�∞

}
,

(B.25)–(B.26) follow from the results remarked above. Thus we complete the
proof.



1518 Y. Koike

B.5. Proof of Corollary 4.2

By construction both the Bonferroni-Holm and Romano-Wolf methods evidently
satisfy condition (i). So it remains to check that they also satisfy (ii). Since it
holds that max�∈Ln(θn) T

�
n = max�∈Ln(θn) maxλ∈Λ�

n
|T̃λ

n |, Proposition 4.2 yields

P

(
max

�∈Ln(θn)
T�
n>cLn(θn)

n (1−α)

)
−P

(
max

�∈Ln(θn)
max
k∈K�

n

∣∣∣ζ̃kn∣∣∣>cLn(θn)
n (1−α)

)
→0

as n → ∞, where K�
n := {(i − 1)d + j : (i, j) ∈ Λ�

n} and ζ̃n := XnC
1/2
n ζn. Now

if we use the Bonferroni-Holm method, we have

P

(
max

�∈Ln(θn)
max
k∈K�

n

∣∣∣ζ̃kn∣∣∣ > cLn(θn)
n (1− α)

)
≤

∑
�∈Ln(θn)

∑
k∈K�

n

P

(∣∣∣ζ̃kn∣∣∣ > qN(0,1)

(
1− α

2#[
⋃

�∈Ln(θn)
K�

n]

))
= α,

so condition (ii) is satisfied. Meanwhile, if we use the Romano-Wolf method,
Propositions 3.2 and 4.2 yield

P

(
max

�∈Ln(θn)
max
k∈K�

n

∣∣∣ζ̃kn∣∣∣ > cLn(θn)
n (1− α)

)
→ α

as n → ∞, so condition (ii) is satisfied. Thus we complete the proof.

Acknowledgements

The author wishes to thank the associate editor and the referee for their careful
reading and valuable comments that substantially improved the original version
of this paper.

References

[1] Aı̈t-Sahalia, Y. & Xiu, D. (2017). Using principal component analysis to
estimate a high dimensional factor model with high-frequency data. J.
Econometrics 201, 384–399. MR3717571
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timation for high-dimensional Itô processes with measurement errors. Ann.
Statist. 41, 1816–1864. MR3127850

[66] Tudor, C. A. & Yoshida, N. (2018). Asymptotic expansion for vector-valued
sequences of random variables with focus on Wiener chaos. Stochastic
Process. Appl. (in press).

[67] Ubukata, M. (2010). Large-scale portfolios using realized covariance matrix:
evidence from the Japanese stock market. Economics Bulletin 30, 2906–
2919.

[68] Wang, Y. & Zou, J. (2010). Vast volatility matrix estimation for high-
frequency financial data. Ann. Statist. 38, 943–978. MR2604708

[69] Yoshida, N. (1997). Malliavin calculus and asymptotic expansion for mar-
tingales. Probab. Theory Related Fields 109, 301–342. MR1481124

[70] Zhang, D. & Wu, W. B. (2017). Gaussian approximation for high dimen-
sional time series. Ann. Statist. 45, 1895–1919. MR3718156

[71] Zhang, X. & Cheng, G. (2018). Gaussian approximation for high di-
mensional vector under physical dependence. Bernoulli 24, 2640–2675.
MR3779697


