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#### Abstract

Gaussian concentration graphical models are one of the most popular models for sparse covariance estimation with high-dimensional data. In recent years, much research has gone into development of methods which facilitate Bayesian inference for these models under the standard $G$ Wishart prior. However, convergence properties of the resulting posteriors are not completely understood, particularly in high-dimensional settings. In this paper, we derive high-dimensional posterior convergence rates for the class of decomposable concentration graphical models. A key initial step which facilitates our analysis is transformation to the Cholesky factor of the inverse covariance matrix. As a by-product of our analysis, we also obtain convergence rates for the corresponding maximum likelihood estimator.
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## 1. Introduction

Covariance estimation is a fundamental problem in multivariate statistical inference, and plays a crucial role in many inferential and data analytic methods. For instance, methods such as principal component analysis (PCA), multivariate analysis of variance (MANOVA), classification via linear/quadratic discriminant analysis (LDA/QDA), canonical correlation analysis (CCA) all require estimation of the covariance matrix (or some appropriate function of its entries). In recent years, advances in science and information technology have led to an
explosion of "high-dimensional" datasets from a variety of scientific fields. In such datasets, the number of variables $p$ is either of the same order of, or much larger than the number of samples $n$. It is well-known that in high-dimensional settings, the sample covariance matrix (traditional estimator for the population covariance matrix), can perform rather poorly (see [7, 8, 16, 17, 18]). To address the challenge posed by high-dimensionality, several promising methods have been proposed in the literature. In particular, methods inducing sparsity in the covariance matrix, or in an appropriate function of the covariance matrix, have proven to be very effective in applications.

Perhaps the most well-known and well-studied class of sparsity based models in this context is the class of concentration graphical models introduced in [10]. These models induce sparsity in the concentration matrix (or the inverse covariance matrix). If the underlying distribution is assumed to be multivariate Gaussian, then zeros in the inverse covariance matrix correspond to conditional independence. Hence, concentration graphical models achieve parameter reduction in a naturally interpretable way. To understand the connection with graphs, consider i.i.d. vectors $\boldsymbol{Y}_{1}, \cdots, \boldsymbol{Y}_{n}$ which are drawn from a $p$-variate normal distribution with mean vector $\mathbf{0}$ and covariance matrix $\Sigma$. A given sparsity pattern on $\Omega=\Sigma^{-1}$ can be encoded in terms of a graph $G$ on the set of $p$ variables as follows. If the variables $i$ and $j$ do not share an edge in $G$, then $\Omega_{i j}=0$. Hence, a concentration graph model corresponding to a graph $G$ restricts the inverse covariance matrix $\Omega$ to a submanifold of the cone of positive definite matrices (referred to as $P_{G}$ ).

There are two major approaches in the literature for analyzing concentration graphical models. The first approach is based on regularized likelihood/pseudolikelihood using $\ell_{1}$ penalization. A variety of methods using this approach have been proposed (see $[3,7,12,13,15,20,24,27,29,35]$ and the references therein). These optimization based methods often undertake estimation and sparsity selection (selection of $G$ ) simultaneously, and have fared well in highdimensional settings. For a majority of these approaches, high-dimensional estimation/selection consistency of the corresponding estimators has been established.

The second approach is based on the Bayesian paradigm. Dawid and Lauritzen [9] introduced a class of prior distributions called Hyper Inverse Wishart distributions for the covariance matrix $\Sigma=\Omega^{-1}$. The induced class of priors for $\Omega$ (supported on $P_{G}$ ) is known as the class of $G$-Wishart distributions (see [31]). This class of prior distributions is quite useful and popular, and has several desirable properties, including the fact that it forms a Diaconis-Ylvisaker conjugate class of priors [11] for the concentration graph model corresponding to the graph $G$. Subsequently, several techniques for posterior inference using the $G$-Wishart distribution have been developed in the literature (see for instance $[1,22,25,31,32,34])$. The subfamily of decomposable graphs has featured prominently in the Bayesian literature on concentration graph models (see for instance $[9,23,28,31])$. In fact, direct sampling and closed form computations of relevant posterior expected values corresponding to the $G$-Wishart distribution are in general available only if the underlying graph is decomposable.

High-dimensional posterior convergence results have been established for some Bayesian covariance estimation models in the literature. Ghosal [14] proves asymptotic normality of the posterior for exponential family models (which include the multivariate normal model) when $p$ grows much slower than $n$. Pati et al. [26] establish high-dimensional posterior convergence rates for covariance estimation using Bayesian factor models. Banerjee and Ghosal [5] derive highdimensional posterior convergence rates for Bayesian concentration graphical models with priors which are obtained by mixing a point mass at zero with an appropriate continuous distribution. However, despite the great interest and activity in Bayesian inference for concentration graphical models with $G$-Wishart priors, a complete investigation into the important issue of high-dimensional posterior consistency in this setting has not been undertaken. To the best of our knowledge, the only results along these lines can be found in the recent work of Banerjee and Ghosal [4]. Under standard regularity assumptions, the authors in [4] provide posterior convergence rates for banded concentration graphical models (with a $G$-Wishart prior) in the popular and useful high-dimensional setting where the "true" concentration matrices generating the data are allowed to be approximately banded.

Banded models form a subclass of decomposable concentration graphical models. Furthermore, quantities such as the posterior mean, normalizing constant etc. are available in closed form for decomposable graphical models with $G$-Wishart priors. These facts led us to investigate whether one can prove consistency results similar to [4] for the class of decomposable concentration graphical models. In this paper we achieve this goal by providing high-dimensional posterior convergence rates for decomposable concentration graphical models with $G$-Wishart priors, where the "true" concentration matrices generating the data are approximately decomposable (Theorem 3.1). A key initial step in our analysis is expressing the concentration matrix $\Omega$ in terms of its Cholesky parameter. The main result is then established using a combination of extensive analytic arguments and distributional results for the Cholesky parameter of decomposable $G$-Wishart matrices. This approach is quite different from the one taken in [4]. Based on a reviewer's comment, we investigated and found that the approach used in [4] can be easily and directly generalized to decomposable graphs, thereby providing another route to prove Theorem 3.1. Nevertheless, our extensive set on intermediate lemmas (Lemmas 3.2, 3.3, 3.5, 3.6, 3.9) regarding posterior convergence properties of the Cholesky parameter are of independent interest, and may serve as useful tools in other related problems.

The rest of the paper is organized as follows. Section 2 contains a brief overview of relevant concepts from graph theory and matrix theory. In Section 3, we provide the required assumptions, and then state and prove the main result (Theorem 3.1) regarding posterior convergence rates for decomposable concentration graphical models. The proof of Theorem 3.1 is preceded by a series of lemmas which pave the way for establishing Theorem 3.1. One of these lemmas (Lemma 3.7) establishes convergence rates for the maximum likelihood estimator. The proofs of all the lemmas are provided in the appendix.

## 2. Preliminaries

In this section, we provide required background material from graph theory and graphical models.

### 2.1. Decomposable graphs and Cholesky decomposition

An undirected graph $G=(V, E)$ consists of a vertex set $V=\{1, \ldots, p\}$ with an edge set $E \subseteq\{(i, j) \in V \times V, i \neq j\}$, with $(i, j) \in E$ if and only if $(j, i) \in E$. Two vertices $v, v^{\prime} \in V$ are called adjacent if there is an edge between $v$ and $v^{\prime}$. An undirected graph $G=(V, E)$ is called a complete graph if all pairs of distinct vertices in $V$ are adjacent, and is called a cycle if there exists a permutation $\left\{v_{1}, v_{2}, \cdots, v_{p}\right\}$ of $V$ such that $\left(v_{i}, v_{j}\right) \in E$ if and only if $|i-j|=1$ or $|i-j|=$ $p-1$. The induced subgraph of $G=(V, E)$ corresponding to $V^{\prime} \subseteq V$ is an undirected graph with vertex set $V^{\prime}$ and edge set given by $E^{\prime}=E \cap\left(V^{\prime} \times V^{\prime}\right)$. A subset $V^{\prime}$ of $V$ is called a clique if the induced subgraph corresponding to $V^{\prime}$ is a complete graph. See [21, 23] for more details.

For an undirected graph $G=(V, E)$, we denote by $M_{G}$ the set of all $|V| \times|V|$ matrices $A=\left(A_{i j}\right)_{1 \leq i, j \leq|V|}$ satisfying $A_{i j}=A_{j i}=0$ for all pairs $(i, j) \notin E, i \neq$ $j$, and by $P_{G}$ the set of all $|V| \times|V|$ symmetric positive definite matrices that are in $M_{G}$. A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is defined as an induced subgraph of $G=(V, E)$ if $V^{\prime} \subseteq V$ and $E^{\prime}=\left(V^{\prime} \times V^{\prime}\right) \cap E$, and is denoted by $G^{\prime} \subseteq G$. We now recall the definition of decomposable graphs.

Definition 2.1. ([21]) A graph $G$ is defined to be decomposable if it does not contain a cycle of length $\geq 4$ as an induced subgraph.
There are several other characterizations of decomposable graphs. Here is a recursive characterization. A graph $G=(V, E)$ is decomposable if and only if it is either complete (no missing edges) or if there exist non-empty disjoint subsets $A, B, C$ of $V$ such that (i) $A \cup B \cup C=V$ (ii) the graph induced by $B$ is complete (iii) any path from $A$ to $C$ passes through $B$, and (iv) the graphs induced by $A \cup B$ and $B \cup C$ are decomposable.

Recall that for every positive definite matrix $A$, there exists a unique lower triangular matrix $L$ (with positive diagonal elements) such that $A=L L^{T}$. This decomposition of $A$ is known as the Cholesky decomposition and we refer to $L$ as the Cholesky factor of $A$. The following characterization of decomposable graphs (see [31, Theorem 1]), in terms of Cholesky decomposition, will be useful for our analysis.
Lemma 2.1. ([31]) An undirected graph $G=(V, E)$ is decomposable if and only if there exists a permutation of vertices $V$ such that after reordering the vertices based on this permutation, every $A \in P_{G}$ factors as $A=L L^{T}$ where $L \in M_{G}$ and $L$ is lower triangular with positive diagonal entries. Such a permutation is called a perfect vertex elimination scheme for $G$.

The above lemma says that for a decomposable graph $G$, if the vertices are ordered according to a perfect vertex elimination scheme and $\Omega=L L^{T}, \Omega \in P_{G}$,
then $L$ has the same zero pattern as $\Omega$ in its lower triangle. Note that a perfect vertex elimination scheme is not unique and several of them can exist for a given graph $G$. A variety of algorithms for obtaining perfect vertex elimination schemes (or perfect elimination orderings, as they are known in the computer science literature) are available in the literature. See [30,33] for instance.

### 2.2. The G-Wishart distribution

Let $\boldsymbol{Y}_{1}, \cdots, \boldsymbol{Y}_{n}$ be independent, identically distributed $M V N_{p}\left(\mathbf{0}, \Sigma=\Omega^{-1}\right)$ random vectors, where $\boldsymbol{Y}_{i}=\left(Y_{i 1}, \ldots, Y_{i p}\right)^{T}, 1 \leq i \leq n$ and $M V N$ stands for the multivariate Gaussian distribution. For an undirected graph $G=(V, E)$ (with $V=\{1, \ldots, p\})$, the Gaussian concentration graphical model corresponding to $G$ assumes that $\Omega \in P_{G}$. Dawid and Lauritzen [9] developed the class of Hyper Inverse Wishart distributions for $\Sigma=\Omega^{-1}$. The class of induced priors for $\Omega$ are known as the $G$-Wishart distributions on $P_{G}$. In particular, the $G$-Wishart distribution with parameter $\delta>0$ and $D$ positive definite, denoted by $W_{G}(\delta, D)$, has density proportional to

$$
\begin{equation*}
(\operatorname{det}(\Omega))^{\delta / 2} \exp [-\operatorname{tr}(D \Omega) / 2], \Omega \in P_{G} \tag{2.1}
\end{equation*}
$$

The class of $G$-Wishart distributions on $P_{G}$ form a conjugate family of priors under the Gaussian concentration graphical model corresponding to $G$. In particular, if the priors on $\Omega \in P_{G}$ is $W_{G}(\delta, D)$, then it can be easily shown that the posterior on $\Omega$ is $W_{G}(\delta+n, D+n S)$, where $S=1 / n \sum_{i=1}^{n} \boldsymbol{Y}_{i} \boldsymbol{Y}_{i}^{T}$ is the sample covariance matrix. If $G$ is decomposable, then quantities such as the mean, mode and normalizing constant for $W_{G}(\delta, D)$ are available in closed form (see for instance [28]), but if $G$ is non-decomposable, one has to resort to MCMC to estimate these quantities (see for instance [1, 2, 25, 32, 34]).

## 3. Main results

In this section, we will provide the main high-dimensional posterior convergence result. We start by introducing some required notation. For $x \in \mathbb{R}^{p},\|x\|_{r}=$ $\left(\sum_{j=1}^{p}\left|x_{j}\right|^{r}\right)^{1 / r}$ and $\|x\|_{\infty}=\max _{j}\left|x_{j}\right|$ denote the standard $l_{r}$ and $l_{\infty}$ vector norms. For a $p \times p$ matrix $A=\left(A_{i j}\right)_{1 \leq i, j \leq p}$ with ordered eigenvalues $\left|e i g_{1}(A)\right| \leq$ $\ldots \leq\left|\operatorname{eig}_{p}(A)\right|$, we denote

$$
\begin{gathered}
\|A\|_{\max }=\max _{1 \leq i, j \leq p}\left|A_{i j}\right| \\
\|A\|_{(r, s)}=\sup \left\{\|A x\|_{s}:\|x\|_{r}=1\right\}
\end{gathered}
$$

where $1 \leq r, s \leq \infty$. In particular, we have

$$
\|A\|_{(1,1)}=\max _{j} \sum_{i}\left|A_{i j}\right|,\|A\|_{(\infty, \infty)}=\max _{i} \sum_{j}\left|A_{i j}\right|,\|A\|_{(2,2)}=\left\{e i g_{p}\left(A^{T} A\right)\right\}^{1 / 2}
$$

Also, for a symmetric matrix $A$, we have $\|A\|_{(1,1)}=\|A\|_{(\infty, \infty)}$ and $\|A\|_{(2,2)}=$ $\left|e_{i}(A)\right|$. Now, given the graph $G=(V, E)$, with $V=\{1, \ldots, p\}$, we denote $A^{>i}=\left(A_{j k}\right)_{i<j, k \leq p,(i, j) \in E,(i, k) \in E}$, the column vectors $A_{\cdot i}^{>}=\left(A_{j i}\right)_{j>i,(i, j) \in E}$ and $A_{\cdot i}^{\geq}=\left(A_{i i},\left(A_{\cdot i}^{>}\right)^{T}\right)^{T}$. Also,

$$
A^{\geq i}=\left[\begin{array}{cc}
A_{i i} & \left(A_{\cdot i}^{>}\right)^{T} \\
A_{\cdot i}^{>} & A^{>i}
\end{array}\right]
$$

In particular, $A_{\odot p}^{\geq}=A^{\geq p}=A_{p p}$.
We now provide the model specification and required assumptions. We consider a setting when the number of variables $p=p_{n}$ increases with the sample size $n$. Suppose that $\boldsymbol{Y}_{1}^{n}, \ldots, \boldsymbol{Y}_{n}^{n}$ are independent and identically distributed random vectors drawn from a $M V N_{p_{n}}\left(\mathbf{0}, \bar{\Omega}_{n}^{-1}\right)$ distribution. Hence, $\left\{\bar{\Omega}_{n}\right\}_{n \geq 1}$ denotes the sequence of true concentration matrices. Let $G_{n}=\left(V_{n}, E_{n}\right)$ (with $V_{n}=\left\{1, \ldots, p_{n}\right\}$ ) be a decomposable graph with vertices ordered according to a perfect vertex elimination scheme. We define the matrix $\tilde{\Omega}_{n}$ by

$$
\left(\tilde{\Omega}_{n}\right)_{i j}= \begin{cases}\left(\bar{\Omega}_{n}\right)_{i j} & \text { if }(i, j) \in E_{n} \\ 0 & \text { otherwise }\end{cases}
$$

and $A_{n}=\bar{\Omega}_{n}-\tilde{\Omega}_{n}$. Hence, $\tilde{\Omega}_{n} \in M_{G_{n}}$. The assumption that the vertices of $G_{n}$ are ordered according to a perfect vertex elimination scheme does not lead to any loss of generality, as $\left\|\Omega-\bar{\Omega}_{n}\right\|_{(\infty, \infty)}$ (see statement of Theorem 3.1) is invariant with respect to any reordering of vertices. Let $d_{n}$ denote the maximum number of non-zero entries in any row (column) of the symmetric matrix $\tilde{\Omega}_{n}$. Also, $\bar{P}$ and $\bar{E}$ respectively denote the probability measure and expected value corresponding to the "true" Gaussian model specified above. With the model specification in place, we now provide the required assumptions.
Assumption 1. The eigenvalues of $\left\{\bar{\Omega}_{n}\right\}_{n \geq 1}$ are uniformly bounded, i.e., there exists $\epsilon_{0}>0$ such that $0<\epsilon_{0} \leq \operatorname{eig}_{1}\left(\bar{\Omega}_{n}\right) \leq \operatorname{eig}\left(\bar{\Omega}_{n}\right) \leq \epsilon_{0}^{-1}<\infty$, for every $n \geq 1$.
Assumption 2. For $n \geq 1$, we use the prior $W_{G_{n}}\left(\delta, D_{n}\right)$ for the concentration matrix $\Omega$. Here $\delta>0$ and $D_{n}$ is a positive definite matrix which satisfies: $\operatorname{eig}_{p}\left(D_{n}\right) \leq a<\infty$, for every $n \geq 1$.

Assumption 3. $d_{n}^{5} \log p_{n} / n \rightarrow 0$ and $p_{n} \rightarrow \infty$.
Assumption 4. $\left\|A_{n}\right\|_{(\infty, \infty)} \leq \gamma\left(d_{n}\right)$, where $d_{n}^{3 / 2} \gamma\left(d_{n}\right) \rightarrow 0$.
Henceforth, for notational and expositional convenience, we will refer to $p_{n}, \bar{\Omega}_{n}$, $\tilde{\Omega}_{n}, G_{n}, d_{n}, D_{n}, A_{n}$ as $p, \bar{\Omega}, \tilde{\Omega}, G, d, D, A$. Note also that $\epsilon_{0}, \delta$ and $a$ above do not depend on $n$.

The following theorem is the main contribution of this paper and provides the convergence rate for the posterior distribution of $\Omega$. As in [4], we provide the convergence rate under the $(\infty, \infty)$ norm, which is a stronger norm than the more standard $(2,2)$ norm.

Theorem 3.1. Under Assumptions 1-4, for a large enough constant $K$ (not depending on $n$ ), the posterior distribution of $\Omega$ satisfies:

$$
\begin{equation*}
\bar{E}\left[\operatorname{Pr}\left\{\|\Omega-\bar{\Omega}\|_{(\infty, \infty)} \geq K \epsilon_{n} \mid \boldsymbol{Y}\right\}\right] \rightarrow 0 \tag{3.1}
\end{equation*}
$$

where $\epsilon_{n}=d^{5 / 2}(\log p / n)^{1 / 2}+d^{3 / 2} \gamma(d)$.
Remark 3.1. Based on a reviewer's comment, we investigated and found that Theorem 3.1 for approximate decomposable models can be obtained (with the exact same convergence rate) by a direct extension of the approach in [4].
We now provide a series of lemmas which will play a crucial role in the proof of Theorem 3.1. The proofs of these lemmas are provided in the appendix. The first lemma provides inequalities involving the various matrix norms introduced earlier in this section, in the context of sparse matrices.

Lemma 3.1. For any $p \times p$ matrix $A=\left(A_{i j}\right)_{1 \leq i, j \leq p}$ with at most d nonzero elements in each row and each column, we have

$$
\begin{gather*}
\|A\|_{(\infty, \infty)} \leq \sqrt{d}\|A\|_{(2,2)}  \tag{3.2}\\
\|A\|_{(2,2)} \leq d\|A\|_{\max } \tag{3.3}
\end{gather*}
$$

The next lemma provides an expression for the Cholesky parameter $\tilde{L}$ of $\tilde{\Omega}$ in terms of $\tilde{\Sigma}=\tilde{\Omega}^{-1}$. Note that by Assumption 4, for large enough $n$,

$$
\begin{align*}
& \|\tilde{\Omega}\|_{(2,2)} \leq\|\bar{\Omega}-A\|_{(2,2)} \leq\|\bar{\Omega}\|_{(2,2)}+\|A\|_{(2,2)} \leq \epsilon_{0}^{-1}+\gamma(d) \leq 2 \epsilon_{0}^{-1}, \text { and } \\
& \operatorname{eig}_{1}(\tilde{\Omega}) \geq \operatorname{eig}_{1}(\bar{\Omega})+\operatorname{eig}_{1}(-A) \geq \epsilon_{0}-\gamma(d) \geq \epsilon_{0} / 2 \tag{3.4}
\end{align*}
$$

Thus, $\tilde{\Omega} \in P_{G}$ for large enough $n$.
Lemma 3.2. For large enough n, let $\tilde{\Omega}=\tilde{L} \tilde{L}^{T}$ be the Cholesky decomposition of $\tilde{\Omega} \in P_{G}$. Let $\tilde{\Sigma}=\tilde{\Omega}^{-1}$. Then $\tilde{L}_{j i}=0$ for $1 \leq i<j \leq p$ and $(i, j) \notin E$, and

$$
\begin{equation*}
\tilde{L}_{i i}=\sqrt{\frac{1}{\tilde{\Sigma}_{i i}-\left(\tilde{\Sigma}_{\cdot i}^{>}\right)^{T}\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}}}, \quad \tilde{L}_{\cdot i}^{>}=-\tilde{L}_{i i}\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>} \tag{3.5}
\end{equation*}
$$

for $1 \leq i \leq p$.
The next lemma establishes distributional properties for the Cholesky parameter of a matrix following a $G$-Wishart distribution.

Lemma 3.3. Let $\Omega=L L^{T}$ be the Cholesky decomposition of $\Omega \in P_{G}$, where $L$ is a lower triangular matrix. Under the prior distribution $W_{G}(\delta, D)$ on $\Omega$, the posterior distribution of $L$ is: $L_{j i}=0$ for $1 \leq i<j \leq p$ and $(i, j) \notin E ; L_{\cdot i}^{\geq}$are independent for $1 \leq i \leq p$ and

$$
\begin{gather*}
L_{\cdot i}^{>} \mid L_{i i} \sim M V N\left(-\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>} L_{i i},\left(\overleftarrow{S}^{>i}\right)^{-1} / n\right), \quad \text { for } 1 \leq i \leq p-1  \tag{3.6}\\
L_{i i}^{2} \sim \operatorname{Gamma}\left(\left(n+v_{i}+\delta\right) / 2+1, n c_{i} / 2\right), \quad \text { for } 1 \leq i \leq p \tag{3.7}
\end{gather*}
$$

where $\overleftarrow{S}=S+D / n, v_{i}=\operatorname{dim}\left(L_{\cdot i}^{>}\right)$and $c_{i}=\overleftarrow{S}_{i i}-\left(\overleftarrow{S}_{\cdot i}^{>}\right)^{T}\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}$

After a careful comparison, it can be argued that the above lemma follows from [23, Theorem 4.4]. Nevertheless, we provide a proof of this lemma in the appendix for completeness. The next three lemmas show that the difference between relevant functions of $\overleftarrow{S}=S+D / n$ and the same functions applied to $\tilde{\Sigma}$, converges to zero in $\bar{P}$-probability at a certain rate.
Lemma 3.4. For a large enough constant $M_{1}$ (not depending on $n$ ), we have

$$
\begin{equation*}
\bar{P}\left(\|\overleftarrow{S}-\tilde{\Sigma}\|_{\max } \geq M_{1}(\sqrt{\log p / n}+\gamma(d))\right) \leq m_{1} p^{2-m_{2} M_{1}^{2} / 4} \rightarrow 0 \tag{3.8}
\end{equation*}
$$

as $n \rightarrow \infty$, where $m_{1}$ and $m_{2}$ are constants which depend only on $\epsilon_{0}$ (from Assumption 1).
Lemma 3.5. For large enough constants $M_{1}$ (same as in Lemma 3.4) and $M_{2}$ (not depending on $n$ ),

$$
\begin{gather*}
\bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\tilde{\Sigma}^{\geq i}\right\|_{(2,2)} \geq M_{1}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0  \tag{3.9}\\
\bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \geq 2 \epsilon_{0}^{-1}\right) \rightarrow 0  \tag{3.10}\\
\bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.11}
\end{gather*}
$$

as $n \rightarrow \infty$.
Lemma 3.6. Let $\tilde{c}_{i}=\tilde{\Sigma}_{i i}-\left(\tilde{\Sigma}_{\cdot i}\right)^{T}\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{. i}^{>}$. Then

$$
\begin{equation*}
\epsilon_{0} / 2 \leq \min _{1 \leq i \leq p} \tilde{c}_{i} \leq \max _{1 \leq i \leq p} \tilde{c}_{i} \leq 2 \epsilon_{0}^{-1} . \tag{3.12}
\end{equation*}
$$

Let $c_{i}=\overleftarrow{S}_{i i}-\left(\overleftarrow{S}_{\cdot i}\right)^{T}\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}$. Then

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i \leq p} c_{i} \geq 2 \epsilon_{0}^{-1}\right) \rightarrow 0, \bar{P}\left(\min _{1 \leq i \leq p} c_{i} \leq \epsilon_{0} / 2\right) \rightarrow 0, \tag{3.13}
\end{equation*}
$$

as $n \rightarrow \infty$. Also, for a large enough constant $M_{3}$ (not depending on $n$ ), we have

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i \leq p}\left|c_{i}-\tilde{c_{i}}\right| \geq M_{3}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.14}
\end{equation*}
$$

Note that by Assumption 1, $d \leq n$ for large enough $n$. Hence the size of any clique in $G$ is bounded by $n$. In this case, it is known that the maximum likelihood estimator exists and is unique (see for instance [21]). Although the main goal of this paper is derivation of the convergence rate for the posterior distribution, using the previous lemmas we derive the convergence rate for the maximum likelihood estimator under Assumptions 1-4.
Lemma 3.7 (Convergence Rate for MLE). For a large enough constant $\tilde{K}$ (not depending on $n$ ), the maximum likelihood estimator $\hat{\Omega}$ satisfies

$$
\bar{P}\left(\|\hat{\Omega}-\bar{\Omega}\|_{(\infty, \infty)} \geq \tilde{K} \epsilon_{n}\right) \rightarrow 0
$$

as $n \rightarrow \infty$.

The proof is provided in the appendix. We need two more lemmas before proceeding to prove Theorem 3.1. The next lemma gives a concentration bound (around the mean value) for the square root of a Gamma random variable.

Lemma 3.8. If $X^{2} \sim \operatorname{Gamma}(\alpha, \lambda), X>0$. Let $\mu=E(X)=\frac{\Gamma(\alpha+1 / 2)}{\sqrt{\bar{\lambda}} \Gamma(\alpha)}$ and $\alpha>1 / 2$. Then

$$
\begin{equation*}
\operatorname{Pr}(|X-\mu| \geq x) \leq \sqrt{2 e} e^{-\lambda x^{2}} \tag{3.15}
\end{equation*}
$$

The final lemma provides the posterior convergence rate for the diagonal entries of the Cholesky factor of $\Omega$.

Lemma 3.9. For a large enough constant $M_{5}$ (not depending on n), we have

$$
\begin{equation*}
\operatorname{Pr}\left(\max _{1 \leq i \leq p}\left|L_{i i}-\tilde{L}_{i i}\right| \geq M_{5}(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right) \xrightarrow{\bar{P}} 0 \tag{3.16}
\end{equation*}
$$

We would like to remind the reader that the proofs of all the above lemmas are provided in the appendix. With these lemmas in hand, we now provide a proof for Theorem 3.1.

Proof of Theorem 3.1. Note that it suffices to show $\operatorname{Pr}\left\{\|\Omega-\bar{\Omega}\|_{(\infty, \infty)} \geq\right.$ $\left.K \epsilon_{n} \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$ to get the required result. Also, since $\|\tilde{\Omega}-\bar{\Omega}\|_{(\infty, \infty)} \leq \gamma(d)$, by the triangle inequality it suffices to show $\operatorname{Pr}\left\{\|\Omega-\tilde{\Omega}\|_{(\infty, \infty)} \geq K \epsilon_{n} \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$. By Lemma 3.1, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\|\Omega-\tilde{\Omega}\|_{(\infty, \infty)} \geq K \epsilon_{n} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\sqrt{d}\|\Omega-\tilde{\Omega}\|_{(2,2)} \geq K \epsilon_{n} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left\|L L^{T}-\tilde{L} \tilde{L}^{T}\right\|_{(2,2)} \geq K \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\|L\|_{(2,2)}\|L-\tilde{L}\|_{(2,2)}+\|\tilde{L}\|_{(2,2)}\|L-\tilde{L}\|_{(2,2)} \geq K \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left(2\|\tilde{L}\|_{(2,2)}+\|L-\tilde{L}\|_{(2,2)}\right)\|L-\tilde{L}\|_{(2,2)} \geq K \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left.\|L-\tilde{L}\|_{(2,2)} \geq \frac{K \epsilon_{n}}{4\|\tilde{L}\|_{(2,2)} \sqrt{d}} \right\rvert\, \boldsymbol{Y}\right\}+ \\
& \operatorname{Pr}\left\{\left.\|L-\tilde{L}\|_{(2,2)} \geq \frac{\sqrt{K} \sqrt{\epsilon_{n}}}{\sqrt{2} \sqrt[4]{d}} \right\rvert\, \boldsymbol{Y}\right\} \tag{3.17}
\end{align*}
$$

Since $\epsilon_{0} / 2 \leq \operatorname{eig}_{1}(\tilde{\Omega}) \leq \operatorname{eig}(\tilde{\Omega}) \leq 2 \epsilon_{0}^{-1}$ by (3.4), it follows that $\sqrt{\epsilon_{0} / 2} \leq$ $\|\tilde{L}\|_{(2,2)}=\{\operatorname{eig}(\tilde{\Omega})\}^{1 / 2} \leq\left(\epsilon_{0} / 2\right)^{-1 / 2}$. Also by Assumption 3, it follows that $\sqrt{\epsilon_{n}} / \sqrt[4]{d} \geq \epsilon_{n} / \sqrt{d}$ for large enough $n$. In view of these observations and (3.17), it suffices to show that $\operatorname{Pr}\left\{\|L-\tilde{L}\|_{(2,2)} \geq K_{1} \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$ for a large enough constant $K_{1}$. Now, let $\delta_{n}=\epsilon_{n} / d^{3 / 2}=d(\log p / n)^{1 / 2}+\gamma(d)$. It follows by Lemma 3.1 and the triangle inequality that

$$
\operatorname{Pr}\left\{\|L-\tilde{L}\|_{(2,2)} \geq K_{1} \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\} \leq \operatorname{Pr}\left\{d\|L-\tilde{L}\|_{\max } \geq K_{1} \epsilon_{n} / \sqrt{d} \mid \boldsymbol{Y}\right\}
$$

$$
\begin{align*}
\leq & \operatorname{Pr}\left\{\|L-M\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\}+ \\
& \operatorname{Pr}\left\{\|M-\tilde{M}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\}+ \\
& \operatorname{Pr}\left\{\|\tilde{M}-\tilde{L}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \tag{3.18}
\end{align*}
$$

where $M$ and $\tilde{M}$ are $p \times p$ lower triangular matrices defined by

$$
M_{\cdot i}^{\geq}=\left[\begin{array}{c}
L_{i i} \\
-\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>} L_{i i}
\end{array}\right], \tilde{M}_{\cdot i}^{\geq}=\left[\begin{array}{c}
L_{i i} \\
-\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>} L_{i i}
\end{array}\right]
$$

for $1 \leq i \leq p$, and the rest entries in $M$ and $\tilde{M}$ are 0, i.e., $M_{j i}=\tilde{M}_{j i}=0$ for $(i, j) \notin E, 1 \leq i<j \leq p$. We will deal with the three expressions on the RHS of (3.18) separately.

First, by the union-sum inequality, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\|L-M\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
= & \operatorname{Pr}\left\{\max _{(i, j) \in E, 1 \leq i<j \leq p}\left|L_{j i}-M_{j i}\right| \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
= & \operatorname{Pr}\left\{\bigcup_{(i, j) \in E, 1 \leq i<j \leq p}\left\{\left|L_{j i}-M_{j i}\right| \geq K_{1} \delta_{n} / 4\right\} \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{pr} \max _{(i, j) \in E, 1 \leq i<j \leq p} \operatorname{Pr}\left\{\left|L_{j i}-M_{j i}\right| \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \tag{3.19}
\end{align*}
$$

where the last inequality follows from the fact that there are at most $d$ neighbors for each vertex $i, 1 \leq i \leq p$. Let $c=\max _{1 \leq i \leq j \leq p}\left(\overleftarrow{S} \geq^{i}\right)_{j j}^{-1}$, where $(\overleftarrow{S} \geq i)_{j j}^{-1}, j \geq i$ stands for the diagonal element of $\left(\overleftarrow{S}^{\geq i}\right)^{-1}$ corresponding to the vertex $j$. Then it follows from (3.19) that

$$
\begin{align*}
& \operatorname{Pr}\left\{\|L-M\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & p d \max _{(i, j) \in E, 1 \leq i<j \leq p} \operatorname{Pr}\left\{\left.\frac{\sqrt{n}\left|L_{j i}-M_{j i}\right|}{\sqrt{(\overleftarrow{S} \geq i})_{j j}^{-1}} \geq \frac{\sqrt{n} K_{1} \delta_{n}}{4 \sqrt{c}} \right\rvert\, \boldsymbol{Y}\right\} \\
= & p d \max _{(i, j) \in E, 1 \leq i<j \leq p} E\left[\operatorname{Pr}\left\{\left.\left|z_{j i}\right| \geq \frac{\sqrt{n} K_{1} \delta_{n}}{4 \sqrt{c}} \right\rvert\, \boldsymbol{Y}, L_{i i}\right\}\right] \tag{3.20}
\end{align*}
$$

where $\left.z_{j i}=\frac{\sqrt{n}\left(L_{j i}-M_{j i}\right)}{\sqrt{(\overleftarrow{S} \geq i})_{j j}^{-1}} \right\rvert\,\left(\boldsymbol{Y}, L_{i i}\right) \sim N(0,1)$ by Lemma 3.3 and the expectation in the last equality is taken with respect to the posterior distribution of $L_{i i}$. Hence,

$$
\begin{aligned}
& \operatorname{Pr}\left\{\|L-M\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & p d \max _{(i, j) \in E, 1 \leq i<j \leq p} E\left[\operatorname{Pr}\left\{\left.\left|z_{j i}\right| \geq \frac{\sqrt{n} K_{1} \delta_{n}}{4 \sqrt{c}} \right\rvert\, \boldsymbol{Y}, L_{i i}\right\}\right] \\
= & 2 p d\left(1-\Phi\left(\frac{\sqrt{n} K_{1} \delta_{n}}{4 \sqrt{c}}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq 2 p d \exp \left\{-n K_{1}^{2} \delta_{n}^{2} /(8 c)\right\} \\
& \leq 2 p^{2-K_{1}^{2} /(8 c)} \tag{3.21}
\end{align*}
$$

where $\Phi$ is the standard normal cdf and the second inequality follows from $1-\Phi(t) \leq \exp \left\{-t^{2} / 2\right\}$ for $t \geq 0$. Note that for any $\eta>0$,

$$
\begin{aligned}
& \bar{P}\left(2 p^{2-K_{1}^{2} /(8 c)}>\eta\right) \\
\leq & \bar{P}\left(2 p^{2-K_{1}^{2} /(8 c)}>\eta, c<2 \epsilon_{0}^{-1}\right)+\bar{P}\left(c \geq 2 \epsilon_{0}^{-1}\right) \\
\leq & \bar{P}\left(2 p^{2-K_{1}^{2} \epsilon_{0} / 16}>\eta\right)+\bar{P}\left(c \geq 2 \epsilon_{0}^{-1}\right)
\end{aligned}
$$

With $K_{1}$ chosen large enough such that $2-K_{1}^{2} \epsilon_{0} / 16<0$, it follows from Assumption 3 that $2 p^{2-K_{1}^{2} \epsilon_{0} / 16} \rightarrow 0$ as $n \rightarrow \infty$. It now follows from (3.10) in Lemma 3.5 that

$$
2 p^{2-K_{1}^{2} /(8 c)} \xrightarrow{\bar{P}} 0
$$

Thus, by (3.21), we get $\operatorname{Pr}\left\{\|L-M\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$. Hence, the first term in (3.18) has been dealt with.

We now focus on the second term in (3.18). Let $\left[\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}, j>i$ be the component of $(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}$ corresponding to vertex $j$. Recall that $c_{i}=$ $\overleftarrow{S}_{i i}-\left(\overleftarrow{S}{ }_{\cdot i}\right)^{T}(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}^{>}$and $\tilde{c}_{i}=\tilde{\Sigma}_{i i}-\left(\tilde{\Sigma}_{\cdot i}^{>}\right)^{T}\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}$. Note that

$$
\begin{align*}
& \max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}-\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right| \\
= & \left.\left.\max _{1 \leq i<j \leq p,(i, j) \in E} \left\lvert\, \frac{[(\overleftarrow{S}>i}{}\right.\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j} \\
c_{i} & \left.c_{i}-\frac{\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}}{\tilde{c}_{i}} \tilde{c}_{i} \right\rvert\, \\
\leq & \max _{1 \leq i<j \leq p,(i, j) \in E}\left|\frac{\left[(\overleftarrow{S}>i)^{-1} \overleftarrow{S}>_{\cdot i}\right]_{j}}{c_{i}}\right|\left|c_{i}-\tilde{c}_{i}\right|+ \\
& \max _{1 \leq i<j \leq p,(i, j) \in E} \tilde{c_{i}}\left|\frac{\left[(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}}{c_{i}}-\frac{\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}}{\tilde{c}_{i}}\right| \\
\leq & \max _{1 \leq i<j \leq p,(i, j) \in E} \tilde{c_{i}} c_{i}\left|\frac{\left[(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}}{c_{i}}\right|\left|\frac{1}{c_{i}}-\frac{1}{\tilde{c}_{i}}\right|+  \tag{3.22}\\
& \max _{1 \leq i<j \leq p,(i, j) \in E} \tilde{c_{i}}\left|\frac{\left[(\overleftarrow{S}>i)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}}{c_{i}}-\frac{\left[\left(\tilde{\left.\left.\Sigma^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}}\right.\right.}{\tilde{c}_{i}}\right|
\end{align*}
$$

Note that the first column of $\left(\overleftarrow{S}^{\geq i}\right)^{-1}$ is $\left[\begin{array}{c}1 / c_{i} \\ -\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i} / c_{i}\end{array}\right]$. It follows from (3.22) that

$$
\begin{aligned}
& \max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\overleftarrow{S^{>i}}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}-\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right| \\
\leq & \left(\max _{i} c_{i}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{\max }\right)\left(\max _{i} \tilde{c}_{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }\right)+
\end{aligned}
$$
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$$
\begin{align*}
& \max _{i} \tilde{c}_{i}\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \\
= & \left(\max _{i} \tilde{c}_{i}\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }\right)\left(1+\max _{i} c_{i}\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}\right\|_{\max }\right) \tag{3.23}
\end{align*}
$$

Let $M_{4}=\frac{2 M_{2}}{\epsilon_{0}}\left(8 \epsilon_{0}^{-2}+1\right)$, where $M_{2}$ is as in Lemma 3.5. Then $\frac{M_{4} \epsilon_{0} /\left(2 M_{2}\right)-1}{2 \epsilon_{0}^{-1}}=$ $4 \epsilon_{0}^{-1}>2 \epsilon_{0}^{-1}$. It follows from (3.23), Lemma 3.5 and Lemma 3.6 that,

$$
\begin{align*}
& \bar{P}\left(\max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}-\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right| \geq M_{4} \delta_{n}\right) \\
\leq & \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq M_{2} \delta_{n}\right)+\bar{P}\left(\max _{i} c_{i} \geq 2 \epsilon_{0}^{-1}\right)+ \\
& \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{\max } \geq \frac{M_{4} \epsilon_{0} /\left(2 M_{2}\right)-1}{2 \epsilon_{0}^{-1}}\right) \\
\rightarrow & 0 \tag{3.24}
\end{align*}
$$

as $n \rightarrow \infty$. Let $r=\max _{\tilde{\sim} \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\overleftarrow{S}_{\sim}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}\right]_{j}-\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right|$. Now, by the form of $M$ and $\tilde{M}, \max _{i} \tilde{L}_{i i} \leq\left(\operatorname{eig}_{p}(\tilde{\Sigma})\right)^{1 / 2} \leq\left(\epsilon_{0} / 2\right)^{-1 / 2}$ and (3.18), we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\|M-\tilde{M}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\max _{i} L_{i i} \geq K_{1} \delta_{n} /(4 r) \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\max _{i} \tilde{L}_{i i}+\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} /(4 r) \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} /(4 r)-\left(\epsilon_{0} / 2\right)^{-1 / 2} \mid \boldsymbol{Y}\right\} . \tag{3.25}
\end{align*}
$$

Note that for any $\eta>0$,

$$
\begin{aligned}
& \bar{P}\left(\operatorname{Pr}\left\{\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} /(4 r)-\left(2 \epsilon_{0}\right)^{-1 / 2} \mid \boldsymbol{Y}\right\}>\eta\right) \\
\leq & \bar{P}\left(\operatorname{Pr}\left\{\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} /(4 r)-\left(2 \epsilon_{0}\right)^{-1 / 2} \mid \boldsymbol{Y}\right\}>\eta, r<M_{4} \delta_{n}\right)+ \\
& \bar{P}\left(r \geq M_{4} \delta_{n}\right) \\
\leq & \bar{P}\left(\operatorname{Pr}\left\{\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} /\left(4 M_{4}\right)-\left(2 \epsilon_{0}\right)^{-1 / 2} \mid \boldsymbol{Y}\right\}>\eta\right)+\bar{P}\left(r \geq M_{4} \delta_{n}\right) .
\end{aligned}
$$

If $K_{1}$ is chosen large enough such that $K_{1} /\left(4 M_{4}\right)-\left(2 \epsilon_{0}\right)^{-1 / 2}>1$, then by Lemma 3.9 and (3.24), it follows that $\operatorname{Pr}\left\{\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} /(4 r)-\right.$ $\left.\left(2 \epsilon_{0}\right)^{-1 / 2} \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$. By (3.25), we get that $\operatorname{Pr}\left\{\|M-\tilde{M}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$. Hence, the second term in (3.18) has been dealt with.

For the last term in (3.18), note that $\tilde{L}_{\cdot i}^{\geq}=\left[\begin{array}{c}\tilde{L}_{i i} \\ -\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>} \tilde{L}_{i i}\end{array}\right]$ by Lemma 3.2 and $\tilde{M}_{\cdot i}^{\geq}=\left[\begin{array}{c}L_{i i} \\ -\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>} L_{i i}\end{array}\right]$. Then, by Lemma 3.6 and the fact that

$$
\max _{1 \leq i \leq p}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \leq \max _{1 \leq i \leq p}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}=\max _{1 \leq i \leq p}\left(\operatorname{eig}_{1}\left(\tilde{\Sigma}^{\geq i}\right)\right)^{-1} \leq\left(\epsilon_{0} / 2\right)^{-1}
$$

also note that

$$
\begin{aligned}
\max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right| & \leq \max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j} / \tilde{c}_{i}\right| \max _{i} \tilde{c}_{i} \\
& \leq \max _{i}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \max _{i} \tilde{c}_{i}
\end{aligned}
$$

we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\|\tilde{M}-\tilde{L}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left(1+\max _{1 \leq i<j \leq p,(i, j) \in E}\left|\left[\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}\right]_{j}\right|\right) \max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left(1+\max _{i}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \max _{i} \tilde{c}_{i}\right) \max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \\
\leq & \operatorname{Pr}\left\{\left(1+4 \epsilon_{0}^{-2}\right) \max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \tag{3.26}
\end{align*}
$$

It then follows from Lemma 3.9 that $\operatorname{Pr}\left\{\|\tilde{M}-\tilde{L}\|_{\max } \geq K_{1} \delta_{n} / 4 \mid \boldsymbol{Y}\right\} \xrightarrow{\bar{P}} 0$ for $K_{1}>4 M_{5}\left(1+4 \epsilon_{0}^{-2}\right)$. We have now shown that all the three terms on the RHS of (3.18) converge in $\bar{P}$-probability to zero. This completes the proof.

## Appendix

Proof of Lemma 3.1. Banerjee and Ghosal [4] provide a proof of this result for banded matrices. The proof below, for general sparse matrices, is based on similar arguments, and is provided for the sake of completeness.

For any $p \times p$ matrix $A=\left(A_{i j}\right)_{1 \leq i, j \leq p}$ with at most $d$ nonzero elements in each row and each column, $\|A\|_{(\infty, \infty)}=\max _{i} \sum_{j}\left|A_{i j}\right| \leq \max _{i} \sqrt{d} \sqrt{\sum_{j} A_{i j}^{2}} \leq$ $\sqrt{d}\|A\|_{(2,2)}$, where the first inequality follows by Cauchy-Schwarz and the second inequality follows from that $\sqrt{\sum_{j} A_{i j}^{2}}=\left\|e_{i}^{T} A\right\|_{2} \leq \sup _{\|x\|_{2}=1}\|A x\|_{2}=\|A\|_{(2,2)}$, where the $i^{\text {th }}$ component of $e_{i}$ is 1 and the rest are 0 .

Now, note that $\|A\|_{(2,2)}^{2}=\operatorname{eig}_{p}\left(A^{T} A\right) \leq\left\|A^{T} A\right\|_{(1,1)} \leq\left\|A^{T}\right\|_{(1,1)}\|A\|_{(1,1)}=$ $\|A\|_{(\infty, \infty)}\|A\|_{(1,1)}$, where the first inequality follows by the Gershgorin circle theorem. Thus

$$
\begin{aligned}
\|A\|_{(2,2)} & \leq \sqrt{\|A\|_{(1,1)}} \sqrt{\|A\|_{(\infty, \infty)}} \\
& =\sqrt{\max _{j} \sum_{i}\left|A_{i j}\right|} \sqrt{\max _{i} \sum_{j}\left|A_{i j}\right|} \\
& \leq\left(\sqrt{d\|A\|_{\max }}\right)^{2} \\
& =d\|A\|_{\max }
\end{aligned}
$$

This completes the proof.

Proof of Lemma 3.2. Let $R$ be non-negative definite matrix such that any principal submatrix of $R$ of size $\leq d$ is positive definite. We will show that the function

$$
\begin{equation*}
\operatorname{tr}(A R)-\log \operatorname{det}(A), A \in P_{G} \tag{3.27}
\end{equation*}
$$

has a unique minimizer, denoted by $\hat{A}$. Furthermore, the Cholesky factor of $\hat{A}$, denoted by $\hat{C}$ satisfies $\hat{C}_{i j}=0$ for $(i, j) \notin E$ or $i<j$, and

$$
\begin{equation*}
\hat{C}_{i i}=\sqrt{\frac{1}{R_{i i}-\left(R_{\cdot i}^{>}\right)^{T}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}}}, \quad \hat{C}_{\cdot i}^{>}=-\hat{C}_{i i}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>} . \tag{3.28}
\end{equation*}
$$

To prove this assertion, we first note by Lemma 2.1 that the minimization problem in (3.27) is equivalent to minimizing the function $\ell(C)=\operatorname{tr}\left(C C^{T} R\right)-$ $2 \log \operatorname{det}(C)$ where $C$ varies over lower triangular matrices in $M_{G}$ with positive diagonal entries. Now, straightforward matrix algebra and the fact that $C \in M_{G}$ imply that

$$
\begin{align*}
\ell(C)= & \sum_{i=1}^{p}\left(C_{\cdot i}^{T} R C_{\cdot i}-2 \log C_{i i}\right) \\
= & \sum_{i=1}^{p}\left(\left(C_{\cdot i}^{\geq}\right)^{T} R^{\geq i} C_{\cdot i}^{\geq}-2 \log C_{i i}\right) \\
= & \sum_{i=1}^{p}\left(C_{\cdot i}^{>}+C_{i i}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}\right)^{T} R^{>i}\left(C_{\cdot i}^{>}+C_{i i}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}\right)+ \\
& \sum_{i=1}^{p} C_{i i}^{2}\left(R_{i i}-\left(R_{\cdot i}^{>}\right)^{T}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}\right)-2 \log C_{i i} . \tag{3.29}
\end{align*}
$$

It follows that the first sum in (3.29) is minimized if and only if

$$
C_{\cdot i}^{>}=-C_{i i}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}
$$

and the second sum is minimized if and only if

$$
C_{i i}=\sqrt{\frac{1}{R_{i i}-\left(R_{\cdot i}^{>}\right)^{T}\left(R^{>i}\right)^{-1} R_{\cdot i}^{>}}}
$$

Thus, the assertion in (3.28) holds. Lemma 3.2 now follows by noting that $\tilde{\Omega}$ is the unique minimizer for the function $\operatorname{tr}(A \tilde{\Sigma})-\log \operatorname{det}(A), A \in P_{G}$.

Proof of Lemma 3.3. The fact that $L_{j i}=0$ for $1 \leq i<j \leq p$ and $(i, j) \notin E$ follows directly from Lemma 2.1. Under the prior distribution $W_{G}(\delta, D)$ on $\Omega$, the posterior distribution of $\Omega$ is $W_{G}(\delta+n, n S+D)$ :

$$
\begin{equation*}
f(\Omega \mid G, \boldsymbol{Y}) \propto(\operatorname{det}(\Omega))^{(\delta+n) / 2} \exp [-\operatorname{tr}((n S+D) \Omega) / 2] \tag{3.30}
\end{equation*}
$$

The Jacobian of the transformation $\Omega \rightarrow L L^{T}$ is $2^{p} \prod_{i=1}^{p} L_{i i}^{v_{i}+1}$, where $v_{i}=$ $\operatorname{dim}\left(L_{\cdot i}^{>}\right)$, by Lemma 1 of [2]. Hence, the posterior of $L$ is:

$$
\begin{align*}
& f(L \mid G, \boldsymbol{Y}) \propto \prod_{i=1}^{p} L_{i i}^{v_{i}+1}\left(L_{i i}^{2}\right)^{(\delta+n) / 2} \exp [-\operatorname{tr}(n \tilde{S} \Omega) / 2] \\
= & \prod_{i=1}^{p} L_{i i}^{\delta+n+v_{i}+1} \exp \left\{-n / 2 \sum_{i=1}^{p}\left[\left(L_{\cdot i}^{>}+L_{i i}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>}\right)^{T} \tilde{S}^{>i}\left(L_{\cdot i}^{>}+L_{i i}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>}\right)\right.\right. \\
& \left.\left.+L_{i i}^{2}\left(\tilde{S}_{i i}-\left(\tilde{S}_{\cdot i}^{>}\right)^{T}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}\right)\right]\right\} \\
= & \prod_{i=1}^{p} L_{i i}^{\delta+n+v_{i}+1} \exp \left\{-n L_{i i}^{2} c_{i} / 2\right\} \exp \{-n / 2 \\
& \left.\times \sum_{i=1}^{p-1}\left(L_{\cdot i}^{>}+L_{i i}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>}\right)^{T} \tilde{S}^{>i}\left(L_{\cdot i}^{>}+L_{i i}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>}\right)\right\} \tag{3.31}
\end{align*}
$$

by a similar calculation as (3.29). It follows from (3.31) that $L_{. i}^{\geq}$are independent for $1 \leq i \leq p$ and

$$
\begin{aligned}
L_{\cdot i}^{>} \mid L_{i i} & \sim \operatorname{MVN}\left(-\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>} L_{i i},\left(\tilde{S}^{>i}\right)^{-1} / n\right), \quad \text { for } \quad 1 \leq i \leq p-1 \\
L_{i i}^{2} & \sim \operatorname{Gamma}\left(\left(n+v_{i}+\delta\right) / 2+1, n c_{i} / 2\right), \quad \text { for } \quad 1 \leq i \leq p
\end{aligned}
$$

where $c_{i}=\tilde{S}_{i i}-\left(\tilde{S}_{\cdot i}^{>}\right)^{T}\left(\tilde{S}^{>i}\right)^{-1} \tilde{S}_{\cdot i}^{>}$.
Proof of Lemma 3.4. It follows by Assumption 1 and Lemma A. 3 of [7] that there exists constants $m_{1}, m_{2}$ and $\delta$ depending on $\epsilon_{0}$ only such that for $1 \leq$ $i, j \leq p$, we have:

$$
\bar{P}\left(\left|S_{i j}-\bar{\Sigma}_{i j}\right| \geq t\right) \leq m_{1} \exp \left\{-m_{2} n t^{2}\right\},|t| \leq \delta
$$

Hence, by the union-sum inequality,

$$
\begin{equation*}
\bar{P}\left(\|S-\bar{\Sigma}\|_{\max } \geq t\right)=\bar{P}\left(\max _{1 \leq i, j \leq p}\left|S_{i j}-\bar{\Sigma}_{i j}\right| \geq t\right) \leq m_{1} p^{2} \exp \left\{-m_{2} n t^{2}\right\} \tag{3.32}
\end{equation*}
$$

Recall that $\overleftarrow{S}=S+D / n$ and note $\|D\|_{\max } \leq\|D\|_{(2,2)} \leq a$. Hence, for a large enough $M_{1}$ such that $2-m_{2} M_{1}^{2} / 4<0$, we get

$$
\begin{aligned}
& \bar{P}\left(\|\overleftarrow{S}-\bar{\Sigma}\|_{\max } \geq M_{1} \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\|S-\bar{\Sigma}\|_{\max }+\|D\|_{\max } / n \geq M_{1} \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\|S-\bar{\Sigma}\|_{\max }+a / n \geq M_{1} \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\|S-\bar{\Sigma}\|_{\max } \geq\left(M_{1} / 2\right) \sqrt{\log p / n}\right) \\
\leq & m_{1} p^{2-m_{2} M_{1}^{2} / 4} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. The last inequality follows from (3.32).

## Note that

$$
\|\tilde{\Sigma}-\bar{\Sigma}\|_{\max } \leq\|\tilde{\Sigma}-\bar{\Sigma}\|_{(2,2)} \leq\|\tilde{\Sigma}\|_{(2,2)}\|\tilde{\Omega}-\bar{\Omega}\|_{(2,2)}\|\bar{\Sigma}\|_{(2,2)} \leq 2 \epsilon_{0}^{-2} \gamma(d)
$$

Hence for $M_{1}>\max \left(2 \epsilon_{0}^{-2}, \sqrt{\frac{8}{m_{2}}}\right)$, we get

$$
\begin{aligned}
& \bar{P}\left(\|\overleftarrow{S}-\tilde{\Sigma}\|_{\max } \geq M_{1}(\sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\|\overleftarrow{S}-\bar{\Sigma}\|_{\max }+\|\tilde{\Sigma}-\bar{\Sigma}\|_{\max } \geq M_{1}(\sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\|\overleftarrow{S}-\bar{\Sigma}\|_{\max } \geq M_{1} \sqrt{\log p / n}\right) \rightarrow 0
\end{aligned}
$$

Proof of Lemma 3.5. Note that for $1 \leq i \leq p, \overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}$ can be at most size $d \times d$. Hence, $\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \leq d\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{\max }$ by Lemma 3.1. It follows from Lemma 3.4 that

$$
\begin{align*}
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq M_{1} d \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{\max } \geq M_{1} \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\|\overleftarrow{S}-\bar{\Sigma}\|_{\max } \geq M_{1} \sqrt{\log p / n}\right) \rightarrow 0 \tag{3.33}
\end{align*}
$$

as $n \rightarrow \infty$. Note that

$$
\max _{1 \leq i \leq p}\left\|\tilde{\Sigma}^{\geq i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \leq \max _{1 \leq i \leq p}\left\|\tilde{\Sigma}^{\geq i}\right\|_{(2,2)}\left\|\tilde{\Omega}^{\geq i}-\bar{\Omega}^{\geq i}\right\|_{(2,2)}\left\|\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \leq 2 \epsilon_{0}^{-2} \gamma(d)
$$

Hence, by triangle inequality, and the fact that $M_{1}>2 \epsilon_{0}^{-2}$, we get

$$
\begin{align*}
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\tilde{\Sigma}^{\geq i}\right\|_{(2,2)} \geq M_{1}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq M_{1} d \sqrt{\log p / n}\right) \rightarrow 0 \tag{3.34}
\end{align*}
$$

Note that by Assumption 1, $d \leq n$ for large enough $n$. Hence, $\left(\overleftarrow{S} \geq^{i}\right)^{-1}$ is welldefined for every $1 \leq i \leq p$ for large enough $n$. Also note that

$$
\max _{1 \leq i \leq p}\left\|\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}=\max _{1 \leq i \leq p}\left(e i g_{1}\left(\bar{\Sigma}^{\geq i}\right)\right)^{-1} \leq\left(e i g_{1}(\bar{\Sigma})\right)^{-1} \leq \epsilon_{0}^{-1}
$$

and

$$
\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \leq\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}\right\|_{(2,2)}\left\|\overleftarrow{S}^{\geq i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)}\left\|\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}
$$

Thus,

$$
\left.\left.\begin{array}{rl} 
& \max _{1 \leq i \leq p} \|(\overleftarrow{S} \geq i
\end{array}\right)^{-1} \|_{(2,2)}\right)
$$

$$
\begin{aligned}
& \max _{1 \leq i \leq p}\left\|\left(\overleftarrow{S} \geq^{i}\right)^{-1}\right\|_{(2,2)} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \max _{1 \leq i \leq p}\left\|\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \\
\leq & \epsilon_{0}^{-1}\left(1+\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)}\right) .
\end{aligned}
$$

It follows that if $\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)}<1$, then

$$
\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \leq \frac{\epsilon_{0}^{-1}}{1-\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\|\overleftarrow{S} \geq i-\bar{\Sigma} \geq i\|_{(2,2)}}
$$

Hence,

$$
\begin{aligned}
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \geq 2 \epsilon_{0}^{-1}\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|\left(\overleftarrow{S} \backslash^{\geq}\right)^{-1}\right\|_{(2,2)} \geq 2 \epsilon_{0}^{-1}, \epsilon_{0}^{-1} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)}<1\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq 1\right) \\
\leq & \bar{P}\left(\frac{\epsilon_{0}^{-1}}{1-\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\|\overleftarrow{S} \geq i-\bar{\Sigma} \geq i\|_{(2,2)}} \geq 2 \epsilon_{0}^{-1}\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq^{i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq 1\right) .
\end{aligned}
$$

Now by (3.34), we have for all large $n$,

$$
\begin{align*}
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|\left(\overleftarrow{S} \geq^{2}\right)^{-1}\right\|_{(2,2)} \geq 2 \epsilon_{0}^{-1}\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p} \| \overleftarrow{S} \text { i }^{-i}-\bar{\Sigma}^{\geq i} \|_{(2,2)} \geq \epsilon_{0} / 2\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq 1\right) \\
\leq & 2 \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq M_{1} d \sqrt{\log p / n}\right) \\
\rightarrow & 0, \tag{3.35}
\end{align*}
$$

as $n \rightarrow \infty$. Also, let $M_{2}=\max \left(2 M_{1} / \epsilon_{0}^{2},\left(2 \epsilon_{0}^{-2}\right)^{2}\right)$, then $\epsilon_{0} M_{2} /\left(2 \epsilon_{0}^{-1}\right) \geq M_{1}$. Note that

$$
\begin{align*}
& \max _{1 \leq i \leq p}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \\
\leq & \max _{1 \leq i \leq p}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}\left\|\tilde{\Sigma}^{\geq i}-\bar{\Sigma}^{\geq i}\right\|_{(2,2)}\left\|\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \\
\leq & \left(2 \epsilon_{0}^{-2}\right)^{2} \gamma(d) \leq M_{2} \gamma(d) \tag{3.36}
\end{align*}
$$

Hence, it follows from (3.34), (3.35) and $\max _{1 \leq i \leq p}\left\|\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \leq \epsilon_{0}{ }^{-1}$ that

$$
\begin{align*}
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|\left(\overleftarrow{S} \geq^{i}\right)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \geq M_{2} d \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq i}\right\|_{(2,2)} \geq \epsilon_{0} M_{2} d \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\max _{1 \leq i \leq p}\left\|\overleftarrow{S} \geq i-\bar{\Sigma}^{\geq}\right\|_{(2,2)} \geq\left(\epsilon_{0} M_{2} /\left(2 \epsilon_{0}^{-1}\right)\right) d \sqrt{\log p / n}\right)+ \\
& \bar{P}\left(\max _{1 \leq i \leq p}\left\|(\overleftarrow{S} \geq i)^{-1}\right\|_{(2,2)} \geq 2 \epsilon_{0}^{-1}\right) \\
\rightarrow & 0 \tag{3.37}
\end{align*}
$$

as $n \rightarrow \infty$.
Proof of Lemma 3.6. Note that the first column of $\left(\tilde{\Sigma}^{\geq i}\right)^{-1}$ is $\left[\begin{array}{c}1 / \tilde{c}_{i} \\ -\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>} / \tilde{c}_{i}\end{array}\right]$. Also note that $\operatorname{eig}_{1}\left(\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right) \leq 1 / \tilde{c}_{i} \leq\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}$. Thus

$$
\min _{i} \tilde{c}_{i}=\left(\max _{i}\left\{1 / \tilde{c}_{i}\right\}\right)^{-1} \geq\left(\max _{i}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)}\right)^{-1}=\min _{i} \operatorname{eig}_{1}\left(\tilde{\Sigma}^{\geq i}\right) \geq \epsilon_{0} / 2,
$$

and

$$
\max _{i} \tilde{c}_{i}=\left(\min _{i}\left\{1 / \tilde{c}_{i}\right\}\right)^{-1} \leq\left(\min _{i}\left\{\operatorname{eig} g_{1}\left(\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right)\right\}\right)^{-1}=\max _{i}\left\|\tilde{\Sigma}^{\geq i}\right\|_{(2,2)} \leq 2 \epsilon_{0}^{-1} .
$$

Similarly,

$$
\epsilon_{0} \leq \min _{i} \overline{c_{i}} \leq \max _{i} \bar{c}_{i} \leq \epsilon_{0}^{-1} .
$$

Note that

$$
\begin{aligned}
\max _{i} c_{i} & \leq \max _{i} \bar{c}_{i}+\max _{i}\left|c_{i}-\bar{c}_{i}\right| \\
& \leq \max _{i} \bar{c}_{i}+\max _{i} c_{i} \bar{c}_{i}\left|1 / c_{i}-1 / \bar{c}_{i}\right| \\
& \leq \epsilon_{0}^{-1}\left(1+\max _{i} c_{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }\right)
\end{aligned}
$$

which implies that if $\epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }<1$,

$$
\max _{i} c_{i} \leq \frac{\epsilon_{0}^{-1}}{1-\epsilon_{0}^{-1} \max _{i}\left\|(\stackrel{\widetilde{S} \geq i}{ })^{-1}-(\bar{\Sigma} \geq i)^{-1}\right\|_{\max }}
$$

Hence, for all large $n$,

$$
\begin{aligned}
& \bar{P}\left(\max _{i} c_{i} \geq 2 \epsilon_{0}^{-1}\right) \\
\leq & \bar{P}\left(\max _{i} c_{i} \geq 2 \epsilon_{0}^{-1}, \epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }<1\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq 1\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \bar{P}\left(\frac{\epsilon_{0}^{-1}}{1-\epsilon_{0}^{-1} \max _{i}\left\|\left(\overleftarrow{S} \geq^{i}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }} \geq 2 \epsilon_{0}^{-1}\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{i} \|(\overleftarrow{S} \geq i\right. \\
&)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1} \|_{\max } \geq 1\right)
\end{aligned}
$$

By (3.37), it now follows that for all large $n$,

$$
\begin{aligned}
& \bar{P}\left(\max _{i} c_{i} \geq 2 \epsilon_{0}^{-1}\right) \\
\leq & \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq \epsilon_{0} / 2\right)+ \\
& \bar{P}\left(\epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq 1\right) \\
\leq & 2 \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq M_{2} d \sqrt{\log p / n}\right) \\
\rightarrow & 0
\end{aligned}
$$

as $n \rightarrow \infty$. Now,

$$
\begin{aligned}
\max _{i}\left|c_{i}-\bar{c}_{i}\right| & =\max _{i} c_{i} \bar{c}_{i}\left|1 / c_{i}-1 / \bar{c}_{i}\right| \\
& \leq\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right|+\max _{i} \bar{c}_{i}\right) \max _{i} \bar{c}_{i} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \\
& \leq\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right|+\epsilon_{0}^{-1}\right) \epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }
\end{aligned}
$$

which again implies that if $\epsilon_{0}^{-1} \max _{i}\left\|\left(\overleftarrow{S}^{\geq i}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }<1$,

$$
\begin{equation*}
\left.\max _{i}\left|c_{i}-\bar{c}_{i}\right| \leq \frac{\epsilon_{0}^{-2} \max _{i} \|(\overleftarrow{S} \geq i}{}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1} \|_{\max } \tag{3.38}
\end{equation*}
$$

Let $M_{3}=2 \epsilon_{0}^{-2} M_{2}$, then

$$
\frac{M_{3} d \sqrt{\log p / n}}{\epsilon_{0}^{-2}+M_{3} d \sqrt{\log p / n} \epsilon_{0}^{-1}} \geq \frac{M_{3} d \sqrt{\log p / n}}{2 \epsilon_{0}^{-2}}=M_{2} d \sqrt{\log p / n}
$$

for all large $n$. It follows from (3.37) and (3.38) that for all large $n$,

$$
\begin{aligned}
& \bar{P}\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right| \geq M_{3} d \sqrt{\log p / n}\right) \\
\leq & \bar{P}\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right| \geq M_{3} d \sqrt{\log p / n}, \epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max }<1\right) \\
& +\bar{P}\left(\epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq 1\right) \\
\leq & \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq \frac{M_{3} d \sqrt{\log p / n}}{\epsilon_{0}^{-2}+M_{3} d \sqrt{\log p / n} \epsilon_{0}^{-1}}\right) \\
& +\bar{P}\left(\epsilon_{0}^{-1} \max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq 1\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq 2 \bar{P}\left(\max _{i}\left\|(\overleftarrow{S} \geq i)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \geq M_{2} d \sqrt{\log p / n}\right) \\
& \rightarrow 0 \tag{3.39}
\end{align*}
$$

as $n \rightarrow \infty$. Note that by (3.36),

$$
\begin{aligned}
\max _{i}\left|\tilde{c}_{i}-\bar{c}_{i}\right| & =\max _{i} \tilde{c}_{i} \bar{c}_{i}\left|1 / \tilde{c}_{i}-1 / \overline{c_{i}}\right| \\
& \leq 2 \epsilon_{0}^{-2} \max _{i}\left\|\left(\tilde{\Sigma}^{\geq i}\right)^{-1}-\left(\bar{\Sigma}^{\geq i}\right)^{-1}\right\|_{\max } \\
& \leq 2 \epsilon_{0}^{-2} M_{2} \gamma(d) \\
& =M_{3} \gamma(d)
\end{aligned}
$$

we get

$$
\begin{aligned}
& \bar{P}\left(\max _{i}\left|c_{i}-\tilde{c}_{i}\right| \geq M_{3}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right| \geq M_{3} d \sqrt{\log p / n}\right) \\
\rightarrow & 0
\end{aligned}
$$

Also, by (3.39), and the fact that $\min _{i} \bar{c}_{i} \geq \epsilon_{0}$, it follows that for all large $n$,

$$
\begin{aligned}
\bar{P}\left(\min _{i} c_{i} \leq \epsilon_{0} / 2\right) & \leq \bar{P}\left(\min _{i} \bar{c}_{i}-\max _{i}\left|c_{i}-\overline{c_{i}}\right| \leq \epsilon_{0} / 2\right) \\
& \leq \bar{P}\left(\max _{i}\left|c_{i}-\overline{c_{i}}\right| \geq \epsilon_{0} / 2\right) \\
& \leq \bar{P}\left(\max _{i}\left|c_{i}-\bar{c}_{i}\right| \geq M_{3} d \sqrt{\log p / n}\right) \\
& \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. This completes the proof.
Proof of Lemma 3.7. Note that $\hat{\Omega}$ is the unique minimizer of the function $\operatorname{tr}(A S)-\log \operatorname{det}(A), A \in P_{G}$. Since all principal sub matrices of $S$ with size less than or equal to $n$ are positive definite with $\bar{P}$-probability one, it follows from (3.28) (with $R=S$ ) that the Cholesky factor $\hat{L}$ of $\hat{\Omega}$ satisfies

$$
\begin{equation*}
\hat{L}_{i i}=\sqrt{\frac{1}{S_{i i}-\left(S_{\cdot i}^{>}\right)^{T}\left(S^{>i}\right)^{-1} S_{\cdot i}^{>}}}, \quad \hat{L}_{\cdot i}^{>}=-\hat{L}_{i i}\left(S^{>i}\right)^{-1} S_{\cdot i}^{>}, \quad 1 \leq i \leq p \tag{3.40}
\end{equation*}
$$

Now, using (3.32) and repeating the proof of Lemma 3.5 verbatim, except by using $S$ in place of $\overleftarrow{S}$, we obtain (similar to (3.11)) that

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i \leq p}\left\|\left(S^{\geq i}\right)^{-1}-\left(\tilde{\Sigma}^{\geq i}\right)^{-1}\right\|_{(2,2)} \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.41}
\end{equation*}
$$

for a large enough constant $M_{2}$ (not depending on $n$ ). Now, it follows by (3.40), and the fact

$$
S^{\geq i}=\left[\begin{array}{cc}
S_{i i} & \left(S_{\cdot i}^{>}\right)^{T} \\
S_{\cdot i}^{>} & S^{>i}
\end{array}\right]
$$

that the first column of $\left(S^{\geq i}\right)^{-1}$ is given by $\left(\hat{L}_{j i} \hat{L}_{i i}\right)_{j \geq i,(i, j) \in E}$. Similarly, by Lemma 3.2 , it follows that the first column of $(\tilde{\Sigma} \geq i)^{-1}$ is given by $\left(\tilde{L}_{j i} \tilde{L}_{i i}\right)_{j \geq i,(i, j) \in E}$. By (3.41), we get that

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i \leq j \leq p,(i, j) \in E}\left|\hat{L}_{j i} \hat{L}_{i i}-\tilde{L}_{j i} \tilde{L}_{i i}\right| \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.42}
\end{equation*}
$$

as $n \rightarrow \infty$. In particular, (3.42) implies that

$$
\begin{aligned}
& \bar{P}\left(\max _{1 \leq i \leq p}\left|\hat{L}_{i i}^{2}-\tilde{L}_{i i}^{2}\right| \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \\
= & \bar{P}\left(\max _{1 \leq i \leq p}\left|\hat{L}_{i i}+\tilde{L}_{i i}\right|\left|\hat{L}_{i i}-\tilde{L}_{i i}\right| \geq M_{2}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\rightarrow & 0
\end{aligned}
$$

as $n \rightarrow \infty$. Since $\hat{L}_{i i}>0$ and $\sqrt{\epsilon_{0} / 2} \leq \tilde{L}_{i i} \leq \sqrt{2 / \epsilon_{0}}$ (by Lemma 3.2 and 3.6), we have

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i \leq p}\left|\hat{L}_{i i}-\tilde{L}_{i i}\right| \geq M_{2}(d \sqrt{\log p / n}+\gamma(d)) / \sqrt{\epsilon_{0} / 2}\right) \rightarrow 0 \tag{3.43}
\end{equation*}
$$

as $n \rightarrow \infty$, which further implies that

$$
\begin{equation*}
\bar{P}\left(\min _{1 \leq i \leq p} \hat{L}_{i i} \geq \sqrt{\epsilon_{0}} / 2\right) \rightarrow 1 \tag{3.44}
\end{equation*}
$$

as $n \rightarrow \infty$. Note that $\|\tilde{L}\|_{\max } \leq\|\tilde{L}\|_{(2,2)} \leq \sqrt{2 / \epsilon_{0}}$. Hence, we get, for $j>$ $i,(i, j) \in E$,

$$
\begin{align*}
\left|\hat{L}_{j i} \hat{L}_{i i}-\tilde{L}_{j i} \tilde{L}_{i i}\right| & \geq \hat{L}_{i i}\left|\hat{L}_{j i}-\tilde{L}_{j i}\right|-\tilde{L}_{j i}\left|\hat{L}_{i i}-\tilde{L}_{i i}\right| \\
& \geq \hat{L}_{i i}\left|\hat{L}_{j i}-\tilde{L}_{j i}\right|-\sqrt{2 / \epsilon_{0}}\left|\hat{L}_{i i}-\tilde{L}_{i i}\right| \tag{3.45}
\end{align*}
$$

It follows by (3.42), (3.43), (3.44) and (3.45) that

$$
\begin{equation*}
\bar{P}\left(\max _{1 \leq i<j \leq p,(i, j) \in E}\left|\hat{L}_{j i}-\tilde{L}_{j i}\right| \geq M_{2}^{*}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.46}
\end{equation*}
$$

as $n \rightarrow 0$, where $M_{2}^{*}=\frac{2}{\sqrt{\epsilon_{0}}}\left(1+\frac{2}{\epsilon_{0}}\right) M_{2}$. It follows by (3.43), (3.46) and Lemma 3.1 that

$$
\begin{equation*}
\bar{P}\left(\|\hat{L}-\tilde{L}\|_{(2,2)} \geq\left(\sqrt{2 / \epsilon_{0}} M_{2}+M_{2}^{*}\right) d(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.47}
\end{equation*}
$$

as $n \rightarrow \infty$.
Since

$$
\|\bar{\Omega}-\tilde{\Omega}\|_{(\infty, \infty)} \leq \gamma(d)
$$

it suffices to show that

$$
\bar{P}\left(\|\hat{\Omega}-\tilde{\Omega}\|_{(\infty, \infty)} \geq \tilde{K} \epsilon_{n}\right) \rightarrow 0
$$

for a large enough $\tilde{K}$.

By Lemma 3.1, we have

$$
\begin{align*}
& \bar{P}\left(\|\hat{\Omega}-\tilde{\Omega}\|_{(\infty, \infty)} \geq \tilde{K} \epsilon_{n}\right) \\
\leq & \bar{P}\left(\|\hat{\Omega}-\tilde{\Omega}\|_{(2,2)} \geq \tilde{K} \epsilon_{n} / \sqrt{d}\right) \\
= & \bar{P}\left(\left\|\hat{L} \hat{L}^{T}-\tilde{L} \tilde{L}^{T}\right\|_{(2,2)} \geq \tilde{K} \epsilon_{n} / \sqrt{d}\right) \\
\leq & \bar{P}\left(\|\hat{L}\|_{(2,2)}\|\hat{L}-\tilde{L}\|_{(2,2)}+\|\tilde{L}\|_{(2,2)}\|\hat{L}-\tilde{L}\|_{(2,2)} \geq \tilde{K} \epsilon_{n} / \sqrt{d}\right) \\
\leq & \bar{P}\left(\left(2\|\tilde{L}\|_{(2,2)}+\|\hat{L}-\tilde{L}\|_{(2,2)}\right)\|\hat{L}-\tilde{L}\|_{(2,2)} \geq \tilde{K} \epsilon_{n} / \sqrt{d}\right) \\
\leq & \bar{P}\left(\|\hat{L}-\tilde{L}\|_{(2,2)} \geq \frac{\tilde{K} \epsilon_{n}}{4\|\tilde{L}\|_{(2,2)} \sqrt{d}}\right)+ \\
& \bar{P}\left(\|\hat{L}-\tilde{L}\|_{(2,2)} \geq \frac{\sqrt{\tilde{K}} \sqrt{\epsilon_{n}}}{\sqrt{2} \sqrt[4]{d}}\right) . \tag{3.48}
\end{align*}
$$

Since $\epsilon_{0} / 2 \leq e i g_{1}(\tilde{\Omega}) \leq e i g_{p}(\tilde{\Omega}) \leq\left(\epsilon_{0} / 2\right)^{-1}$, it follows that $\sqrt{\epsilon_{0} / 2} \leq\|\tilde{L}\|_{(2,2)}=$ $\left\{\text { eig }_{p}(\tilde{\Omega})\right\}^{1 / 2} \leq\left(\epsilon_{0} / 2\right)^{-1 / 2}$. Also by Assumption 3, it follows that $\sqrt{\epsilon_{n}} / \sqrt[4]{d} \geq$ $\epsilon_{n} / \sqrt{d}$ for large enough $n$. In view of these observations and (3.48), it suffices to show that $\bar{P}\left(\|\hat{L}-\tilde{L}\|_{(2,2)} \geq \tilde{K}_{1} \epsilon_{n} / \sqrt{d}\right) \rightarrow 0$ as $n \rightarrow \infty$ for a large enough constant $\tilde{K}_{1}$, which is precisely what has been proved in (3.47).
Proof of Lemma 3.8. The density of $X$ is given by

$$
f(x)=2 \lambda^{\alpha} / \Gamma(\alpha) x^{2 \alpha-1} e^{-\lambda x^{2}}, x>0
$$

Using the Legendre Duplication Formula

$$
\Gamma(\alpha) \Gamma(\alpha+1 / 2)=\sqrt{\pi} 2^{1-2 \alpha} \Gamma(2 \alpha)
$$

and the inequalities (see $[19,(1.3)]$ and $[6$, Theorem 1.5]),

$$
\begin{equation*}
\frac{\alpha}{\sqrt{\alpha+1 / 2}} \leq \frac{\Gamma(\alpha+1 / 2)}{\Gamma(\alpha)} \leq \frac{\alpha}{\sqrt{\alpha+1 / 4}}, \quad \Gamma(\alpha+1) \leq \sqrt{2 \pi}\left(\frac{\alpha+1 / 2}{e}\right)^{\alpha+1 / 2} \tag{3.49}
\end{equation*}
$$

we get

$$
\begin{equation*}
\mu=\frac{\Gamma(\alpha+1 / 2)}{\Gamma(\alpha) \sqrt{\lambda}} \geq \frac{\alpha}{\sqrt{\alpha+1 / 2} \sqrt{\lambda}} \tag{3.50}
\end{equation*}
$$

and

$$
\begin{aligned}
E\left[\exp \left\{\lambda(X-\mu)^{2}\right\}\right] & =\int_{0}^{\infty} \frac{2 \lambda^{\alpha}}{\Gamma(\alpha)} x^{2 \alpha-1} e^{-\lambda x^{2}} e^{\lambda(x-\mu)^{2}} d x \\
& =\int_{0}^{\infty} \frac{2 \lambda^{\alpha}}{\Gamma(\alpha)} x^{2 \alpha-1} e^{-2 \lambda \mu x+\lambda \mu^{2}} d x \\
& =\frac{2 \lambda^{\alpha}}{\Gamma(\alpha)} \frac{\Gamma(2 \alpha)}{(2 \lambda \mu)^{2 \alpha}} e^{\lambda \mu^{2}}
\end{aligned}
$$

$$
=\frac{2 \lambda^{\alpha}}{(2 \lambda \mu)^{2 \alpha}} \frac{\Gamma(\alpha+1 / 2)}{\sqrt{\pi} 2^{1-2 \alpha}} e^{\lambda \mu^{2}}
$$

Now, using the second inequality in (3.49) with $\alpha-1 / 2$ and (3.50), we get

$$
\begin{aligned}
E\left[\exp \left\{\lambda(X-\mu)^{2}\right\}\right] & \leq \frac{2 \lambda^{\alpha}}{(2 \alpha \sqrt{\lambda} / \sqrt{\alpha+1 / 2})^{2 \alpha}} \frac{\sqrt{2 \pi}(\alpha / e)^{\alpha}}{\sqrt{\pi} 2^{1-2 \alpha}} e^{\lambda \mu^{2}} \\
& \leq \frac{1}{(\alpha / \sqrt{\alpha+1 / 2})^{2 \alpha}} \sqrt{2}(\alpha / e)^{\alpha} e^{\alpha} \\
& =\sqrt{2}(1+1 /(2 \alpha))^{\alpha} \leq \sqrt{2 e} .
\end{aligned}
$$

Thus, by the Markov inequality,

$$
\operatorname{Pr}(|X-\mu| \geq x)=\operatorname{Pr}\left(\exp \left\{\lambda(X-\mu)^{2}\right\} \geq e^{\lambda x^{2}}\right) \leq \sqrt{2 e} e^{-\lambda x^{2}}
$$

Proof of Lemma 3.9. By Lemma 3.3, $L_{i i}^{2} \mid \boldsymbol{Y} \sim \operatorname{Gamma}\left(\alpha_{i}, \lambda_{i}\right)$, where $\alpha_{i}=(n+$ $\left.v_{i}+\delta\right) / 2+1, \lambda_{i}=n c_{i} / 2$, where $c_{i}=\overleftarrow{S}_{i i}-\left(\overleftarrow{S}_{\cdot i}^{>}\right)^{T}\left(\overleftarrow{S}^{>i}\right)^{-1} \overleftarrow{S}_{\cdot i}^{>}$. By Lemma 3.2 $\tilde{L}_{i i}=1 / \sqrt{\tilde{c}_{i}}$, where $\tilde{c}_{i}=\tilde{\Sigma}_{i i}-\left(\tilde{\Sigma}_{\cdot i}^{>}\right)^{T}\left(\tilde{\Sigma}^{>i}\right)^{-1} \tilde{\Sigma}_{\cdot i}^{>}$. Let $\mu_{i}=E\left(L_{i i}\right)$. Note that

$$
\mu_{i} \leq \sqrt{E\left(L_{i i}^{2}\right)}=\sqrt{\alpha_{i} / \lambda_{i}}=\sqrt{\frac{n+v_{i}+\delta+2}{n c_{i}}} \leq(1+\sqrt{(d+\delta+2) / n}) \sqrt{1 / c_{i}}
$$

Also, by (3.50) in the proof of Lemma 3.8,

$$
\mu_{i} \geq \frac{\alpha_{i}}{\sqrt{\left(\alpha_{i}+1 / 2\right) \lambda_{i}}}=\frac{n+v_{i}+\delta+2}{\sqrt{\left(n+v_{i}+\delta+3\right) n c_{i}}} \geq 1 / \sqrt{c_{i}}
$$

Thus,

$$
\max _{i}\left|\sqrt{1 / c_{i}}-\mu_{i}\right| \leq \sqrt{(d+\delta+2) / n} \sqrt{1 / \min _{i} c_{i}}
$$

Let $M_{6}=4 M_{3} / \epsilon_{0}^{3 / 2}$. It follows that

$$
\begin{align*}
& \bar{P}\left(\max _{i}\left|\tilde{L}_{i i}-\mu_{i}\right| \geq M_{6}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\max _{i}\left|\tilde{L}_{i i}-\sqrt{1 / c_{i}}\right| \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right)+ \\
& \bar{P}\left(\max _{i}\left|\sqrt{1 / c_{i}}-\mu_{i}\right| \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right) \\
= & \bar{P}\left(\max _{i}\left|\frac{c_{i}-\tilde{c_{i}}}{\sqrt{c_{i} \tilde{c}_{i}}\left(\sqrt{c_{i}}+\sqrt{\tilde{c}_{i}}\right.}\right| \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right)+ \\
& \bar{P}\left(\max _{i}\left|\sqrt{1 / c_{i}}-\mu_{i}\right| \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\frac{\max _{i} \mid c_{i}-\tilde{c}_{i}}{} \left\lvert\, \frac{\min _{i} \sqrt{c_{i}}\left(\epsilon_{0} / 2\right)+\min _{i} c_{i} \sqrt{\epsilon_{0} / 2}}{2} \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right.\right)+ \\
& \bar{P}\left(\sqrt{(d+\delta+2) / n} \sqrt{1 / \min _{i} c_{i}} \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right) . \tag{3.51}
\end{align*}
$$

By Lemma 3.6 and Assumption 3, for all large $n$,

$$
\begin{aligned}
& \bar{P}\left(\sqrt{(d+\delta+2) / n} \sqrt{1 / \min _{i} c_{i}} \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\min _{i} c_{i} \leq \frac{4(d+\delta+2)}{M_{6}^{2} d^{2} \log p}\right) \\
\leq & \bar{P}\left(\min _{i} c_{i} \leq \epsilon_{0} / 2\right) \\
\rightarrow & 0
\end{aligned}
$$

as $n \rightarrow \infty$, and

$$
\begin{aligned}
& \bar{P}\left(\frac{\max _{i}\left|c_{i}-\tilde{c}_{i}\right|}{\min _{i} \sqrt{c_{i}}\left(\epsilon_{0} / 2\right)+\min _{i} c_{i} \sqrt{\epsilon_{0} / 2}} \geq\left(M_{6} / 2\right)(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\max _{i}\left|c_{i}-\tilde{c}_{i}\right| \geq M_{3}(d \sqrt{\log p / n}+\gamma(d))\right)+ \\
& \bar{P}\left(\min _{i} \sqrt{c_{i}}\left(\epsilon_{0} / 2\right)+\min _{i} c_{i} \sqrt{\epsilon_{0} / 2} \leq 2 M_{3} / M_{6}\right) \\
\leq & \bar{P}\left(\max _{i}\left|c_{i}-\tilde{c}_{i}\right| \geq M_{3}(d \sqrt{\log p / n}+\gamma(d))\right)+\bar{P}\left(\min _{i} \sqrt{c_{i}} \sqrt{\epsilon_{0}}+\min _{i} c_{i} \leq \epsilon_{0}\right) \\
\leq & \bar{P}\left(\max _{i}\left|c_{i}-\tilde{c}_{i}\right| \geq M_{3}(d \sqrt{\log p / n}+\gamma(d))\right)+\bar{P}\left(\min _{i} c_{i} \leq \epsilon_{0} / 2\right) \\
\rightarrow & 0
\end{aligned}
$$

as $n \rightarrow \infty$. It follows from (3.51) that

$$
\begin{equation*}
\bar{P}\left(\max _{i}\left|\tilde{L}_{i i}-\mu_{i}\right| \geq M_{6}(d \sqrt{\log p / n}+\gamma(d))\right) \rightarrow 0 \tag{3.52}
\end{equation*}
$$

Let $M_{5}$ be large enough such that $1-\epsilon_{0}\left(M_{5}-M_{6}\right)^{2} / 4<0$ and $M_{5}>M_{6}$. Then, for any $\eta>0$,

$$
\begin{align*}
& \bar{P}\left(\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq M_{5}(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right)>\eta\right) \\
\leq & \bar{P}\left(\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq M_{5}(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right)>\eta\right. \\
& \left.\max _{i}\left|\tilde{L}_{i i}-\mu_{i}\right|<M_{6}(d \sqrt{\log p / n}+\gamma(d))\right) \\
& +\bar{P}\left(\max _{i}\left|\tilde{L}_{i i}-\mu_{i}\right| \geq M_{6}(d \sqrt{\log p / n}+\gamma(d))\right) \\
\leq & \bar{P}\left(\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\mu_{i}\right| \geq\left(M_{5}-M_{6}\right)(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right)>\eta\right)+ \\
& \bar{P}\left(\max _{i}\left|\tilde{L}_{i i}-\mu_{i}\right| \geq M_{6}(d \sqrt{\log p / n}+\gamma(d))\right) \tag{3.53}
\end{align*}
$$

Note that, by Lemma 3.6,

$$
\begin{aligned}
& \bar{P}\left(\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\mu_{i}\right| \geq\left(M_{5}-M_{6}\right)(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right)>\eta\right) \\
& \leq \quad \bar{P}\left(\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\mu_{i}\right| \geq\left(M_{5}-M_{6}\right) d \sqrt{\log p / n} \mid \boldsymbol{Y}\right)>\eta\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq \bar{P}\left(p \max _{i} \operatorname{Pr}\left(\left|L_{i i}-\mu_{i}\right| \geq\left(M_{5}-M_{6}\right) d \sqrt{\log p / n} \mid \boldsymbol{Y}\right)>\eta\right) \\
& \stackrel{(a)}{\leq} \bar{P}\left(\sqrt{2 e} p \exp \left\{-\min _{i} c_{i}\left(M_{5}-M_{6}\right)^{2} d^{2} \log p / 2\right\}>\eta\right) \\
& =\bar{P}\left(\sqrt{2 e} p^{1-\min _{i} c_{i}\left(M_{5}-M_{6}\right)^{2} d^{2} / 2}>\eta\right) \\
& \leq \bar{P}\left(\sqrt{2 e} p^{1-\min _{i} c_{i}\left(M_{5}-M_{6}\right)^{2} d^{2} / 2}>\eta, \min _{i} c_{i} \geq \epsilon_{0} / 2\right)+\bar{P}\left(\min _{i} c_{i}<\epsilon_{0} / 2\right) \\
& \leq \bar{P}\left(\sqrt{2 e} p^{1-\epsilon_{0}\left(M_{5}-M_{6}\right)^{2} d^{2} / 4}>\eta\right)+\bar{P}\left(\min _{i} c_{i}<\epsilon_{0} / 2\right) \\
& \rightarrow 0 \tag{3.54}
\end{align*}
$$

as $n \rightarrow \infty$, where ( $a$ ) follows from Lemma 3.8. By (3.52), (3.53) and (3.54), we get

$$
\operatorname{Pr}\left(\max _{i}\left|L_{i i}-\tilde{L}_{i i}\right| \geq M_{5}(d \sqrt{\log p / n}+\gamma(d)) \mid \boldsymbol{Y}\right) \xrightarrow{\bar{P}} 0 .
$$

This completes the proof.
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