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#### Abstract

Let $M_{n}$ be the maximum of $n$ unit Gaussian variables $X_{1}, \ldots$, $X_{n}$ with correlation matrix having minimum eigenvalue $\lambda_{n}$. Then $$
M_{n} \geq \lambda_{n} \sqrt{2 \log n}+o_{p}(1)
$$

As an application, the log likelihood ratio statistic testing for the presence of two components in a 1-dimensional exponential family mixture, with one component known, is shown to be at least $\frac{1}{2} \log \log n\left(1+o_{p}(n)\right)$ under the null hypothesis that there is only one component.
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## 1. Introduction

The asymptotic behaviour of the maximum $M_{n}$ of $n$ independent and identically distributed random variables, with continuous distribution function $F$, is well known following Gumbel [8], namely that

$$
-\log n-\log \left(1-F\left(M_{n}\right)\right) \rightarrow G \text { in distribution, }
$$

where the Gumbel variable $G=-\log (-\log U)$ for $U$ uniform.
When the variables are not independent, but identically distributed, upper bounds for the tail probabilities of $M_{n}$ are available through

$$
\operatorname{Pr}\left\{M_{n} \geq A\right\} \leq n(1-F(A))
$$

but lower bounds are rare.
Berman [2] shows that for stationary Gaussian processes with correlations satisfying

$$
\lim _{|i-j| \rightarrow \infty} \rho\left(X_{i}, X_{j}\right) \log |i-j|=0
$$

the maximum behaves in distribution asymptotically like the maximum of i.i.d variables. Under the slightly weaker condition $\lim _{|i-j| \rightarrow \infty} \rho\left(X_{i}, X_{j}\right)=0$,

$$
\lim _{n \rightarrow \infty} M_{n} /\left(2 \operatorname{var}\left(X_{1}\right) \log n\right)^{\frac{1}{2}}=1
$$

Darling and Erdos [5] state: For $X_{1}, \ldots, X_{n}$ independent and identically distributed with expectation zero, variance 1, finite third absolute third moment,
and standardized partial sums $Z_{i}=\sum_{1 \leq j \leq i} X_{j} / \sqrt{i}$,

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{a(n) \max _{1 \leq i \leq n} Z_{i}<t+b(n)\right\}=\exp \left(-e^{-t}\right) \\
\text { where } a(n)=(2 \log \log n)^{1 / 2} \\
b(n)=2 \log \log n+\frac{1}{2} \log \log \log n-\frac{1}{2} \log (4 \pi)
\end{gathered}
$$

Thus max $Z_{i}$ behaves asymptotically like the maximum of $\log n$ independent unit normals. Essentially, only the sums $Z_{i}$ with $i=o(n)$ determine the maximum asymptotically, and there are about $\log n$ nearly independent sums among those $Z_{i}$. Yao and Davis [13] apply this theorem to find the asymptotic distribution for the likelihood ratio statistic testing for a change in means of a sequence of $n$ independent normal variables with variance 1 . In fact, the test statistic differs negligibly from half the squared maximum of standardized sums. Gombay and Horvath [6] show that the Darling-Erdos asymptotics hold for general one parameter change point problems. Kim and Siegmund [10] study the log likelihood ratio with the change point constrained to lie in the interval [ $\alpha n, 1-\alpha n$ ] for $0<\alpha<\frac{1}{2}$, showing that the test statistic, under the null hypothesis, is distributed asymptotically as half the squared maximum on an internal segment of an Ornstein-Uhlenbeck process.

Our principal result, Theorem 3.4, provides lower bounds for the tail probabilities of the maximum of dependent Gaussian variables. We use the theorem to show the log likelihood ratio statistic testing for the presence of two components in a 1-dimensional exponential family mixture, with one component known, is at least $\frac{1}{2} \log \log n\left(1-o_{p}(n)\right)$ under the null hypothesis of there being only one component.

## 2. General bounds

We will use $E X$ to denote the expectation of the random variable $X$, and $\{S\}$ to denote the function that is 1 when $S$ is true, and 0 when $S$ is false.
Theorem 2.1. Let $M_{n}$ denote the maximum of $n$ random variables $X_{1}, \ldots, X_{n}$ each with continuous distribution function $F$. Then, for each $n$, there exists an exponential variable $W_{n}$ with

$$
-\log n-\log \left(1-F\left(M_{n}\right)\right) \leq W_{n}
$$

Proof. Let $F_{n}$ denote the distribution function of $M_{n}$. Note that $U_{n}=F_{n}\left(M_{n}\right)$ is uniformly distributed, and define $W_{n}=\log \left(1-U_{n}\right)$, which is exponentially distributed. Then

$$
\begin{aligned}
\left\{M_{n}>A\right\} & \leq \sum_{i=1}^{n}\left\{X_{i}>A\right\} \\
1-F_{n}(A) & \leq n(1-F(A)) \\
-\log n-\log \left(1-F\left(M_{n}\right)\right) & \leq W_{n}
\end{aligned}
$$

since $1-F_{n}\left(M_{n}\right) \sim \exp \left(-W_{n}\right)$.

Theorem 2.2. Let $M_{n}$ denote the maximum of $n$ independent random variables $X_{i}, 1 \leq i \leq n$, each with continuous distribution function $F$. Then the function

$$
G\left(M_{n}\right)=-\log \left(-n \log F\left(M_{n}\right)\right)
$$

has a Gumbel distribution and,

$$
G \leq-\log \left(n\left(1-F\left(M_{n}\right)\right)\right) \leq G+\exp (-G) / n
$$

Proof. Since $F\left(M_{n}\right)=F\left(\max _{1 \leq i \leq n} X_{i}\right)=\max _{1 \leq i \leq n} F\left(X_{i}\right)$ is the maximum of $n$ independent uniforms, $F\left(M_{n}\right) \sim U^{\frac{1}{n}}$, so $G=-\log \left(-n \log F\left(M_{n}\right)\right)$ is Gumbel. Then

$$
\begin{aligned}
1-F\left(M_{n}\right) & =1-e^{-\frac{1}{n} \exp (-G)} \\
\frac{1}{n} \exp (-G) /\left(1+\frac{1}{n} \exp (-G)\right) & \leq 1-e^{-\frac{1}{n} \exp (-G)} \leq \frac{1}{n} \exp (-G) \\
G \leq-\log \left(n\left(1-F\left(M_{n}\right)\right)\right) & \leq G+\log \left(1+\frac{1}{n} \exp (-G)\right) \\
G \leq-\log \left(n\left(1-F\left(M_{n}\right)\right)\right) & \leq G+\frac{1}{n} \exp (-G)
\end{aligned}
$$

It follows that the limiting distribution of $-\log n-\log \left(1-F\left(M_{n}\right)\right)$ is the Gumbel distribution. Note that $E$ and $G$ are very close in their tail distributions, so there is not much difference between the upper bounds in the independent and dependent cases.

## 3. Gaussian bounds

In the Gaussian case, we invert the standard tail bounds for $1-\Phi(x)$ for large $x$ so that we can accurately determine the asymptotic distribution of the maximum.
Theorem 3.1. Let $V=-2 \log (1-\Phi(x))-\log (2 \pi)$.

$$
\begin{aligned}
& \text { For } x \geq 2, \quad V-\log V \leq x^{2} \\
& \text { For } x \geq 1, \quad x^{2} \leq V-\log V+\log V / V
\end{aligned}
$$

Proof. The standard bounds from Abramowitz and Stegun [1, p. 932]: For $x \geq 1$, with $y=x^{2}$,

$$
\begin{align*}
\phi(x)\left(\frac{1}{x}-\frac{1}{x^{3}}\right) & \leq 1-\Phi(x)
\end{aligned} \begin{aligned}
& \leq \phi(x)\left(\frac{1}{x}-\frac{1}{x^{3}}+\frac{3}{x^{5}}\right) \\
y+\log y-2 \log \left(1-\frac{1}{y}+\frac{3}{y^{2}}\right) & \leq \quad V \quad \tag{3.1}
\end{align*}
$$

We demonstrate the specified bounds by explicit calculation for moderate $x$, and by using the standard bounds for large $x$. For the lower bound, let $V-y-$ $\log y=2 \log \frac{d V}{d y}=\Delta$ where, from (3.1), $\Delta \leq-2 \log \left(1-\frac{1}{y}\right)$.

$$
\begin{aligned}
y-V+\log V & =\log (V / y)-\Delta \\
& \geq \log (1+\log y / y)+2 \log \left(1-\frac{1}{y}\right) \\
& \geq 0 \text { for } y \geq 11
\end{aligned}
$$

The lower bound is thus established for $y \geq 11$. The lower bound is exhibited in explicit calculation for $4<y<11$, so that the lower bound holds for $y \geq 4$ which is $x \geq 2$.

For the upper bound, using $V=y+\log y+\Delta$ and $\Delta \geq \frac{1}{y}-\frac{3}{y^{2}}$,

$$
\begin{aligned}
y-V+\log V-\log V / V & =\log (V / y)-\log V / V-\Delta \\
& =\log (1+(\log y+\Delta) / y)-\log V / V-\Delta \\
& \leq \log y / y-\log V / V-(1-1 / y) \Delta \\
& \leq(V-y) \log y / y^{2}-(1-1 / y) \Delta \\
& \leq(\log y+\Delta) \log y / y^{2}-(1-1 / y) \Delta \\
& \leq(\log y / y)^{2}-\left(1-1 / y-\log y / y^{2}\right)\left(\frac{1}{y}-\frac{3}{y^{2}}\right) \\
& \leq 0 \text { for } y>5
\end{aligned}
$$

The upper bound is thus established for $y \geq 5$. The upper bound is exhibited in explicit calculation for $1<y<5$, so that the upper bound holds for $x \geq 1$.

Theorem 3.2. Let $M_{n}$ be the maximum of $n$ independent unit Gaussians. Let $N=\log \left(n^{2} / 2 \pi\right)$. For each $n$, there exists a Gumbel variable $G$, a monotone function of $M_{n}$, such that, for $M_{n} \geq 2$,

$$
\begin{aligned}
(N+2 G)-\log (2 G+N) & \leq M_{n}^{2} \leq V-\log V+\log V / V \\
\text { where } V & =N+2 G+2 \exp (-G) / n
\end{aligned}
$$

Proof. Substitute the Gaussian probability bounds from Theorem 3.1 into the probability bounds for $\log \left(1-\Phi\left(M_{n}\right)\right)$ given in Theorem 2.2.

We see from Theorem 3.2, that as $n \rightarrow \infty, M_{n}^{2}-N-\log N \rightarrow 2 G$ in distribution. Note that the bounds apply only to tail probabilities $\operatorname{Pr}\left\{M_{n} \geq A\right\}$ for $A>2$.
Theorem 3.3. Let $M_{n}$ denote the maximum of $n$ unit Gaussian random variables. Let $N=\log \left(n^{2} / 2 \pi\right)$. Then there is an exponential variable $W$ with

$$
M_{n}^{2} \leq \max (1, N+2 W-\log (N+2 W)+\log (N+2 W) /(N+2 W))
$$

Proof. From Theorem 3.1, with $V=-\log (2 \pi)-2 \log \left(1-\Phi\left(M_{n}\right)\right)$, we have, for $M_{n} \geq 1, M_{n}^{2} \leq V-\log V+\log V / V$. From Theorem 2.1, there exists a function $W\left(M_{n}\right)$ distributed exponentially, with $V \leq N+2 W$. Thus,

$$
M_{n}^{2} \leq \max (1, N+2 W-\log (N+2 W)+\log (N+2 W) /(N+2 W))
$$

Asymptotically, $M_{n}^{2}-N-\log N \leq 2 W$ as $n \rightarrow \infty$.

Theorem 3.4. Let $M_{n}$ be the maximum of $n$ zero-mean Gaussian variables $X_{1}, \ldots, X_{n}$. Define

$$
\begin{aligned}
E_{i} & =E\left(X_{i} \mid X_{1}, \ldots, X_{i-1}\right) \\
R_{i} & =X_{i}-E_{i} \\
\sigma_{i}^{2} & =E R_{i}^{2}, \sigma^{2}=\min _{1 \leq i \leq n} \sigma_{i}^{2} \\
\tau_{i}^{2} & =E E_{i}^{2}=E X_{i}^{2}-E R_{i}^{2}, \tau^{2}=\max _{1 \leq i \leq n} \tau_{i}^{2} \\
N & =\log \left(n^{2} / 2 \pi\right) \\
L_{\alpha} & =-2 \log (-\log \alpha)
\end{aligned}
$$

Then, for $N+L_{\alpha} \geq 6$,

$$
\operatorname{Pr}\left\{M_{n} \geq \sigma\left(N+L_{\alpha}-\log \left(N+L_{\alpha}\right)^{\frac{1}{2}}+\tau \Phi^{-1}(\alpha)\right)\right\} \geq 1-2 \alpha
$$

The term $\sigma \sqrt{2 \log n}$ dominates the lower bound for $n$ large, so for each $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{M_{n} \geq \sigma \sqrt{2 \log n}(1-\epsilon)\right\}=1
$$

Proof. We first show that for each real $A$ and non-positive $B$,

$$
\operatorname{Pr}\left\{M_{n} \geq A+B\right\} \geq \operatorname{Pr}\left\{\max _{i} R_{i} \geq A\right\} \min _{i} \operatorname{Pr}\left\{E_{i} \geq B\right\}
$$

Construct $n$ disjoint events

$$
H_{i}=\left\{R_{i} \geq A\right\} \prod_{j>i}\left\{R_{j}<A\right\}
$$

Note that $\sum_{i} H_{i}=\left\{\max _{i} R_{i} \geq A\right\}$. Since the terms $\left\{R_{i} \geq A\right\}$ are independent of all variables $X_{j}, j<i$, the individual terms in each $H_{i}$ are l independent, and $H_{i}$ is independent of $\left\{E_{i} \geq B\right\}$. Also, $\left\{M_{n} \geq A+B\right\} \geq \sum_{i} H_{i}\left\{E_{i} \geq B\right\}$, since at most one of the events $H_{i}\left\{E_{i} \geq B\right\}$ occurs, and if any occurs $M_{n} \geq A+B$. Then

$$
\begin{aligned}
\operatorname{Pr}\left\{M_{n} \geq A+B\right\} & \geq \sum_{i} E H_{i} \operatorname{Pr}\left\{E_{i} \geq B\right\} \\
& \geq \sum_{i} E H_{i} \min _{j} \operatorname{Pr}\left\{E_{j} \geq B\right\} \\
& \geq \operatorname{Pr}\left\{\max _{i} R_{i} \geq A\right\} \min _{i} \operatorname{Pr}\left\{E_{i} \geq B\right\}
\end{aligned}
$$

For $A>0,\left\{\max _{i} R_{i} \geq A\right\} \geq\left\{\sigma \max _{i}\left(R_{i} / \sigma_{i}\right) \geq A\right\}$.
Let $R_{(n)}=\sigma \max _{i}\left(R_{i} / \sigma_{i}\right)$. From Theorem 3.2, for $A / \sigma \geq 2$,

$$
\operatorname{Pr}\left\{R_{(n)} \geq A\right\} \geq \operatorname{Pr}\left\{(N+2 G-\log (N+2 G))^{\frac{1}{2}} \geq A / \sigma\right\}
$$

Since $\operatorname{Pr}\left\{2 G \geq L_{\alpha}\right\}=1-\alpha$, for $N+L_{\alpha} \geq 6$ (which implies $A / \sigma \geq 2$ ),

$$
\operatorname{Pr}\left\{R_{(n)} \geq \sigma\left(N+L_{\alpha}-\log \left(N+L_{\alpha}\right)\right)^{\frac{1}{2}}\right\} \geq 1-\alpha
$$

Also $\min _{i} \operatorname{Pr}\left\{E_{i} \geq B\right\}=1-\Phi(B / \tau)$, so

$$
\min _{i} \operatorname{Pr}\left\{E_{i} \geq \tau \Phi^{-1}(\alpha)\right\}=1-\alpha
$$

Combining the two bounds gives, for $N+L_{\alpha} \geq 6$,

$$
\operatorname{Pr}\left\{M_{n} \geq \sigma\left(N+L_{\alpha}-\log \left(N+L_{\alpha}\right)^{\frac{1}{2}}+\tau \Phi^{-1}(\alpha)\right)\right\} \geq 1-2 \alpha
$$

as asserted.
For each $\epsilon>0, \sqrt{2 \log n}(1-\epsilon)<N+L_{\alpha}-\log \left(N+L_{\alpha}\right)^{\frac{1}{2}}+\tau \Phi^{-1}(\alpha)$ for $n$ large, so that, for each $\alpha>0$,

$$
\operatorname{Pr}\left\{M_{n} \geq \sigma \sqrt{2 \log n}(1-\epsilon)\right\} \geq 1-2 \alpha
$$

as required.

## 4. Diagonally dominated correlation matrices

If the random variables $X_{1}, \ldots, X_{n}$ have correlation matrix $C$, then

$$
1-\tau^{2}=\sigma^{2} \geq \min _{i} \frac{1}{\left(C^{-1}\right)_{i i}} \geq \min _{x} \frac{x^{\prime} C x}{x^{\prime} x}=\lambda
$$

If a sequence of corrrelation matrices $C$ for $n$ gaussians has minimum eigenvalue exceeding $\lambda$, the lower bound of Theorem 3.4 holds with $\lambda$ substituted for $\sigma^{2}$ and $1-\lambda$ is substituted for $\tau^{2}$ :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{M_{n} \geq \lambda \sqrt{2 \log n}(1-\epsilon)\right\}=1 \tag{4.1}
\end{equation*}
$$

The principal contributor to the bound is the minimum eigenvalue. A correlation matrix $C$ is strictly diagonally dominated if

$$
1>\max _{i}\left(\sum_{j \mid j \neq i}\left|C_{i j}\right|\right)
$$

For such a matrix, Varah [12] shows that the minimum eigenvalue $\lambda$ satisfies

$$
\lambda \geq 1-\max _{i}\left(\sum_{j \mid j \neq i}\left|C_{i j}\right|\right) .
$$

In practice then, to find a lower bound for the maximum, we look for a subset of the variables such that each is unpredictable from the rest. One way to find that selection is to make sure the absolute correlations in each row have a small sum.

## 5. Asymptotic lower bound for the log likelihood ratio in exponential family mixtures

In Hartigan [9] it was shown that the maximum log likelihood ratio for testing the mixture $(1-p) \phi(x)+p \phi(x-\theta)$ against the null hypotheses $\phi(x)$ diverged in probability to $\infty$ under the null hypothesis, and it was conjectured that the
maximum would be $O_{p}(\log \log n)$. Bickel and Chernoff [3] used the Komlos, Major and Tusnady [11] "Hungarian construction" to show that the maximum $\log$ likelihood is indeed $\frac{1}{2} \log \log n\left(1+o_{p}(1)\right)$. Chernoff and Lander [4], studying mixtures of binomials with $k$ trials, show that the maximum log likelihood ratio is asymptotically finite, and conjecture that it would $O(\sqrt{\log k})$ for $k$ large. See also Ghosh and Sen [7].
Theorem 5.1. Let $f(x, \theta)=\exp (x \theta-c(\theta)), \theta \in T$, be a one-dimensional exponential family of densities with respect to a base measure $\mu$, with the real interval $T$ consisting of those parameter values $\theta$ for which $\int \exp (x \theta) d \mu(x)$ is finite. The Jeffreys density is $j(\theta)=\sqrt{c^{\prime \prime}(\theta)}$.

Suppose that, for some $A>0$,

1. The upper endpoint of $T$ is $\infty$.
2. $\int_{A}^{\infty} j(\theta) d \theta=\infty$.
3. $\sup _{A<\theta<\infty}\left|j^{\prime}(\theta)\right| / j(\theta)<\infty$.

Then, for each $\theta_{0} \in T$, for $n$ observations $X_{1}, \ldots, X_{n}$ from $f\left(x, \theta_{0}\right)$, the log likelihood ratio test statistic for the mixture

$$
\begin{gathered}
\left((1-p) f\left(x, \theta_{0}\right)+p f(x, \theta), 0 \leq p \leq 1, \theta \in T\right) \text { versus } f\left(x, \theta_{0}\right) \\
L L_{n}=\sup _{p, \theta} \sum_{1 \leq i \leq n} \log \left(1+p\left(\frac{f\left(X_{i}, \theta\right)}{f\left(X_{i}, \theta_{0}\right)}-1\right)\right)
\end{gathered}
$$

satisfies $L L_{n} \geq \frac{1}{2} \log \log n\left(1+o_{p}(n)\right)$ as $n \rightarrow \infty$.
Proof. It will be convenient, without loss of generality, to assume

$$
\theta_{0}=0, A=0, c(0)=1, c^{\prime \prime}(0)=1, \sup _{0<\theta<\infty}\left|j^{\prime}(\theta)\right| / j(\theta)=1
$$

Define $J(\theta)=\int_{0}^{\theta} j(v) d v$.
In order to facilitate the uniform approximation of a likelihood process by a gaussian process, let $U$ be uniformly distributed, and let $X$ be a function on $[0,1]$, such that $X(U)$ has the density $f\left(x, \theta_{0}\right)$ with respect to $\mu$. A random sample $U_{1}, \ldots U_{2}$ from the uniform generates the sample $X\left(U_{1}\right), \ldots, X\left(U_{n}\right)$ from the member of the exponential family at $\theta=0$.

Define, for $0 \leq \theta<\infty$,

$$
\begin{aligned}
Y(U, \theta) & =\exp (X(U) \theta-c(\theta))-1 \\
L_{n}(p, \theta) & =\sum_{1 \leq i \leq n} \log \left(1+p Y\left(U_{i}, \theta\right)\right) \\
L_{n}(\theta) & =\sup _{0 \leq p \leq 1} L_{n}(p, \theta) \\
L L_{n} & =\sup _{0 \leq \theta<\infty} L_{n}(\theta) \\
l_{n}(\theta) & =\sum_{i}\left(Y\left(U_{i}, \theta\right) / \sqrt{\sum_{i} Y\left(U_{i}, \theta\right)^{2}}\right.
\end{aligned}
$$

For $T_{n}$ a subset of $\{0 \leq \theta<\infty\}$, define uniform orders of magnitude by

$$
\begin{aligned}
& A(n, \theta)=o_{p}^{T_{n}}(1) \quad: \quad \max _{\theta \in T_{n}}|A(n, \theta)|=o_{p}(1) \text { as } n \rightarrow \infty \\
& A(n, \theta)=O_{p}^{T_{n}}(1) \quad: \max _{\theta \in T_{n}}|A(n, \theta)|=O_{p}(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

Outline of the proof:
Step 1: Identify a subset $T_{n}$ of size $O\left(\sqrt{\log n} /(\log \log n)^{2}\right)$ such that the correlations between the neighboring values are less than $1 / \log n$.
Step 2: For some gaussian process $g_{n}(\theta)$ with unit variances and the same correlations as $Y(\theta), g_{n}(\theta)=l_{n}(\theta)+o_{p}^{T_{n}}(1)$.
Step 3: The maximum log likelihood ratio at $\theta, L_{n}(\theta) \geq \frac{1}{2} l_{n}^{+}(\theta)^{2}\left(1+o_{p}^{T_{n}}(1)\right)$.
Step 4: Combine approximations to show $L L_{n} \geq \frac{1}{2} \log \log n\left(1+o_{p}(1)\right)$.

## Step 1: Identify a subset $T_{n}$ of size $O\left(\sqrt{\log n} /(\log \log n)^{2}\right)$ such that

 the correlations between the neighboring values are less than $1 / \log n$.The covariance of $Y(u)$ and $Y(v)$ is $\operatorname{cov}(u, v)=\exp (c(u+v)-c(u)-c(v))-1$. It may be verified, by integrating by parts, that

$$
c(u+v)-c(u)-c(v)=\int \min (w, u, u+v-w)^{+} c^{\prime \prime}(w) d w
$$

Since $c$ is strictly convex and $\min (w, u, u+v-w)^{+}$is non-decreasing in $u$ and $v$ for all $w$, and is increasing for some values of $w$, it follows that $c(u, v)$ is increasing in $u$ and $v$. Also, since $c^{\prime}(u+w)-c^{\prime}(w)=\int_{0}^{u} c^{\prime \prime}(w+x) d x$ is nondecreasing in $u$, for $0 \leq u \leq v \leq w$,

$$
\frac{\partial}{\partial w}(\log \operatorname{cov}(u, w)-\log \operatorname{cov}(v, w))=\frac{c^{\prime}(u+w)-c^{\prime}(w)}{1+1 / \operatorname{cov}(u, w)}-\frac{c^{\prime}(v+w)-c^{\prime}(w)}{1+1 / \operatorname{cov}(v, w)} \leq 0
$$

Thus $\operatorname{cov}(u, w) / \operatorname{cov}(v, w)$ is decreasing in $w$, so the covariances are
submultiplicative : for $0<u \leq v \leq w, \operatorname{cov}(u, w) \operatorname{cov}(v, v) \leq \operatorname{cov}(u, v) \operatorname{cov}(v, w)$.
For $u \leq v, \operatorname{cov}(u, u) \leq \operatorname{cov}(u, v) \leq \operatorname{cov}(v, v)$, so the correlation $\rho(u, v)$ satisfies

$$
\begin{aligned}
\log (\rho(u, v))+\frac{1}{2} \log (1-1 / \operatorname{cov}(u, u)) & \leq c(u+v)-\frac{1}{2} c(2 u)-\frac{1}{2} c(2 v) \\
& =-\frac{1}{2} \int(|v-u|-|w-(v+u)|)^{+} c^{\prime \prime}(w) d w \\
& \leq-\frac{1}{8}(J(2 v)-J(2 u))^{2}
\end{aligned}
$$

The last assertion follows from condition $(3):\left|j^{\prime}(\theta)\right| \leq j(\theta)$. The smallest value of $I_{2}=\int(|v-u|-|w-(v+u)|)^{+} c^{\prime \prime}(w) d w$ for a given value of $I_{1}=\int_{2 u}^{2 v} j(w) d w$ occurs when $c^{\prime \prime}$ is concentrated as much as possible near the endpoints of the interval $(2 u, 2 v)$, which is when $\left|j^{\prime}(\theta)\right|=j(\theta)$ in the interval.

In this case,

$$
\frac{I_{2}}{I_{1}^{2}}=\frac{e^{2(v-u)}-2(v-u)-1}{4\left(e^{(v-u)}-1\right)^{2}}
$$

which has a minimum value of $\frac{1}{4}$ at $v-u=\infty$. Thus for any choice of $j(\theta)$ satisfying condition (3),

$$
\int(|v-u|-|w-(v+u)|)^{+} c^{\prime \prime}(w) d w \geq \frac{1}{4}(J(2 v)-J(2 u))^{2} .
$$

Choose $\theta_{n}$ such that $J\left(2 \theta_{n}\right)=\sqrt{2 \log n} / \log \log n$ to ensure that $l_{n}(\theta)$ is asymptotically gaussian for $\theta<\theta_{n}$ (to be shown later).

Choose a an initial sequence of parameter values $T_{n}^{*}=\left\{\theta^{1}, \theta^{2}, \ldots, \theta^{k_{n}}\right\}$ in the interval $0<\theta<\theta_{n}$ such that the correlations are less than $\frac{16}{17}$ between all neighbouring pairs $Y\left(\theta^{i}\right), Y\left(\theta^{i+1}\right)$. First choose $\theta^{1}$ large enough so that $\operatorname{cov}\left(\theta^{1}, \theta^{1}\right)>\frac{1}{8}$, (possible since $\operatorname{cov}(u, u) \uparrow \infty$ as $\left.u \rightarrow \infty\right)$. Next, for $j=1,2,3, k_{n}$, choose $\theta^{j+1}$ such that $J\left(2 \theta^{j+1}\right)-J\left(2 \theta^{j}\right)=1$. Then

$$
\begin{aligned}
\log \rho\left(\theta^{j}, \theta^{j+1}\right) & \leq \frac{1}{2} \log \left(1-1 / \operatorname{cov}\left(\theta^{j}, \theta^{j+1}\right)\right)-\frac{1}{8} \leq-\frac{1}{16} \\
\rho\left(\theta^{j}, \theta^{j+1}\right) & \leq \frac{16}{17}
\end{aligned}
$$

We can find $k_{n}^{*}$ such values, with $k_{n}^{*}$ the integer part of $\sqrt{2 \log n} / \log \log n-$ $J\left(2 \theta_{1}\right)$. Since the covariances of the $Y(\theta)$ are submultiplicative, so also are the correlations, and so $\rho\left(\theta^{i}, \theta^{j}\right) \leq\left(\frac{16}{17}\right)^{-|i-j|}$.

Choose $m_{n}$ to be the integer part of $1+17 \log \log n$, so that $\rho\left(\theta^{i}, \theta^{i+m_{n}}\right) \leq$ $1 / \log n$. We now choose the final set of parameter values $T_{n}=\left\{\theta^{1}, \theta^{1+m_{n}}\right.$, $\left.\theta^{1+2 m_{n}}, \ldots\right\}$ of length $k_{n} \geq \sqrt{\log n} /(\log \log n)^{2}$, in which the neighbouring correlations are less than $1 / \log n$, the sum of off-diagonal terms in each row of the correlation matrix is bounded by $2 /(\log n-1)$, and so the smallest eigenvalue of the diagonally dominated correlation matrix exceeds $(1-3 /(\log n-1))$ from Varah [12].

Step 2: For some gaussian process $g_{n}(\theta)$ with unit variances and the same correlations as $Y(\theta), g_{n}(\theta)=l_{n}(\theta)+o_{p}^{T_{n}}(1)$.

It is straightforward to show a uniformly close gaussian approximation to $l_{n}(\theta)$ for any finite number of $\theta$ values, but far more difficult to show a uniform approximation when the number of $\theta$ values increases with $n$.

Let $F_{n}(u)$ be the empirical distribution of the sample $U_{1}, \ldots, U_{n}$ from a uniform distribution. Let $B$ be a Brownian bridge on $[0,1]$, a gaussian process having zero means and covariances $E\left(B_{s} B_{t}\right)=\min (s, t)-s t, 0 \leq s \leq t \leq 1$, the same as the process $\sqrt{n}\left(F_{n}(u)-u\right)$. From Komlos, Major and Tusnady [11], there exists such a brownian bridge $B_{n}$, for each $n$, such that

$$
\sup _{0<u<1}\left|\sqrt{n}\left(F_{n}(u)-u\right)-B_{n}(u)\right|=O_{p}\left(n^{-\frac{1}{2}} \log n\right) .
$$

The variable $Z(U, \theta)=\exp \left(X(U) \theta-\frac{1}{2} c(2 \theta)\right)$, a linear transform of $Y(U, \theta)$, handles more easily because $E Z^{2}(U, \theta)=1$.

Define, following Bickel and Chernoff [3],

$$
\begin{aligned}
S_{n}(\theta) & =n^{-\frac{1}{2}} \sum_{i}\left(Z\left(U_{i}, \theta\right)-E Z(U, \theta)\right) \\
& =\sqrt{n} \int_{0}^{1} Z(u, \theta)\left(d F_{n}(u)-d u\right) \\
G_{n}(\theta) & =\int_{0}^{1} Z(u, \theta) d B_{n}(u) \\
S_{n}^{\alpha}(\theta) & =\sqrt{n} \int_{\alpha}^{1} Z(u, \theta)\left(d F_{n}(u)-d u\right) \\
G_{n}^{\alpha}(\theta) & =\int_{\alpha}^{1} Z(u, \theta) d B_{n}(u)
\end{aligned}
$$

The integral $G_{n}(\theta)$ exists with probability 1 . Since $\sqrt{n}\left(F_{n}(u)-u\right), 0<u<$ 1 , and $B_{n}(u), 0<u<1$, have the same means and covariances, $G_{n}(\theta)$ is a gaussian process with the same variances and covariances as $Z(U, \theta)$ and $S_{n}(\theta)$. We will show that $G_{n}(\theta)$ differs negligibly from $S_{n}(\theta)$ on $T_{n}$. Then we show that $g_{n}(\theta)=G_{n}(\theta) / \sqrt{\operatorname{var} G_{n}(\theta)}$ differs negligibly from $l_{n}(\theta)$ on $T_{n}$. We do this in three steps:

Step 2.1: Bounding the upper tails of the integrals.
Step 2.2: Demonstrating the two truncated integrals are close.
Step 2.3: Showing the empirical variance is close to the theoretical variance.
Step 2.4: Combine previous approximations to construct the gaussian process $g_{n}(\theta)$ to uniformly approximate $l_{n}(\theta)$ over $\theta \in T_{n}$.

## Step 2.1: Bounding the upper tails of the integrals.

We bound the tail integrals in the region $\{u>\alpha\}=\left\{Z(u, \theta)>n^{\frac{1}{2}}(\log n)^{-2}\right\}$. Note that $S_{n}^{\alpha}(\theta)$ and $G_{n}^{\alpha}(\theta)$ have the same second moment. Then, using $c(\theta)=$ $\int_{0}^{\theta} v c^{\prime \prime}(v) d v$,

$$
\begin{aligned}
E\left(G_{n}^{\alpha}(\theta)\right)^{2} & =\int_{\alpha}^{1} Z^{2}(u, \theta) d u-\left(\int_{\alpha}^{1} Z(u, \theta) d u\right)^{2} \\
& \leq \int_{\alpha}^{1} Z^{2}(u, \theta) d u \\
& \leq \int_{\alpha}^{1} Z^{2+2 \epsilon}(u, \theta)\left(n(\log n)^{-4}\right)^{-\epsilon} d u(\text { Lyaponov bound }) \\
& \leq \exp (c(2 \theta+2 \epsilon)-(1+\epsilon) c(2 \theta)-\epsilon(\log n-4 \log \log n) \\
& \leq \exp \left(\epsilon\left(\int_{0}^{2(\theta+\epsilon)} v c^{\prime \prime}(v) d v-\log n+4 \log \log n\right)\right) \\
& \leq \exp \left(\epsilon\left(\frac{1}{2} J^{2}(2 \theta+2 \epsilon) \log (J(2 \theta+2 \epsilon)+1)-\log n+4 \log \log n\right)\right)
\end{aligned}
$$

The final inequality follows from condition $(2):\left|j^{\prime}(\theta)\right|<j(\theta)$. The largest value of $\int_{0}^{\theta} v c^{\prime \prime}(v) d v$ for given $J(\theta)=\int_{0}^{\theta} \sqrt{c^{\prime \prime}(v)} d v$ occurs for $c^{\prime \prime}(v)=\exp (2 v)$, which increases maximally, and the inequality

$$
\int_{0}^{\theta} c^{\prime \prime}(v) d v \leq \frac{1}{2} J^{2}(\theta) \log (J(\theta)+1)
$$

then holds.
We have chosen $\theta_{n}$ previously, and now choose $\epsilon_{n}$ :

$$
\begin{aligned}
\theta_{n} & : J\left(2 \theta_{n}\right)=\sqrt{2 \log n} / \log \log n \\
\epsilon_{n} & : J\left(2 \theta_{n}+2 \epsilon_{n}\right)=J\left(2 \theta_{n}\right)+1
\end{aligned}
$$

Using condition (2), the smallest value of $\epsilon$ occurs when $j(\theta)$ increases as fast as possible, so that

$$
\begin{aligned}
j(\theta) & =\exp (\theta) \\
J\left(2 \theta_{n}\right) & =\exp \left(2 \theta_{n}\right)-1 \\
1 & =J\left(2 \theta_{n}+2 \epsilon\right)-J\left(2 \theta_{n}\right)=\exp \left(2 \epsilon_{n}\right)-1
\end{aligned}
$$

from which we conclude $\epsilon_{n} \geq\left(4+2 J\left(2 \theta_{n}\right)\right)^{-1}$.
Now dropping $\log \log n$ terms for large $n$ we obtain, for $0<\theta<\theta_{n}$,

$$
E\left(G_{n}^{\alpha}(\theta)\right)^{2} \leq \int_{\alpha}^{1} Z(u, \theta) d u \leq \exp \left(-\frac{1}{2} \sqrt{\log n}\right) \text { for } n \text { large enough. }
$$

Let $T_{n}$ contain $O(\sqrt{\log n})$ values in $\left(0, \theta_{n}\right)$, so

$$
\begin{aligned}
\operatorname{Pr}\left\{\max _{j} G_{n}^{\alpha}\left(\theta^{j}\right)>\eta\right\} & \leq \sum_{j} \operatorname{Pr}\left\{G_{n}^{\alpha}\left(\theta^{j}\right)>\eta\right\} \\
& \leq \eta^{-2} \sum_{j} E G_{n}^{\alpha}\left(\theta^{j}\right)^{2} \\
& \leq \eta^{-2} \sqrt{\log n} \exp \left(-\frac{1}{2} \sqrt{\log n}\right) \text { for } n \text { large enough } \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus $G_{n}^{\alpha}(\theta)=o_{p}^{T_{n}}(1)$ and, by the same argument, $S_{n}^{\alpha}(\theta)=o_{p}^{T_{n}}(1)$, since $G_{n}^{\alpha}(\theta)$ and $S_{n}^{\alpha}(\theta)$ have the same second moments.

## Step 2.2: Bounding the difference between the truncated integrals.

We next bound the difference $\Delta_{n}(\theta)=S_{n}(\theta)-S_{n}^{\alpha}(\theta)-G_{n}(\theta)+G_{n}^{\alpha}(\theta)$ integrating by parts, and noting that $Z(u, \theta)$ increases in $u$ :

$$
\begin{aligned}
\text { Setting } \delta_{n}(u) & =\sqrt{n}\left(d F_{n}(u)-d u\right)-d B_{n}(u) \\
\Delta_{n}(\theta) & =\int_{0}^{\alpha} Z(u, \theta) d \Delta_{n}(u) \\
& =Z(u, \alpha) \delta_{n}(\alpha)-\int_{0}^{\alpha} \Delta_{n}(u) d Z(u, \theta)
\end{aligned}
$$

$$
\begin{aligned}
\left|\Delta_{n}(\theta)\right| & \leq Z(\alpha, \theta)\left|\delta_{n}(\alpha)\right|+\sup _{0<u<1}\left|\delta_{n}(u)\right| \int_{0}^{\alpha} d Z(u, \theta) \\
& \leq 2 Z(\alpha, \theta) \sup _{0<u<1}\left|\Delta_{n}(u)\right| \\
& =O_{p}^{T_{n}}\left(\sqrt{n}(\log n)^{-2}\right) O_{p}^{T_{n}}\left(n^{-\frac{1}{2}} \log n\right) \\
& =O_{p}^{T_{n}}\left((\log n)^{-1}\right) .
\end{aligned}
$$

Combining the tail bounds and trunk difference bounds

$$
\left|S_{n}\left(\theta^{j}\right)-G_{n}\left(\theta^{j}\right)\right|=o_{p}^{T_{n}}(1)
$$

Step 2.3: The first two sample moments are uniformly close to their expectations.

For the first moment, $\operatorname{var}\left(\frac{1}{n} \sum Z\left(U_{i}, \theta\right)\right) \leq \frac{1}{n} E Z^{2}(U, \theta)=1 / n$ so, using chebyshev, $\frac{1}{n} \sum Z\left(U_{i}, \theta\right)=E Z(U, \theta)+o_{p}^{T_{n}}(1)$.

For the second moment, from step 2.1,

$$
E \int_{\alpha}^{1} Z^{2}(u, \theta) d F_{n}=\int_{\alpha}^{1} Z^{2}(u, \theta) d u \leq \exp \left(-\frac{1}{2} \sqrt{\log n}\right)
$$

Also

$$
\int_{\alpha}^{1} d u=\operatorname{Pr}\left\{Z^{2}(U, \theta)>\exp \left(\nu_{n}\right)\right\} \leq E Z^{2}(U, \theta) \exp \left(-2 \nu_{n}\right)=(\log n)^{2} / n
$$

so $E\left|\int_{\alpha}^{1}\left(Z^{2}(u, \theta)-1\right) d F_{n}(u)\right| \leq 2 \exp \left(-\frac{1}{2} \sqrt{\log n}\right)$.
For the truncated integrals, integrating by parts, and using the Dvoretzky-Kiefer-Wolfowitz inequality: $E \sqrt{n} \sup _{u}\left|F_{n}(u)-u\right| \leq 2$,

$$
\begin{aligned}
\int_{0}^{\alpha} Z^{2}(u, \theta)\left(d F_{n}-d u\right) & =Z^{2}(\alpha, \theta)\left(F_{n}(\alpha)-\alpha\right)-\int_{0}^{\alpha}\left(F_{n}(u)-u\right) d Z^{2}(\alpha, \theta) \\
E\left|\int_{0}^{\alpha} Z^{2}(u, \theta)\left(d F_{n}-d u\right)\right| & <4 n^{-\frac{1}{2}} Z^{2}(\alpha, \theta) \\
& <4 \exp \left(\frac{1}{2} \log n-2 \log _{2} n-\frac{1}{2} \log n\right)=4(\log n)^{-2}
\end{aligned}
$$

Since $\sum_{i}\left(Z^{2}\left(U_{i}, \theta\right)-1\right) / n=\int_{0}^{1} Z^{2}(u, \theta)\left(d F_{n}-d u\right)$, summing over the $O(\sqrt{\log n})$ terms in $T_{n}$ gives $\sum_{\theta^{j} \in T_{n}} E\left|\sum_{i}\left(Z^{2}\left(U_{i}, \theta^{j}\right)^{2}-1\right) / n\right| \leq 12(\log n)^{-1}$, which implies $\frac{1}{n} \sum_{i}\left(Z^{2}\left(U_{i}, \theta\right)\right)=1+o_{p}^{T_{n}}(1)$.

## Step 2.4: Gaussian process approximation of $l_{n}(\theta)$.

Since $Z(U, \theta)$ is a linear function of $Y(U, \theta)$,

$$
l_{n}(\theta)=\sum_{i}\left(Y\left(U_{i}, \theta\right)-E Y(U, \theta)\right) / \sqrt{\sum_{i}\left(Y\left(U_{i}, \theta\right)-E Y(U, \theta)\right)^{2}}
$$

$$
=\sum_{i}\left(Z\left(U_{i}, \theta\right)-E Z(U, \theta)\right) / \sqrt{\sum_{i}\left(Z\left(U_{i}, \theta\right)-E Z(U, \theta)\right)^{2}}
$$

We have shown that

$$
\begin{aligned}
S_{n}(\theta) & =G_{n}(\theta)+o_{p}^{T_{n}}(1) \\
n^{-\frac{1}{2}} S_{n}(\theta) & =o_{p}^{T_{n}}(1) \\
\frac{1}{n} \sum_{i} Z^{2}\left(U_{i}, \theta\right) & =1+o_{p}^{T_{n}}(1)
\end{aligned}
$$

Since $\operatorname{var} Z(U, \theta)=1-\exp (2 c(\theta)-c(2 \theta))$ is increasing in $\theta$ and therefore exceeds $\operatorname{var} Z\left(U, \theta^{1}\right)$ for $\theta \in T_{n}$,

$$
g_{n}(\theta)=G_{n}(\theta) / \sqrt{\operatorname{var} Z(U, \theta)}=S_{n}(\theta) / \sqrt{\operatorname{var} Z(U, \theta)}+o_{p}^{T_{n}}(1)
$$

Since $\frac{1}{n} \sum_{i}\left(Z\left(U_{i}, \theta\right)-E Z(U, \theta)\right)^{2}=\operatorname{var} Z(U, \theta)+o_{p}^{T_{n}}(1)$,

$$
l_{n}(\theta)=g_{n}(\theta)+o_{p}^{T_{n}}(1)
$$

which demonstrates step 2 .
Step 3: The maximum $\log$ likelihood at $\theta, L_{n}(\theta) \geq \frac{1}{2} l_{n}^{+}(\theta)^{2}\left(1+o_{p}^{T_{n}}(1)\right)$.
We consider first the maximization of $L_{n}(p, \theta)$ over $p$ with $\theta$ fixed. The $\log$ likelihood ratio is a concave function of $p$ with maximum achieved at $p=0$ when the derivative at $p=0$ is non-positive, that is, when $\sum Y\left(U_{i}, \theta\right) \leq 0$.

Let $s_{n}^{[j]}(\theta)=\sum_{i}\left(Y^{j}\left(U_{i}\right), \theta\right), j=1,2$. By a Taylor expansion of $L_{n}(p, \theta)$ about $p=0$, for all $p$,

$$
L_{n}(\theta) \geq p s_{n}^{[1]}-\frac{1}{2} p^{2} s_{n}^{[2]} /(1-p)
$$

and selecting $\hat{p}=\left(s_{n}^{[1]}(\theta)\right)^{+} / s_{n}^{[2]}(\theta)$,

$$
\max _{p} L_{n}(p, \theta) \geq \frac{1-2 \hat{p}}{2-2 \hat{p}} \hat{l}_{n}^{+}(\theta)^{2}
$$

From step 2, noting that the maximum of $\sqrt{\log n}$ dependent unit gaussians is bounded by $\sqrt{\log n \log n}\left(1+o_{p}(1)\right)$, and that $\operatorname{var} Y(U, \theta)$ is increasing in $\theta$,

$$
\begin{aligned}
n^{-1} s_{n}^{2}(\theta) / \operatorname{var} Y(U, \theta) & =1+o_{p}^{T_{n}}(1), \\
l_{n}(\theta) & =g_{n}(\theta)+o_{p}^{T_{n}}(1) . \\
\hat{p} & =\left(g_{n}^{+}(\theta)+o_{p}^{T_{n}}(1)\right)\left(1+o_{p}^{T_{n}}(1)\right) / \sqrt{n \operatorname{var} Y(U, \theta)} \\
& \leq n^{-\frac{1}{2}}\left(\sqrt{\log \log n}+o_{p}^{T_{n}}(1)\right)\left(1+o_{p}^{T_{n}}(1)\right) / \sqrt{\operatorname{var} Y\left(U, \theta^{1}\right)} \\
& =o_{p}^{T_{n}}(1) . \\
\max _{p} L_{n}(p, \theta) & \geq \frac{1}{2} l_{n}^{+}(\theta)^{2}\left(1+o_{p}^{T_{n}}(1)\right)
\end{aligned}
$$

Step 4: Combine approximations to show $L L_{n} \geq \frac{1}{2} \log \log n\left(1+o_{p}(1)\right)$.
In step 1 we identified a set of parameter values $T_{n}$ of size $k_{n} \geq \sqrt{\log n} /$ $(\log \log n)^{2}$, in which the minimum eigenvalue of the correlation matrix exceeds $1-3 / \log n$.

The approximating Gaussian process $g_{n}(\theta), \theta \in T_{n}$ has the same correlations as the $Y(\theta), \theta \in T_{n}$ and so, from equation (4.1), satisfies, for each $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{\max _{\theta \in T_{n}} g_{n}(\theta) \geq(1-3 / \log n) \sqrt{2 \log \left(\sqrt{\log n} /(\log \log n)^{2}\right)}(1-\epsilon)\right\}=1
$$

which simplifies to $\max _{\theta \in T_{n}} g_{n}(\theta)=\sqrt{\log \log n}\left(1+o_{p}(1)\right)$.
From steps 2 and 4,

$$
L_{n}(\theta) \geq \frac{1}{2} l_{n}^{+}(\theta)^{2}\left(1+o_{p}^{T_{n}}(1)\right)=\frac{1}{2}\left(g_{n}^{+}(\theta)+o_{p}^{T_{n}}(1)\right)^{2}\left(1+o_{p}^{T_{n}}(1)\right)
$$

Thus, as proposed, $L L_{n} \geq \frac{1}{2} \log \log n\left(1+o_{p}(1)\right)$.

## 6. Discussion

Theorem 5.1 applies for the gaussian location, the gamma scale, and the Poisson exponential families. The conditions do not apply for the binomial or the negative binomial. For the binomial having $k$ trials, the Jeffreys integral is $\pi \sqrt{k}$, and from step 1 of the proof, this means there are order $\sqrt{k} / \log k$ parameter values for which the minimum eigenvalue of their correlation matrix exceeds $1-1 / k$. Now letting $k \rightarrow \infty$, and letting $n$ approach $\infty$ fast enough for each $k$ so that the error in the gaussian process approximation becomes uniformly negligible,

$$
L L_{n}(k) \geq\left(\frac{1}{2} \log k\right)\left(1+o_{p}(1)\right)
$$

as conjectured by Chernoff and Lander [4].
To apply these methods more widely, I would suspect that for a similar class of multiparameter exponential families of dimension $d$, the limiting rate for the maximum $\log$ likelihood would exceed $\frac{1}{2} d \log \log n$, on the grounds that a $d$-dimensional grid could be laid out, each direction containing about $\sqrt{\log n}$ points, and with all $(\sqrt{\log n})^{d}$ parameter settings having nearly independent likelihood sums. Certainly the Hungarian construction should be available for general mixture problems; and in principle, seeking out sets of nearly uncorrelated likelihood sums might be possible; however, that project works in the exponential family case only because of the submultiplicative propery.

A referee asked about similar bounds for maxima of non-independent variables in the non-Gaussian case. Following the present path would seek subsets of variables each of which is "nearly independent" of the remaining variables in the
subset. "Nearly independent" generalised from the gaussian case would mean that the tail probabilities of each variable conditioned on all other variables are greater than the tail probabilities of the original variable rescaled. This will be a formidable task if the covariance matrix does not control everything, as it does in the Gaussian case.
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