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Large deviations for sticky Brownian motions*
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Abstract

We consider n-point sticky Brownian motions: a family of n diffusions that evolve
as independent Brownian motions when they are apart, and interact locally so that
the set of coincidence times has positive Lebesgue measure with positive probability.
These diffusions can also be seen as n random motions in a random environment
whose distribution is given by so-called stochastic flows of kernels. For a specific type
of sticky interaction, we prove exact formulas characterizing the stochastic flow and
show that in the large deviations regime, the random fluctuations of these stochastic
flows are Tracy-Widom GUE distributed. An equivalent formulation of this result
states that the extremal particle among n sticky Brownian motions has Tracy-Widom
distributed fluctuations in the large n and large time limit. These results are proved by
viewing sticky Brownian motions as a (previously known) limit of the exactly solvable
beta random walk in random environment.
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1 Introduction and main results

1.1 Introduction

Families of interacting Brownian motions have been related to random matrix theory
in a number of works. For instance at any fixed time nonintersecting Brownian motions
have the same distribution as the eigenvalues of a matrix from the Gaussian unitary
ensemble (GUE) [31]. Certain statistics of families of Brownian motions with asymmetric
reflections also have Tracy-Widom GUE distributed fluctuations [80] as the number
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Large deviations for sticky Brownian motions

of particles goes to +∞. There are many other examples (see for instance [9, 42, 60,
72, 34, 59, 13, 15]), and the ubiquitous occurrence of the GUE can be understood in
the framework of the Kardar-Parisi-Zhang (KPZ) universality class. This framework
predicts that in spatial dimension 1, many growth models, interacting particle systems
and directed polymer models have Tracy-Widom fluctuations in the cube-root time
scale, for appropriate initial data. This class is extremely broad and is not yet clearly
delineated. In particular one may expect that many families of interacting Brownian
motions fall in the KPZ universality class and are related to random matrix theoretic
distributions. The examples cited above all deal with families of Brownian motions with
repulsive interaction; in this paper we study a family of Brownian motions with attractive
interaction called sticky Brownian motions.

In 1952 Feller introduced a reflected Brownian motion sticky at the origin which
evolves as a Brownian motion everywhere except at origin, and has its reflection off the
origin slowed down so that the total time its trajectory spends at the origin has positive
Lebesgue measure [33]. This motion’s law can be characterized by a single stickiness
parameter which determines how much time it spends at the origin. More recently, using
stochastic flows and Dirichlet forms [56, 57] or through a martingale problem [45, 46],
several authors have defined families of n-particle diffusions where the distance between
each pair of particles is a reflected Brownian motion sticky at the origin.

These n-point sticky Brownian motions describe the evolution of mesoscopic particles
with attractive interaction at a scale smaller than their radius; this situation is common
in the study of colloids [44]. Sticky Brownian motions are the diffusive scaling limit of
various models: discrete random walks in random environment [46, 3], certain families
of exclusion processes with a tunable interaction [62], and storage processes [43]. Using
the language of stochastic flows of kernels, sticky Brownians motion can be described as
independent motions in a space-time i.i.d. random environment [57, 53, 68, 69].

In this paper we restrict our attention to a specific one-parameter family of sticky
Brownian motions which we will call uniform sticky Brownian motions where the multi-
particle interactions are completely determined by the two particle interactions. Within
this restricted class, we prove a quenched large deviation principle (Theorem 1.13) for
the random heat kernel (referred to below as the uniform Howitt-Warren stochastic
flow of kernels). We then prove that the random lower order corrections to the large
deviation principle, which come from the random environment, are Tracy-Widom GUE
distributed in the large time limit (Theorem 1.15). This gives a positive answer, in the
case of uniform sticky Brownian motions, to a question posed in [69, Section 8.3 (4)].
Our results can be rephrased to say that as time and the number of particles n are
simultaneously sent to infinity, the position of the extremal particle of n uniform sticky
Brownian motions has Tracy-Widom GUE distributed fluctuations (Corollary 1.17).

We prove these results by viewing uniform sticky Brownian motions as the limit
of a discrete exactly solvable model: the beta random walk in random environment
(RWRE). Using exact formulas for the latter, we prove a Fredholm determinant formula
for the Laplace transform of the random heat kernel associated to sticky Brownian
motions. We then perform rigorous saddle point asymptotics to prove the Tracy-Widom
GUE limit theorem. We also provide mixed moment formulas for the stochastic flow of
kernels, which yield concise formulas for the probability distribution at time t of the
maximum of n-point sticky Brownian motions started from arbitrary particle positions
(Proposition 1.22). Though we uncover the integrability of the model by degenerating
earlier results, this allows us to bring the techniques of integrable probability to bear on
sticky Brownian motions and stochastic flows, which occur as the scaling limit of many
stochastic processes. On a more technical side the asymptotic analysis of the Fredholm
determinant formula for the beta RWRE was challenging and could only be performed for
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Large deviations for sticky Brownian motions

a very specific choice of parameters; we overcome some of these challenges in Section
3 through a careful analysis of the level lines of a meromorphic function with infinitely
many poles.

We also describe intriguing connections (see Remark 1.24) between the uniform
Howitt-Warren (or Le Jan-Raimond) stochastic flow of kernels and the a priori ill-posed
diffusion (considered in physics [52])

dXt = ξ(t,Xt)dt+ dBt,

where ξ is a space time white noise independent from the driving Brownian motion B or
of the stochastic PDE

∂tv =
1

2
∂xxv + ξ∂xv,

associated to the above diffusion via the Kolmogorov backward equation.

1.2 Definitions

Before stating our main results, we need to introduce the notions of sticky Brownian
motions and stochastic flows of kernels. Recall that the local time of a Brownian motion
Bt at the point a is defined by the almost-sure limit

`at (B) = lim
ε→0

1

2ε

∫ t

0

1a−ε6Bs6a+εds = lim
ε→0

1

ε

∫ t

0

1a6Bs6a+εds.

For a continuous semimartingale Xt, the natural time scale is given by its quadratic
variation 〈X,X〉t and we define the local time as the almost sure limit [66, Corollary 1.9,
Chap. VI]

`at (X) = lim
ε→0

1

ε

∫ t

0

1a6Xs6a+εd〈X,X〉t.

Feller initiated the study of Brownian motions sticky at the origin in [33], while studying
general boundary conditions for diffusions on the half line.

Definition 1.1. Brownian motion sticky at the origin can be defined as the weak solution
to the system of stochastic differential equations

dXt = 1{Xt 6=0}dBt, (1.1)∫ t

0

1Xs=0ds =
1

2λ
`0t (X),

where Bt is a Brownian motion. Reflected Brownian motion sticky at the origin can be
defined as Yt = |Xt| where Xt is a Brownian motion sticky at the origin.

Remark 1.2 (Time change). Brownian motion sticky at the origin can be viewed as a
time change of Brownian motion in a construction due to Ito and McKean [47]. Consider
the Brownian motion Bt, and define the continuous increasing function A(t) = t+ 1

2λ`
0
t (B).

Let T (t) = A−1(t) and set Xt = BT (t). We see that Xt is a usual Brownian motion when
Xt 6= 0, because the local time of Bt only increases when Bt = 0. When Xt = 0 time slows
down. We know

∫ t
0
1Xs>0ds = T (t), so

∫ t
0
1Xs=0ds = t − T (t) = 1

2λ`
0
T (t)(B) = 1

2λ`
0
t (X).

This type of time change can be used to produce many processes with sticky interactions.

Remark 1.3 (Discrete limit). Reflected Brownian motion sticky at the origin Yt can also
be viewed as the diffusive limit of a sequence of random walks which tend to stay at
0. For small ε > 0, let Zεt be a discrete time random walk on Z>0, which behaves as a
simple symmetric random walk when it is not at the point 0. When Zεt is at the point
0, at each time step it travels to 1 with probability ε and stays at 0 with probability
1 − ε. The diffusive limit εZ2λε

ε−2t converges to Yt weakly as ε → 0. To understand this
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Figure 1: Left panel: Random walk Z1/5
t leaving 0 with probability 1/5, up to time 25.

Right panel: Reflected Brownian motion sticky at 0 obtained by the scaling limit of Zεt .

convergence see equation (1.3), and note that the drift of the limiting motion at 0 is equal
to 2λ because in each unit of time there are ε−2 opportunities to jump from 0 to ε and
the proportion of these opportunities that is taken is approximately 2λε. The analogous
statement is also true for Brownian motion sticky at the origin. See Figure 1 where a
simulation of Z1/5

t is shown alongside Yt.

From Remark 1.2 and the Tanaka Formula for reflected Brownian motion it is easy to
see that Yt is a weak solution to the system of stochastic differential equations

dYt =
1

2
d`0t (Y ) + 1{Yt>0}dBt, (1.2)

1{Yt=0} =
1

4λ
d`0t (Y ),

Equations (1.2) is equivalent to the single SDE

dYt = 2λ1{Yt=0}dt+ 1{Yt>0}dBt, (1.3)

in the sense that a weak solution to one is a weak solution to the other [32]. Existence
and uniqueness of weak solutions to (1.1) and (1.2) can be found in [32] and references
therein.

Nonexistence of strong solutions to equations (1.1) and (1.2) was first shown in
[24] and [82] (see also [32] for a more canonical arguments which would more easily
generalize to other sticky processes). Several other works have been published on the
existence of solutions to similar SDEs with indicator functions as the coefficient of dBt
or dt including [48, 10]. A more complete history of these SDEs can be found in [32].

We wish to study the evolution of n particles in one spatial dimension where the
difference between any pair of particles is a Brownian motion sticky at the origin. First
we do this for a pair of sticky Brownian motions.

Definition 1.4. The stochastic process (X1(t), X2(t)) is a pair of Brownian motions with
sticky interaction if each Xi is marginally distributed as a Brownian motion and

〈X1, X2〉(t) =

∫ t

0

1X1(s)=X2(s)ds, (1.4)∫ t

0

1X1(s)=X2(s)ds =
1

2λ
`0t (X1 −X2). (1.5)

In other words (X1(t), X2(t)) are sticky Brownian motions if they evolve as independent
Brownian motions when they are at different positions and their difference is a Brownian
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Figure 2: Left panel: Two Brownian motions with sticky interaction. Right panel: 3-point
sticky Brownian motions. Not only do the paths stick pairwise, but sometimes all 3 paths
may stick together. Both simulations are discretizations of sticky Brownian motions
using the beta RWRE with ε = 0.02 (see Section 1.4).

motion sticky at 0 (see a simulation in Fig. 2). The parameter λ can be understood as the
rate (in a certain excursion theoretic sense) at which the two particles split when they
are at the same position.

One can use Tanaka’s formula to show that equation (1.5) is equivalent to saying

|X1(t)−X2(t)| − 2λ

∫ t

0

1X1(s)=X2(s)ds (1.6)

is a martingale. Howitt and Warren [45] made this observation and generalized this
martingale problem for a family of n particles with pairwise sticky interaction, which we
call n-point sticky Brownian motions. In the most general case, the stickiness behaviour
cannot be characterized uniquely by a single parameter λ. One needs to define for each
k, l > 1 the “rate” at which a group of k + l particles at the same position will split
into two groups of respectively k and l coinciding particles. Following the notations in
[45, 67, 69] this rate is denoted (

k + l

k

)
θ(k, l).

Furthermore, we impose that the law of n-point sticky Brownian motions are consis-
tent in the sense that any subsets of k particles for k 6 n follow the law of the k-point
sticky Brownian motions. This implies the relation θ(k+ 1, l) + θ(k, l+ 1) = θ(k, l). Under
this relation, the family of nonnegative real numbers θ(k, l) can be equivalently (see [67,
Lemma A.4]) characterized by a measure ν on [0, 1] such that∫ 1

0

xk−1(1− x)l−1ν(dx) = θ(k, l).

The following definition of n-point sticky Brownian motions from [69] is a reformu-
lation of the Howitt-Warren martingale problem [45]. See Figure 2 and Figure 3 for
simulations of n-point Brownian motions.

Definition 1.5 ([69, Theorem 5.3]). A stochastic process ~X(t) = (X1(t), ..., Xn(t)) started
from ~X(0) will be called n-point sticky Brownian motions if it solves the following
martingale problem called the Howitt-Warren martingale problem with drift β and
characteristic measure ν.

• (i) ~X is a continuous, square integrable martingale.

• (ii) The processes Xi and Xj have covariation process

〈Xi, Xj〉(t) =

∫ t

0

1Xi(s)=Xj(s)ds, for t > 0, i, j = 1, ..., n.
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Figure 3: Left panel: 50 point-sticky Brownian motions using the same discretization as
in Fig. 2. Because of the stickiness, the number of trajectories seems much smaller than
50. Right panel: 50 independent Brownian motions.

• (iii) Consider any ∆ ⊂ {1, ..., n}. For ~x ∈ Rn, let

f∆(~x) := max
i∈∆
{xi} and g∆(~x) := |{i ∈ ∆ : xi = f∆(~x)}|,

where |S| denotes the number of elements in a set S. Then

f∆( ~X(t))−
∫ t

0

β+(g∆( ~X(t))ds

is a martingale with respect to the filtration generated by ~X, where

β+(1) := β and β+(m) := β + 2

∫
ν(dy)

m−2∑
k=0

(1− y)k = β + 2

m−1∑
k=1

θ(1, k).

Remark 1.6. Definition 1.5 generalizes the definition of 2-point sticky Brownian motions
because each particle marginally evolves as a Brownian motion, and the marginal
distribution of any pair of particles is that of a 2 point Brownian motion stickiness
parameter λ = β+(2). Further, the consistency of the n-point motion is clear from
property (iii).

We will be interested in a particular exactly solvable case of the Howitt-Warren
Martingale problem.

Definition 1.7. An n-point stochastic process (B1(t), ..., Bn(t)) will be called the n-
point uniform sticky Brownian motions with stickiness λ if it solves the Howitt-Warren
Martingale problem with drift β = 0 and characteristic measure

ν(dx) = 1x∈[0,1]
λ

2
dx.

This choice corresponds to choosing the fragmentation rates θ(k, l) = B(k, l), where
B(k, l) = Γ(k)Γ(l)

Γ(k+l) denotes the beta function. We explain below in Section 1.4 why this
case is exactly solvable.

In order to realize the n-point sticky Brownian motions as a family of independent
random motions in a random environment, we need to introduce the notion of stochastic
flows of kernels. Let B be the Borel σ-algebra of R. For any s 6 t, a random probability
kernel, denoted Ks,t(x,A), for x ∈ R and A ∈ B, is a measurable function defined on some
underlying probability space Ω, such that it defines for each (x, ω) ∈ R× Ω a probability
measure on R. In order to interpret this as the random probability to arrive in A at time
t starting at x at time s, the kernel needs to satisfy the following additional hypotheses.
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Definition 1.8 ([69, Definition 5.1]). A family of random probability kernels (Ks,t)s6t on
R is called a stochastic flow of kernels if the following conditions are satisfied.

(i) For any real s 6 t 6 u and x ∈ R, almost surely Ks,s(x,A) = δx(A), and∫
R

Ks,t(x, dy)Kt,u(y,A)dy = Ks,u(x,A)

for all A ∈ B.

(ii) For any t1 6 t2 6 ... 6 tk, the random kernels (Kti,ti+1
)k−1
i=1 are independent.

(iii) For any s 6 u and t real, Ks,u and Ks+t,u+t have the same finite dimensional
distributions.

Remark 1.9. Additional continuity hypotheses were given in the original definition of a
stochastic flow of kernels in [56], but we will only be interested in Feller processes for
which these hypotheses are automatically satisfied.

The n-point motion of a stochastic flow of kernels is a family of n stochastic processes
X1, ..., Xn on R with transition probabilities given by

P (~x, d~y) = E

[
n∏
i=1

K0,t(xi, dyi)

]
. (1.7)

Every consistent family of n-point motions that is Feller, is the n-point motion of some
stochastic flow of kernels [56]. Any solution to the Howitt-Warren martingale problem is
a consistent family as was noted after Definition 1.5, and is Feller by [45]. So any solution
to the Howitt-Warren martingale problem is the n-point motion of some stochastic flow
of kernels.

Definition 1.10. A stochastic flow of kernels whose n-point motions solve the Howitt-
Warren martingale problem is called a Howitt-Warren flow. The stochastic flow corre-
sponding to the special case of the Howitt-Warren martingale problem considered in
Definition 1.7 (that we called the uniform Howitt-Warren martingale problem), is some-
times called the Le Jan-Raimond flow, after the paper [57], following the terminology
used in [69, 67].

In condition (i) of Definition 1.8, if we assume that we can move the almost surely
so it occurs before choosing s, t, u and x, then we can sample all Ks,t and almost surely
these kernels define the transition kernels for some continuous space-time markov
process. Conditionally on the kernels we can describe the n-point motion as independent
stochastic processes which evolve according to the transition kernels Ks,t. Put simply
the n-point motion can be seen as continuous space time random motions in a random
environment which is given by the set of all transition kernels Ks,t. In [67] (see also [69,
Section 5]) it is shown that the change in quantifiers in (i) necessary for this description
can be done for Howitt-Warren flows. The random environment is explicitly constructed
[67, Section 3] (see also [69, Section 5]) and consists of a Brownian web 1 plus a marked
Poisson process at special points of the Brownian web [58]. The random motions in this
environment essentially follow the Brownian web trajectories, except at these special
points where they may turn left or right with a random probability. For Howitt-Warren
flows such that

∫
q(1−q)−1ν(dq) <∞ (which is not true for the Le Jan-Raimond flow), the

random environment can also be constructed (see [67, Section 4]) using the Brownian
net [73, 68].

1The Brownian web was introduced in [4], see also [76].
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Note that when starting from a set of particles on the real line and assuming that
these particles will branch and coalesce following paths given by either the Brownian
net or the Brownian web, the positions of the particles at a later time are given by a
Pfaffian point process [35]. This type of evolution of Brownian particles is also related to
random matrix theory, in particular the Ginibre evolution [78, 77, 79] (the evolution of
real eigenvalues in a Ginibre matrix with Brownian coefficients), but these results do not
seem to be directly related to the present paper.

Following [67], we define a measure valued Markov process called the Howitt-Warren
process by

ρt(dy) =

∫
ρ0(dx)K0,t(x, dy).

It describes how a measure on the real line is transported by the Howitt-Warren flow.
We also define a function valued Markov process called the dual smoothing process by

ζt(x) =

∫
K−t,0(x, dy)ζ0(y). (1.8)

This is a continuous analogue of the random average process [5]. For any fixed t, the
processes ρt and ζt are related via the equality in distribution (called duality in [67])∫

ζ0(x)ρt(dx) =

∫
ζt(x)ρ0(dx).

Note that a different and stronger form of Markov (self-) duality was investigated in [22]
and applied to characterize the distribution of 2-point sticky Brownian motions. The
result was restricted to 2-point motions and it is not clear if it translates in terms of
stochastic flows of kernels.

The dual smoothing process was shown to lie in the Edwards-Wilkinson universality
class [83], in the sense that for any fixed x0 ∈ R,

Zn(t, r) :=
1

n1/4
ζnt(nx0 + r

√
n)

weakly converges as n goes to infinity – in the sense of finite dimensional marginals – to
an explicit Gaussian process related to the stochastic heat equation with additive noise.
This result holds under the assumption that at time t = 0, Zn(0, x) converges to a smooth
profile2 (to which one may add some Brownian noise). An analogous statement in the
discrete setting was proved in [5].

In the sequel, we will study the distribution of the dual smoothing process when
ζ0(y) = 1y>0 under a different scaling and we will see that the results are very different:
instead of lying in the Edwards-Wilkinson universality class, the model lies in the Kardar-
Parisi-Zhang universality class.

1.3 Results

Our first result is a Fredholm determinant formula for the Laplace transform of the
uniform Howitt-Warren stochastic flow of kernels K0,t(0, [x,∞)), or Le Jan-Raimond flow.
In terms of the dual smoothing process, this corresponds to considering ζt(−x) with the
initial condition ζ0(y) = 1y>0.

First recall the definition of the gamma function

Γ(z) =

∫ ∞
0

xz−1e−xdx,

2the deterministic part of the initial profile needs to be C1, and [83] assumes further that its derivative is
bounded and Hölder 1/2 + ε.
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and the polygamma functions

ψ(θ) = ∂z log Γ(z)|z=θ, ψi(θ) = (∂z)
iψ(z)|z=θ.

Theorem 1.11. Let K0,t(0, [x,∞)) denote the kernel of the uniform Howitt-Warren flow
with stickiness parameter λ > 0. For u ∈ C \R>0, and x > 0, we have

E[euK0,t(0,[x,∞))] = det(I − Ku)L2(C), (1.9)

(the R.H.S is a Fredholm determinant, see Definition 2.1 below), where

Ku(v, v′) =
1

2πi

∫ 1/2+i∞

1/2−i∞

π

sin(πs)
(−u)s

g(v)

g(v + s)

ds

s+ v − v′
,

and

g(v) = Γ(v) exp

(
λxψ0(v) +

λ2t

2
ψ1(v)

)
,

where C is a positively oriented circle with radius 1/4 centered at 1/4. (It is important
that this contour passes through zero at the correct angle. The actual radius of the circle
C does not matter.)

Remark 1.12. We use two very different notions of kernels, which are both denoted by
the letter K. We will reserve the font K for stochastic flows of kernels, and the usual
font K for the kernels of L2 operators arising in Fredholm determinants.

We reach Theorem 1.11 by taking a limit of a similar Fredholm determinant formula
[7, Theorem 1.13] for the beta RWRE defined in Section 1.4. Theorem 1.11 is proved in
Section 4.

We perform a rigorous saddle-point analysis of the Laplace transform formula (1.9)
to obtain a quenched large deviation principle for the uniform Howitt-Warren stochastic
flow.

Theorem 1.13. Let λ > 0 and x > 1.35. Let Ks,t be the kernel of a uniform Howitt-Warren
flow. Then we have the following convergence in probability

1

t
logK0,t(0, [xt,∞)) −−−→

t→∞
−λ2J(x/λ), (1.10)

where

J(x) = max
θ∈R>0

{
1

2
ψ2(θ) + xψ1(θ)

}
. (1.11)

The condition x > 1.35 is technical and is addressed in Remark 1.16. We expect that
the limit holds almost surely. This should follow from subadditivity arguments, though
we do not pursue this in the present paper (see [65] for an almost sure quenched large
deviation principle for discrete random walks). We emphasize that in Theorem 1.13, the
rate function J(x) is expressed explicitly using well-known special functions, which is
in contrast with what one would obtain using subadditivity arguments. Another large
deviation principle was shown in [30] for the empirical distribution of a certain class
of n-point sticky Brownian motions, but this does not seem to be related to the present
Theorem 1.13.

Remark 1.14. The annealed3 analogue of this large deviation principle just describes
the tail behavior of a standard Brownian motion. Indeed,

1

t
logE[K0,t(0, [xt,∞))] = −x2/2.

3In the context of random walks in random environment and directed polymers, the (limiting) quenched
free energy or rate function is the limit obtained for almost every environment and the annealed analogues
correspond to the same quantities for the averaged environment.
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It can be easily checked that λ2J(x/λ) > x2/2 which, in the context of directed polymers,
means that the model exhibits strong disorder. Note that the sign of the inequality
is consistent with Jensen’s inequality (assuming (1.10) holds in L1). The inequality
becomes an equality in the λ→∞ limit, which corresponds to Brownian motions with
no stickiness.

When uniform sticky Brownian motions are viewed as random walks in a random
environment, Theorem 1.13 gives a large deviation principle whose rate function is
deterministic despite the randomness of the environment. The random variable logK0,t

does depend on the environment, but its fluctuations are small enough that they are
not detected by the large deviation principle. We prove that the model is in the KPZ
universality class in the sense that the random lower order corrections to the large
deviation principle, or equivalently the fluctuations of logK0,t, are Tracy-Widom GUE
distributed on the t1/3 scale.

Theorem 1.15. Let Ks,t be the kernel of a uniform Howitt-Warren flow with stickiness
parameter λ > 0. Let 0 < θ < 1. We have

lim
t→∞

P

(
log(K0,t(0, [x(θ)t,∞)) + λ2J(x(θ)/λ)t

t1/3σ(θ)
< y

)
= FGUE(y),

where FGUE(y) is the cumulative density function of the Tracy-Widom distribution (de-
fined below in (2.2)), and

x(θ) = −λ
2

ψ3(θ)

ψ2(θ)
, σ(θ) =

λ2/3

21/3

(
−1

2
ψ4(θ)− x(θ)

λ
ψ3(θ)

) 1
3

. (1.12)

Theorem 1.15 comes from applying a rigorous steep descent analysis to the Fredholm
determinant in Theorem 1.11. The proof is given in Section 2 with some technical
challenges deferred to Section 3 and Appendix B. The parametrization of functions J
and σ arising in the limit theorem via the variable θ may appear unnatural at this point.
It will appear more natural in the proof as θ is the location of the critical point used in
the steep descent analysis. We expect that there should exist another interpretation
of the parameter θ. It should naturally parametrize stationary measures associated
with the uniform Howitt-Warren flow, and KPZ scaling theory [71, 50] would predict the
expressions for J(x) and σ(θ) given above. This approach would require to degenerate
to the continuous limit the results from [6] and we leave this for future investigation (the
analogue of parameter θ in the discrete setting is denoted λ(ξ) in [6, Theorem 2.7]).

Remark 1.16. Note that x(θ) is a decreasing function of θ and the technical hypothesis
θ < 1 corresponds to approximately 1.35 6 x(θ). Similarly J(x) is an increasing function
of x and θ < 1 corresponds approximately to 1.02 < J(x(θ)). We expect Theorem 1.15
to hold for all θ > 0, and Theorem 1.13 to hold for all x > 0, however if θ > 1 we
pick up additional residues while deforming the contours of our Fredholm determinant
during the asymptotic analysis which make the necessary justifications significantly
more challenging.

More generally, we believe that the result of Theorem 1.11 should be universal and
hold for more general Howitt-Warren flows under mild assumptions on the characteristic
measure ν. This would be analogous to a conjecture that for discrete polymer models
the fluctuations of the free energy are Tracy-Widom distributed as long as the weights
of the polymer have finite fifth moments [2, Conjecture 2.6]. Moreover, based on [64,
Theorem 4.3], we expect that the random variable

logK0,t(0, [xt, xt+ a)),
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for any a > 0, satisfies the same limit theorems as logK0,t(0, [xt,+∞)) in Theorem 1.13
and Theorem 1.15, with the same constants (the prediction that the constant σ(θ) should
remain the same is suggested by the results of [75]).

Following [7] we can state a corollary of Theorem 1.15. In general, tail probability
estimates provide information about the extremes of independent samples. In the present
case, we obtain that the largest among n uniform sticky Brownian motions fluctuates
asymptotically for large n according to the Tracy-Widom distribution. We will see that
the result is very different from the case of n independent Brownian motions, as can be
expected from the simulations in Figure 3.

Corollary 1.17. Let c ∈ [1.02,∞), let x0 be such that λ2J(x0/λ) = c, let θ0 be such that
x(θ0) = x0, and let {Bi(t)} be uniform n-point sticky Brownian motions with stickiness
parameter λ > 0 and scale n as n = ect, then

lim
t→∞

P

(
maxi=1,...,n{Bi(t)} − tx0

t1/3σ(θ0)/(λ2J ′(x0/λ))
6 y

)
= FGUE(y). (1.13)

The proof of Corollary 1.17 is very similar to the proof of [7, Corollary 5.8] and uses the
fact that after conditioning on the environment we are dealing with independent motions
along with our strong control of the random variable K0,t(0, [xt,∞)) from Theorem 1.15.
The details of the proof can be found at the end of Section 2.

1.4 Integrability for n-point uniform sticky Brownian motions

In 2013 Povolotsky [61] introduced the q-Hahn Boson, a three parameter family of
Bethe ansatz solvable discrete zero range processes, computed the Bethe ansatz eigen-
functions, and conjectured their completeness. The q-Hahn Boson and its eigenfunctions
were further studied in [27] where a Markov duality with the so-called q-Hahn TASEP, an
interacting particle system closely related to the q-Hahn Boson, was used to compute
integral formulas for the q-moments and the q-Laplace transform of the particle posi-
tions. The q-Hahn Boson eigenfunctions were also further studied in [12, 17] where the
completeness of eigenfunctions was proved and their Plancherel theory was developed.
In [7] a model of random walks in a one dimensional random environment, called the
beta RWRE, was introduced as the q → 1 limit of the q-Hahn TASEP. All features of the
integrability of the model survive in the scaling limit. Uniform sticky Brownian motions
are a limit of the beta RWRE and we show in the present article that it inherits as well
all the integrability of the q-Hahn Boson. Note that the q-Hahn Boson fits into the more
general framework of stochastic higher spin 6 vertex models [12, 20, 29], so uniform
sticky Brownian motions are also a limit of a stochastic vertex model.

Definition 1.18. The beta random walk in random environment (beta RWRE) depends
on two parameters α > 0 and β > 0. Let {w(x,t)}x∈Z,t∈Z>0

be iid beta distributed random
variables with parameters α, β. Recall that a beta random variable w with parameters
α, β > 0 is defined by

P(w ∈ dx) = 1x∈[0,1]
xα−1(1− x)β−1

B(α, β)
dx,

where B(α, β) = Γ(α)Γ(β)
Γ(α+β) . We will call the values of the random variables w(x,t) for all

x ∈ Z, t ∈ Z>0 the random environment.
Given a random environment, we begin k independent random walks (X1(t), ..., Xk(t))

from position ~x0. Each random walker has jump distribution

P(X(t+ 1) = x+ 1|X(t) = x) = w(x,t) P(X(t+ 1) = x− 1|X(t) = x) = 1− w(x,t).
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We will use ~X~x(t) = (Xx1
1 (t), ..., Xxk

k (t)) to refer to the position of k independent random
walks started from (x1, ..., xk) at time t. Unless another initial condition is specified,
~X(t) = (X1(t), ..., Xk(t)) will refer to the position of k random walkers started from the
origin.

We use the symbol P with bold font for the quenched probability measure on paths,
which is obtained by conditioning on the environment. Similarly we used the same
fonts for the quenched probability kernels K which describe transition probabilities after
conditioning on the environment. The usual symbols P (resp. E) will be used to denote
the measure (resp. the expectation) on the environment.

Note that any single trajectory of the beta RWRE is just a simple random walk and
the random environment has no effect. However, if we consider multiple paths on the
same environment, they are correlated by the environment. In particular, they do not
behave as simple random walks when they meet.

We consider now the continuous limit of the model. If we simply rescale space and
time diffusively, trajectories become Brownian motions P-almost-surely [63]. Moreover,
~X(t) converges to a family of independent Brownian motions and the effect of the
environment has vanished in the limit. In order to keep a dependence on the environment,
we need to rescale the weights w(x,t) so that two paths at the same location have a high
probability of staying together. This will be the case if w(x,t) is close to either 0 or 1

with high probability, which, for a beta distributed random variable, happens when both
parameters go to 0. More precisely, choose a positive parameter λ and set αε = βε = λε.
We will be interested in the process ~Xε(t) = (X1,ε(t), ..., Xk,ε(t)), which is obtained as the
particle positions at time t of k random walkers in a beta distributed random environment
with parameters αε, βε started from the origin.

Lemma 1.19. As ε → 0, the n-point beta random walk in random environment(
ε ~Xε(ε

−2t)
)
t>0

with parameters αε = βε = λε weakly converges to an n-point uni-

form sticky Brownian motions with stickiness parameter λ in the space of continuous
functions equipped with the topology of uniform convergence on compact sets.

Proof. We apply [69, Theorem 5.3] with drift β = 0, and ν(dx) = λ
21[0,1]dx.

In fact random walks in a beta distributed random environment were the first random
walk in random environment shown to converge to sticky Brownian motions in [53],
though this result was shown on a torus. After reformulating sticky Brownian motions as
a martingale problem, Howitt and Warren extended this convergence to random walks
in any random environment provided the random variables defining the environment
have certain scaling limits [45, 46]. This theorem was reformulated in [67, 69] to arrive
at the form used above.

Now we quote a formula for the quenched probability P(X(t) > x) in the beta random
walk in random environment, where X(t) is the path of a single particle that starts from
0 at time 0. This quantity is the analogue of K0,t(0, [x,∞)) in the case of the beta random
walk in random environment. It satisfies the following formula

Theorem 1.20 ([7, Theorem 1.13]). For u ∈ C \ R>0 and α, β > 0, fix t ∈ Z>0 and
x ∈ {−t, ..., t} with the same parity. Then

E[euP(X(t)>x)] = det(I − KRW
u )L2(C0),

where C0 is a small positively oriented contour that contains 0 and does not contain the
points −α− β and −1, and KRW

u : L2(C0)→ L2(C0) is defined in terms of its kernel

KRW
u (v, v′) =

1

2πi

∫ 1
2 +i∞

1
2−i∞

π

sin(πs)
(−u)s

gRW(v)

gRW(v + s)

ds

s+ v − v′
,
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where

gRW(v) =

(
Γ(v)

Γ(α+ v)

)(t−x)/2(
Γ(α+ β + v)

Γ(α+ v)

)(t+x)/2

Γ(v).

Theorem 1.20 is the starting point for our study of the uniform sticky Brownian
motion in this paper, in particular Theorem 1.11 is derived as a limit of this formula.

Remark 1.21. There is a sign mistake in [7, Theorem 1.13]. It reads E[euP(X(t)>x)] =

det(I+KRW
u )L2(C0), but the right hand side should be det(1−KRW

u )L2(C0). This is corrected
in Theorem 1.20.

As we have already mentioned, the crucial tool underlying the exact solvability of the
beta RWRE is the Bethe ansatz. We will describe now the sense in which n-point uniform
sticky Brownian motions are also amenable to Bethe ansatz diagonalization. This could
lead to another proof of Theorem 1.11, though we do not provide, in this paper, the
necessary justifications to make this alternative proof complete.

Let K be the kernel of a uniform Howitt-Warren flow, and let ~x ∈ Rk. We define the
function

Φ
(k)
t (x1, . . . , xk) := E

[
K−t,0(x1, [0,+∞)) . . .K−t,0(xk, (0,+∞))

]
.

Note that since the random variables K−t,0(x, (0,+∞)) are bounded between 0 and 1,

so are the mixed moments Φ
(k)
t (x1, ..., xk). In particular the knowledge of Φ(k) uniquely

determines their distribution. For instance, we have for any u ∈ C

E
[
euK−t,0(x,(0,+∞))

]
=

∞∑
k=0

uk

k!
Φ

(k)
t (x, . . . , x), (1.14)

where there are k occurrences of the variable x in the argument above.

Proposition 1.22. For x1 > · · · > xk, and t > 0,

Φ
(k)
t (x1, . . . , xk) =∫
α1+iR

dw1

2iπ
· · ·
∫
αk+iR

dwk
2iπ

∏
16A<B6k

wB − wA
wB − wA − wAwB

k∏
j=1

exp

(
tλ2w2

j

2
+ λxjwj

)
1

wj
,

(1.15)

where for i < j, 0 < αi <
αj

1+αj
. The value at t = 0 should be understood as

φ0(x1, ..., xk) = lim
t→0+

φt(x1, ..., xk).

Proposition 1.22 is proved in Section 5. We also show in Section 5.2 that Φ
(k)
t (~x)

converges, under appropriate scaling, to the moments of the stochastic heat equation
with multiplicative noise. This suggests that Howitt-Warren stochastic flows weakly
converge in the weak noise limit (λ→ +∞ with time and space rescaled) to the solution
to the KPZ equation.

One may observe that (see details in Section 5.3) the right hand side of (1.15) satisfies
the following heat equation subject to boundary conditions{

∂tu(t, ~x) = 1
2∆u(t, ~x), t > 0, ~x ∈ R,

(∂i∂i+1 + λ(∂i − ∂i+1))u(t, ~x)|xi=xi+1
= 0.

(1.16)

Proposition 1.22 shows that (1.16) can be solved using coordinate Bethe ansatz, at
least for certain initial conditions. We refer to [26, Section 3.4.1] or [17] for background
on coordinate Bethe ansatz in a similar context. In general, Bethe ansatz eigenfunctions
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corresponding to this problem can be parametrized by k complex numbers z1, . . . , zk and
written as

Ψ~z(~x) =
∑
σ∈Sk

∏
16i<j6k

zσ(i) − zσ(j) − 1

zσ(i) − zσ(j)

k∏
j=1

e
−
λxj
zj . (1.17)

Remark 1.23. It is natural (see Section 5.4) to associate to (1.16) the following
Schrödinger type equation on Rk with point interactions

∂tv(t, ~x) =
1

2
∆v(t, ~x) +

1

2λ

∑
i6=j

δ(xi − xj)∂xi∂xjv(t, ~x). (1.18)

We expect the operator 1
2∆ + 1

2λ

∑
i 6=j δ(xi − xj)∂xi∂xj to be the generator of the n-point

uniform sticky Brownian motions, though we do not address in the present paper the
details necessary to make rigorous sense of this statement. Note that similar operators
appear in the study of turbulence, in particular in Kraichnan’s model of passive scalar
[11] and connections to sticky Brownian motions have been noticed in the physics
literature [37].

Remark 1.24. Using E[ξ(s, x)ξ(t, y)] = δ(t − s)δ(y − x) for a space-time white noise ξ,
the Schrödinger equation (1.18) is formally satisfied by the moments of the following
stochastic PDE (assuming the existence of such an object, see more details in Section 5.4){

∂tq(t, x) = 1
2∂xxq(t, x) + 1√

λ
ξ(t, x)∂xq(t, x),

q(0, t) = q0(x).
(1.19)

If ξ was a smooth and Lipschitz potential, the Kolmogorov backward equation would
provide a representation of the solution as

q(x, t) = E[q0(X0)|X−t = x],

where Xt is the random diffusion

dXt =
1√
λ
ξ(Xt, t)dt+ dBt, (1.20)

where the Brownian motion B is independent from ξ, and E denotes the expectation
with respect to B, conditionally on the environment ξ. For a space-time white noise
drift, we have not found any rigorous construction in the literature, and the fact that ξ
is not smooth introduces three problems. First, when ξ is a white noise equation (1.20)
is ill-defined. Second, if ξ were regularized to be smooth in space but white in time
equation (1.20) would be incorrect (This case is studied in [81]). The final problem is
explained in Remark 1.25.

Note that the same diffusion (1.20) is considered in the physics paper [52, Equation
(2)] by Le Doussal and Thiery and our results are consistent with some of their predictions
(if we identify the solution q(t, x) of (1.19) with the dual smoothing process (defined
in (1.8)) of the Le Jan-Raimond flow ζt(−x)). Moreover, if we interpret ξ as a velocity
field, (1.19) can be seen as an advection-diffusion equation as in Kraichnan’s model
[49], a model of turbulent flow designed to explain anomalous exponents not predicted
by Kolmogorov theory of turbulence, we refer to the review articles [70] for physics
background or [51] for a more mathematical exposition. Note that the series of physics
works [23, 38, 11, 39, 40] on Kraichnan’s model were part of the motivation for the work
of Le Jan and Raimond [54, 56] on stochastic flows.

Remark 1.25. Despite the previous remark, one should not define the solution q(t, x)

of the stochastic PDE (1.19) as the dual smoothing process ζt(x) of the Le Jan-Raimond
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flow (defined in (1.8)), even though the moments of both quantities satisfy the same
evolution equation (see more details in Section 5.4). Indeed, it was proved by Le Jan and
Lemaire [55, 57] that the noise generated by the Le Jan-Raimond flow of kernels is black,
which implies that, if ξ is a space-time white noise, there cannot be a probability space
on which ζt(x) is a strong solution to (1.19).

Remark 1.26. We expect the Bethe ansatz eigenfunctions Ψ~z(~x) (1.17) to be orthogonal
with respect to a simple inner product and to form a basis of a large subspace of functions
on Rk. These properties would in principle allow to solve (1.16) for a large class of initial
data, although we expect concise integral formulas such as (5.3) only in a handful cases.
Proofs of such statements would likely come from degenerating the Plancherel theory
[17, 18] for the q-Hahn Boson Bethe ansatz eigenfunctions.

1.5 Outline of the proofs

In Section 2 we begin with a Fredholm determinant formula for the Laplace transform
of the random kernel for a uniform Howitt-Warren flow, then apply a rigorous saddle
point analysis to show that the large deviation principle for this random kernel has
Tracy-Widom corrections. For readability we will delay some details of the arguments
to Section 3 and Appendix B. Section 3 is devoted to constructing a contour which is
needed for the saddle point analysis in the previous section. This is one of the main
challenges in our saddle point analysis and involves a study of the level set of the real
part of a certain meromorphic function. Appendix B provides the bounds necessary to
apply dominated convergence to our Fredholm determinant expansions in order to make
the saddle point analysis in Section 2 rigorous.

In Section 4 we derive the Fredholm determinant formula for the Laplace transform
of the point to half line probability for uniform sticky Brownian motions used in Section 2
as the limit of a similar formula for the beta RWRE. The argument is straightforward but
requires technical bounds based on known asymptotics for the Gamma and PolyGamma
functions. The proof is divided into three steps and the idea of the argument can be
understood after reading the first step of the proof. The necessary bounds are provided
in the latter two steps.

Section 5 is independent from the other sections and provides a proof of the mixed
moment formulas for the uniform sticky Brownian motions by taking a limit of similar
formulas for the beta RWRE. We also explain the relation between this moment formula
and Bethe ansatz, the KPZ equation and the diffusion (1.20).

Appendix A gives precise bounds on the Gamma and Polygamma function which are
necessary for the construction of the contours in our saddle point analysis.

2 Asymptotic analysis of the Fredholm determinant

The overall goal of this section is to show that for large time, the fluctuations of
the log of the kernel of a uniform Howitt-Warren flow converges to the Tracy-Widom
distribution (Theorem 1.15). We first use a trick from [13] to access the large time
distribution of K0,t(0, [x,∞)) from its Laplace transform without using Laplace inversion
formula. Then we apply the method of steep descent to the Fredholm determinant
from Theorem 1.11 and prove that, in the appropriate scaling limit, it converges to the
cumulative density function of the Tracy-Widom distribution.

We first recall the definition of a Fredholm determinant.
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Definition 2.1. For any contour C and any measurable function K : C × C → C, which
we will call a kernel, the Fredholm determinant det(1 +K)L2(C) is defined by

det(1 +K)L2(C) = 1 +

∞∑
k=1

1

k!

∫
Ck

det(K(xi, xj))16i,j6k

k∏
i=1

dxi, (2.1)

provided the right hand side converges absolutely.
The Tracy-Widom distribution is defined by its cumulative density function

FGUE(x) = det(I −KAi)L2(x,∞), (2.2)

where the Airy kernel KAi is defined as

KAi(x, y) =
1

2πi

∫ e
2πi
3 ∞

e−
2πi
3 ∞

dω

∫ e
πi
3 ∞

e−
πi
3 ∞

dz
e
z3

3 −zx

e
ω3

3 −ωy

1

(z − ω)
.

In this integral the contours for z and ω do not intersect. We may think of the integrating
z over the contour (e−

πi
3 ∞, 1]∪(1, e

πi
3 ∞) and the integral w over the contour (e−

2πi
3 ∞, 0]∪

(0, e
2πi
3 ∞).

Instead of inverting the Laplace transform in Theorem 1.11, we use a standard trick
appearing as Lemma 4.1.39 in [13] and take a limit of the Laplace transform to obtain
the following formula for the point to half line probability of sticky Brownian motions.

Proposition 2.2. Let Ku(v, v′) be as defined in Theorem 1.11. For λ > 0, θ > 0, t > 0,
and arbitrary constants x(θ), J(x(θ)), σ(θ) depending on θ, if limt→∞ det(I −Kut(y))L2(C)
is the continuous cumulative density function of a random variable, then

lim
t→∞

P

(
log(K0,t(0, [x(θ)t,∞))) + λ2J(x(θ)/λ)t

t1/3σ(θ)
< y

)
= lim
t→∞

det(I −Kut(y))L2(C),

where ut(y) = −etλ2J(x(θ)/λ)−t1/3σ(θ)y.

Proof of Proposition 2.2. Set x = x(θ)t. Then

eut(y)K0,t(0,[x,∞)) = exp

(
−e

t1/3σ(θ)

(
tλ2J(x(θ)/λ)+log(K0,t(0,[x(θ)t,∞))

t1/3σ(θ)
−y
))

.

Considering the function ft(x) = exp(−et1/3σ(θ)x) and keeping in mind that σ(θ) > 0, we
see that ft(x) is strictly decreasing in x, it approaches 0 as x→∞ and it approaches 1

as x→ −∞. We also see that as t→∞ this function converges to 1x<0 uniformly on the
interval R \ [−δ, δ] for any choice of δ > 0.

If we define the r shift frt (x) = ft(x− r), then

E[eut(r)K0,t(0,[x,∞))] = E

[
frt

(
tλ2J(x(θ)/λ) + log(K0,t(0, [x(θ)t,∞))

t1/3σ(θ)

)]
.

By Theorem 1.11, limt→∞E[eut(−y)K0,t(0,[x,∞))] = limt→∞ det(I − Kut(y))L2(C), and by
assumption, this is the continuous cumulative density function of a random variable.
Using [13, Lemma 4.1.39], completes the proof.

2.1 Setup

Most of this Section 2 will be devoted to proving the following Proposition 2.3.
Together with Proposition 2.2 it proves Theorem 1.15.
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Proposition 2.3. For λ > 0, t > 0, x > 0, and constants x(θ), J(x(θ)), σ(θ) from (1.12),
we have

lim
t→∞

det(I −Kut(y))L2(C) = FGUE(y).

First we rewrite Kut(y) in order to apply the method of steep descent. Performing the
change of variables z = s+ v gives

Kut(y)(v, v
′) =

1

2πi

∫
1/2+iR

π

sin(π(z − v))
e(z−v)(tλ2J(x(θ)/λ)−t1/3σ(θ)y) g(v)

g(z)

dz

z − v′
.

Here we have used the fact that the contour for v can be made arbitrarily small so that
the contour for z can be deformed from 1/2 + v + iR to 1/2 + iR without crossing poles
of π

sin(π(z−v)) . Recall that

g(v) = exp

(
λ2t

2
ψ1(v) + λxψ(v)

)
Γ(v),

so replacing x by xt gives

Kut(y)(v, v
′) =

1

2πi

∫
1/2+iR

π

sin(π(z − v))
et(h(z)−h(v))−t1/3σ(θ)y(z−v) Γ(v)

Γ(z)

dz

z − v′
,

where

h(z) := λ2J(x(θ)/λ)z − λ2

2
ψ1(z)− λx(θ)ψ(z) =

λ2/2

[
(ψ2(θ)z − ψ1(z))− ψ3(θ)

ψ2(θ)
(ψ1(θ)z − ψ(z))

]
.

The definitions of x(θ), σ(θ) and J(x) in (1.12), (1.11) are tailored precisely so that

h′(θ) = h′′(θ) = 0.

This will allow us to perform a critical point analysis at θ. Recall (1.12) and note that
1
2ψ2(θ) + xψ1(θ), is maximized at x(θ)/λ, so that we may alternatively define J(x(θ)/λ)

by

J(x(θ)/λ) =
1

2
ψ2(θ) +

x(θ)

λ
ψ1(θ).

Then

h′(z) = J(x(θ)/λ)− λ2

2
ψ2(z)− λx(θ)ψ1(z),

h′′(z) = −λ
2

2
ψ3(z)− λx(θ)ψ2(z),

and one can immediately check that h′(θ) = h′′(θ) = 0. We also have

h′′′(z) = −λ
2

2
ψ4(z)− λx(θ)ψ3(z) = −λ

2

2

(
ψ4(z)− ψ3(z)

ψ2(z)
ψ3(z)

)
,

which means that 2σ(θ)3 = h′′′(θ). To control the sign of h′′′(θ), we need the following
lemma.

Lemma 2.4. For any z > 0,

ψm(z)2 < ψm+1(z)ψm−1(z).
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Proof. We adapt the proof of [7, Lemma 5.3]. The integral representation for polygamma
functions gives

ψm(z)2 =

∫ ∞
0

∫ ∞
0

e−zt−zu

(1− e−t)(1− e−u)
umtmdudt,

ψm−1(z)ψm+1(z) =

∫ ∞
0

∫ ∞
0

e−zt−zu

(1− e−t)(1− e−u)
um−1tm+1dudt.

Symmetrizing the second formula in u and t gives

ψm−1(z)ψm+1(z) =

∫ ∞
0

∫ ∞
0

e−zt−zu

(1− e−t)(1− e−u)
um−1tm−1u

2 + t2

2
dudt.

Comparing the integrands and using ab 6 a2+b2

2 gives the result.

Lemma 2.5. For all θ > 0, h′′′(θ) > 0.

Proof. We have ψ2(θ) < 0 for all θ > 0, this reduces the positivity of h′′′(θ) to the fact
that ψ4(z)ψ2(z) > ψ3(z)2, which follows from Lemma 2.4.

2.2 Outline of the steep descent argument

Before going further we provide a brief outline of the steep descent argument that
the rest of this section will make precise. In this outline we will only describe pointwise
convergence of the integrand of Kut to that of KAi without justifying convergence for
the Kernel itself or for the Fredholm determinant. We will also ignore the contours of the
Fredholm determinant det(I −Kut)L2(C) and of the integral which defines the kernels.
Consider

Kut(y)(v, v
′) =

1

2πi

∫
D

π

sin(π(z − v))
et(h(z)−h(v))−t1/3σ(θ)y(z−v) Γ(v)

Γ(z)

dz

z − v′
,

and assume that we can deform the contours C and D to C and D respectively so
they pass through θ at appropriate angles. Perform the change of variables v = θ +

σ(θ)−1t−1/3ṽ, v′ = θ + σ(θ)−1t−1/3ṽ′, z = θ + σ(θ)−1t−1/3z̃. We know that h has a double
critical point at θ, as h′(θ) = h′′(θ) = 0 so we Taylor expand and use the large t

approximations

h(θ + t−1/3z)→ h(θ) +
z̃3

3
,

t−1/3π

sin(π(z − v))
→ 1

z̃ − ṽ
,

Γ(v)

Γ(z)
→ 1.

So our kernel becomes

K(y)(ṽ, ṽ
′) =

1

2πi

∫ e
πi
3 ∞

e−
πi
3 ∞

ez̃
3/3−yz̃

eṽ3/3−yṽ
dz̃

(z̃ − ṽ)(z̃ − ṽ′)
.

The Fredholm determinant of this kernel is then reformulated as the Fredholm deter-
minant of the Airy kernel on L2(R) using the identity det(1 + AB) = det(1 + BA) in
Lemma 2.17.

This completes the brief formal critical point analysis. The main technical challenge
is finding contours C and D such that the integrals along these contours have (asymp-
totically as t → ∞) all of their mass near θ (see Section 2.3 and Section 3). This is
made more difficult in our case because h is a function with infinitely many poles and
it is difficult to explicitly enumerate its critical points. Once such contours are found,
a careful argument is necessary to produce the bounds needed to apply dominated
convergence to the integral over D and to the Fredholm determinant expansion (see
Section 2.4 and Appendix B).
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2.3 Steep descent contours

In order to perform our asymptotic analysis on det(I − Kut(y))L2(C), we need to
find contours, such that the real part of h (and therefore the norm of the integrand
of Kut(y)(v, v

′)) can be bounded above. In this section we find such contours for the z
variable. The contour for the v, v′ variables is more elaborate and will be constructed in
Section 3.

Without loss of generality we may restrict our attention to λ = 1 in most of the
remainder of the paper due to the fact that h(z)/λ2 does not depend on λ.

Lemma 2.6. The curve D = θ + iR is steep descent at the point θ with respect to the
function h(z). In other words ∂yRe[θ + iy] < 0 for y > 0 and ∂yRe[θ + iy] > 0 for y < 0.

Proof. By definition,

h(z) = λ2/2

[
(ψ2(θ)z − ψ1(z))− ψ3(θ)

ψ2(θ)
(ψ1(θ)z − ψ(z))

]
= λ2/2

[
(ψ2(θ)− ψ3(θ)

ψ2(θ)
ψ1(θ))z − (ψ1(z)− ψ3(θ)

ψ2(θ)
ψ(z))

]
,

and

h′(z) = λ2/2

[
(ψ2(θ)− ψ3(θ)

ψ2(θ)
ψ1(θ))− (ψ2(z)− ψ3(θ)

ψ2(θ)
ψ1(z))

]
.

Note that ∂yRe[h(θ + iy)] = −Im[h′(θ + iy)]. (ψ2(θ) − ψ3(θ)
ψ2(θ)ψ1(θ)) is a positive real by

Lemma 2.4, and −ψ2(θ) is positive, so we have

A := −ψ2(θ)Im[h′(θ + iy)] = Im[ψ2(θ)ψ2(θ + iy)− ψ3(θ)ψ1(θ + iy)] > 0 for y > 0,

< 0 for y < 0.

These two statements are equivalent because the function is odd in y. Below we assume
y > 0. For n > 1, we will use the Polygamma series expansion (A.1). First we note that

Im[ψ2(θ + iy)] = −2

∞∑
k=0

−3(t+ k)2y + y3

((t+ k)2 + y2)3
,

Im[ψ1(θ + iy)] =

∞∑
k=0

−2(t+ k)y

((t+ k)2 + y2)2
.

Using the series expansion,

A = 4

∞∑
m,n=0

1

(n+ θ)3

−3(m+ θ)2y + y3

((m+ θ)2 + y2)3
− 6

∞∑
m,n=0

1

(n+ θ)4

−2(m+ θ)y

((m+ θ)2 + y2)2

=

∞∑
m,n=0

1

(n+ θ)3

−12(m+ θ)2y + 4y3

((m+ θ)2 + y2)3
+

1

(n+ θ)4

12(m+ θ)y

((m+ θ)2 + y2)2

>
∞∑

m,n=0

1

(n+ θ)3

−12(m+ θ)2y

((m+ θ)2 + y2)3
+

1

(n+ θ)4

12(m+ θ)y

((m+ θ)2 + y2)2
= B.

We will show that B > 0. Set

Tn,m =
1

(n+ θ)3

−12(m+ θ)2y

((m+ θ)2 + y2)3
+

1

(n+ θ)4

12(m+ θ)y

((m+ θ)2 + y2)2
,

so B =
∑∞
n,m=0 Tn,m. We will prove the following claims for arbitrary y > 0 and θ > 0:
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1. For 0 6 n 6 m, Tn,m > 0.

2. For 0 6 n 6 m, then either Tn,m
Tm,n

is positive, or
∣∣∣Tn,mTm,n

∣∣∣ > 1.

Together these claims imply that if n 6 m, then Tn,m + Tm,n > 0, thus B is positive.
In the following two arguments we assume 0 6 n 6 m.

• Proof of claim (1): Let

a =
1

(n+ θ)4

12(m+ θ)y

((m+ θ)2 + y2)2
, b =

1

(n+ θ)3

−12(m+ θ)2y

((m+ θ)2 + y2)3
,

so that Tn,m = a+ b. a is positive and b is negative, so we need only show that
∣∣a
b

∣∣ > 1.
We have ∣∣∣a

b

∣∣∣ =
(m+ θ)2 + y2

(m+ θ)(n+ θ)
>

(m+ θ)2

(m+ θ)(n+ θ)
=
m+ θ

n+ θ
> 1,

which is true because we made the hypothesis that n 6 m.

• Proof of claim (2): Setting m = n+ k for k > 0 and simplifying gives

Tn,m
Tm,n

=
(n+ k + θ)5((n+ θ)2 + y2)3(k(n+ k + θ) + y2))

(n+ θ)5((n+ k + θ)2 + y2)3(−k(n+ θ) + y2)
. (2.3)

Note that
(n+ k + θ)2

(n+ k)2
>

(n+ k + θ)2 + y2

(n+ k)2 + y2
. (2.4)

In the case that −k(n + θ) + y2 > 0, Tn,m
Tm,n

is positive so there is nothing to show. If

−k(n+ θ) + y2 6 0, then we have∣∣∣∣− (k(n+ k + θ) + y2)

(k(n+ θ)− y2)

∣∣∣∣ =
(n+ k + θ) + y2/k

(n+ θ)− y2/k
>

(n+ k + θ)

(n+ θ)
. (2.5)

Then (2.3) and (2.5) give∣∣∣∣Tn,mTm,n

∣∣∣∣ > (n+ k + θ)6

(n+ θ)6

((n+ θ)2 + y2)3

((n+ k + θ)2 + y2)3
> 1,

where the last inequality follows from (2.4). This completes the proof.

Lemma 2.6 will allow us to show that as t → ∞, the kernel Kut(y)(v, v
′), which is

defined as an integral over θ + iR is the same as the limit as t→∞ of the same integral
restricted to [θ − iε, θ + iε]. This is formalized in Lemma 2.15.

We will actually use a slight deformation of the contour D.

Definition 2.7. In the following ε is positive, and φε is a small positive angle. Let Dε(φε)
be the the union of the diagonal line segment [θ + t−1/3ε, θ + εei(π−φε)), and the vertical
line [θ + ε sin(φε) + i cos(φε), θ + ε sin(φε) + i∞) along with both their reflections over the
real axis, directed from −i∞ to i∞. See Figure 4.

Lemma 2.8. For sufficiently small ε and φε, there is an η > 0 such that for any z ∈
Dε,t(φε) \ Dεε,t(φε), Re[h(z)− h(θ)] < −η.

Proof of Lemma 2.8. Because h(z) = h(z), it is enough to prove the result in the upper
half plane. The idea of this argument is that because h is a holomorphic function in
a neighborhood of the contour D, Taylor expanding and choosing ε small allows us
to bound the difference between h′ on D and h′ on Dε,t(φε) in a large bounded set.
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θ

θ + t−1/3ε

θ + ε sin(φε) + iε cos(φε)

φε

Figure 4: The contour Dε(φε) is shown in bold, and is oriented in the +i direction. The
dotted line connecting θ and θ + ε sin(φε) + iε cos(φε) has length ε.

We control the difference outside this large ball around 0 using a rigorous version of
Stirling’s approximation to control h′(z) for |Im[z]| very large.

First we control h′(z) for large |Im[z]|. As y → +∞, the only term of h(θ + iy) that
does not go to 0 is the term containing ψ(θ + iy). Lemma A.3 allows us to approximate
ψ(θ + iy) and gives h(θ + iy) ∼ −cψ(θ + iy) ∼ −c log(θ + iy), where c = −ψ3(θ)

ψ2(θ) is positive.

Thus as Im[z]→ +∞, h(z)→ −∞ uniformly for Re[z] in a compact set. Thus there is a
large M such that for Im[z] > M , z ∈ Dε,t(φε) \ Dεε,t(φε), Re[h(z)− h(θ)] < −η.

Now we will control h′ on a bounded set. By Lemma 2.6 ∂yRe[h(θ + iy)] < 0 for y > 0.
Thus for some large M , on the compact set y ∈ [cos(φε)ε,M ], ∂yRe[h(θ + iy)] has some
negative minimum. h′′(z) is analytic in the compact rectangle with corners θ + iε cos(φε),
θ + εeiφ, θ + iM , θ + ε sin(φε) + iM . Thus |h′′(z)| is bounded above by some R in this
rectangle. Note that R depends only on ε cos(φε) and M , and R is increasing in cos(φε).
We can choose ε and φε so that ε cos(φε) remains fixed, and ε sin(φε) becomes arbitrarily
small. Choosing so that ε sin(φε)R < η guarantees that ∂yRe[h(θ + sin(φε)ε+ iy)] > 0 for
y ∈ [cos(φε)ε,M ]. Because R is increasing φε any smaller choice of φε > 0 also works.

Similarly by analyticity of h, we can uniformly bound h′(z) on the line segment
[θ+iε cos(φε), θ+ε sin(φε)+i cos(φε)], and by Lemma 2.6 we know that Re[h(θ+iε cos(φε))−
h(θ)] < 0. Thus for small enough ε sin(φε), Re[h(θ + ε sin(φε) + iε cos(φε)) − h(θ)] < −η.
Again for a particular choice of ε, φε, any smaller φε also works.

Note that the kernel Kut(y) is equal to

Kut(y) =
1

2πi

∫
Dε(φε)

π

sin(π(z − v))
et(h(z)−h(v))−t1/3σ(θ)y(z−v) Γ(v)

Γ(z)

dz

z − v′
(2.6)

by Cauchy’s theorem and the decay of the integrand as Im[z]→ ±∞.
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Proposition 2.9. There exists a closed contour C passing through θ and 0, such that for
any ε > 0, there exists η > 0, such that for all v ∈ C \Bε(θ),

Re[h(θ)− h(v)] < η.

The proof of Proposition 2.9 requires a detailed understanding of the level set
Re[h(z)] = h(θ). We will defer this proof to Section 3.

In the limit limt→∞ det(I −Kut(y))L2(C), Proposition 2.9 will allow us to restrict all
contour integrals over C in the Fredholm determinant expansion to integrals over
C ∩Bε(θ).

2.4 Localizing the integrals

We perform the change of variables v = θ + t−1/3v, v′ = θ + t−1/3v′, z = θ + t−1/3z.
For every complex contour M we will define M = {z : θ + t−1/3z ∈ M}. We will also
define the kernel Kut by

Kut(v, v
′) = t−1/3Kut(θ + t−1/3v, θ + t−1/3v′),

so that
det(I −Kut)L2(M) = det(I −Kut)L2(M).

For any contourM we defineMε to beM∩ Bε(θ). Let Kε
ut(y)(v, v

′) be defined as the
right hand side of (2.6) with the contour of integration Dε(φε) replaced by the cut off
contour Dε(φε)ε.

In this section we will use our control of the norm of the integrand of Kut(y)(v, v
′) to

show that

lim
t→∞

det(I −Kut(y)(v, v
′))L2(C) = lim

t→∞
det(I −Kε

ut(y)(v, v
′))L2(Cε).

In this and the next section we will need several bounds in order to apply dominated
convergence to the kernel Kut(v, v

′) and the Fredholm determinant expansion det(I −
Kut)L2(C). We give these bounds now, but defer most of their proofs to Appendix B.

Lemma 2.10. For ε sufficiently small, t sufficiently large, and v, v′ ∈ C \ Cε, there are
constants R2, η > 0 depending on ε such that

|Kut(v, v
′)| 6 R2e

−tη/4. (2.7)

For ε sufficiently small, and t sufficiently large, v ∈ C \ Cε, v′ ∈ C, for the same constants
R2 and η, we have

|Kut(v, v
′)| 6 R2e

−tη/4. (2.8)

This property of the contour C stated in Proposition 2.9 is the main tool necessary to
prove Lemma 2.10. We defer the proof of Lemma 2.10 to Appendix B.

Lemma 2.11. For t > 1, and for all sufficiently small ε > 0, there exists a constant
C1 > 0 such that for v ∈ Cε and z ∈ Dεε,t(φε), the integrand of Kε

ut(v, v
′) is bounded above

by a positive function of z, v, v′ which does not depend on t and whose integral over
Dεε,t(φε) is finite. We also have

Kε
ut(v, v

′) 6 C1e
−th

′′′(θ)
24 v3 .

Lemma 2.12. For all sufficiently small ε, for v, v′ ∈ Cε,

lim
t→∞

(Kut(v, v
′)−Kε

ut(v, v
′))→ 0.
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The property of the contour Dεε,t(φε) stated in Lemma 2.8 is the main tool in the
proofs of Lemma 2.11 and Lemma 2.12. We will defer the proofs to Appendix B.

Lemma 2.13. For sufficiently small ε and t > 1, there exists a function Hm(v, v′) not
depending on t such that for all v ∈ Cε, Hm(v, v′) >

∣∣det(Kε
ut(vi, vj)

m
i,j=1)

∣∣ and Hm(v, v′) >∣∣det(Kut(vi, vj)
m
i,j=1)

∣∣, and

1 +

∞∑
m=1

1

m!

∫
(Cε)m

Hm(v, v′) 6 1 +

∞∑
m=1

1

m!

∫
(C0)m

Hm(v, v′) <∞.

The Proof of Lemma 2.13 uses Lemma 2.11 and Lemma 2.12. We defer the proof to
Appendix B.

Lemma 2.14. For any t > 0 and ε sufficiently small,

lim
t→∞

det(I −Kut)L2(C) = lim
t→∞

det(I −Kut)L2(Cε).

Proof.

det(I −Kut)L2(C) − det(I −Kut)L2(Cε) =

∞∑
m=1

1

m!

∫
Cm\(Cε)m

det (Kut(vi, vj))
m
i,j=1

m∏
i=1

dvi

6
∞∑
m=1

1

m!

∫
Cm\(Cε)m

∣∣∣det (Kut(vi, vj))
m
i,j=1

∣∣∣ m∏
i=1

dvi.

(2.9)

By Lemma 2.10, for vi ∈ C \ Cε,

Kut(vi, vj) 6 R2e
−tη/4.

By similar reasoning we can allow vj ∈ C \ Cε without changing the bounds provided by
Lemma 2.12 and 2.11. Thus for vi ∈ Cε, vj ∈ C, we have

Kut(vi, vj) 6 C1e
−th

′′′(θ)
24 v3 + η 6 C1 + ε.

Set R3 = max[R2, C1 + ε]. Then for all vi, vj ∈ C,

Kut(vi, vj) 6 R3.

Using Hadamard’s bound with respect to the rows of |det(Kut(vi, vj))
m
i,j=1| with v1 ∈

C \ Cε, and vj ∈ C for all j > 1 we obtain

|det(Kut(vi, vj))
m
i,j=1| 6 mm/2Rm3 e

−tη/4. (2.10)

Indeed, because |det
(
Kut(vi, vj)

m
i,j=1

)
| is positive, and unchanged by permuting the

v1, ..., vm, we have∫
Cm\(Cε)m

∣∣∣det (Kut(vi, vj))
m
i,j=1

∣∣∣ m∏
i=1

dvi 6
∫
C\Cε

(∫
Cm−1

∣∣∣det (Kut(vi, vj))
m
i,j=1

∣∣∣m−1∏
i=1

dvi

)
dv1

6
∫
C\Cε

(∫
Cm−1

∣∣∣det
(
Kut(vi, vj)

)m
i,j=1

∣∣∣m−1∏
i=1

dvi

)
dv1

6
∫
C\Cε

(∫
Cm−1

mm/2Rm3 e
−tη/4

m−1∏
i=1

dvi

)
dv1

6 mm/2(t1/3LR3)me−tη/4. (2.11)
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In the first inequality we are strictly increasing the set on which we are integrating. In
the second inequality we have changed variables from vi to vi. In the third inequality we
have used (2.10). And in the last equality we have used that C has a finite length L, so C
has length t1/3L.

Thus

∞∑
m=1

1

m!

∫
Cm\(Cε)m

∣∣∣det (Kut(vi, vj))
m
i,j=1

∣∣∣ m∏
i=1

dvi 6
∞∑
m=1

mm/2(t1/3LR3)me−tη/4

6 e−tη/4
∞∑
m=1

m1+m/2(t1/3LR3)m 6 e−tη/4(16t1/3LR3)4e2t2/3(LR3)2 → 0. (2.12)

In the first inequality we used (2.11). In the second inequality we multiplied each term
of the sum by m. In the third inequality, we use [8, Lemma 4.4] with C = (t1/3LR3).
Together (2.9) and (2.12) complete the proof.

Lemma 2.15. For t > 0 and ε sufficiently small,

lim
t→∞

det(I −Kut)L2(Cε) = lim
t→∞

det(I −Kε
ut)L2(Cε).

Proof. First use Lemma 2.12 to obtain limt→∞Kε
ut(v, v

′) = limt→∞Kut(v, v
′), then

Lemma 2.13 allows us to apply dominated convergence to the Fredholm determinant
expansion.

2.5 Convergence to Tracy-Widom GUE distribution

Now we conclude the proof of Theorem 1.15 by identifying the limit of the Fred-
holm determinant over localized contours from the previous section with the Fredholm
determinant expansion of FGUE(x).

Proposition 2.16. For t > 0 and ε sufficiently small,

lim
t→∞

det(I −Kε
ut)L2(Cε) = det(I −K(y))L2(C0)

where

K(y)(u, u
′) =

1

2πi

∫
D0

es
3/3−ys

eu3/3−yu
ds

(s− u)(s− u′)
,

and the contours are defined as

D0 = (e−πi/3∞, 1) ∪ [1, eπi/3∞), C0 = (e−2πi/3∞, 0) ∪ [0, e2πi/3∞).

Proof. First recall that det(I −Kε
ut)L2(Cε) = det(I −Kε

ut)L2(Cε). We have the following
pointwise limits in v, v′, z:

t−1/3π

sin(π(t−1/3(z − v))

t→∞−−−→ 1

z − v
, (2.13)

et(h(z)−h(v)) t→∞−−−→ e
h′′′(θ)

6 z3−h
′′′(θ)
6 v3 , (2.14)

Γ(θ + t−1/3v)

Γ(θ + t−1/3z)

t→∞−−−→ 0. (2.15)

Thus

lim
t→∞

t−1/3πΓ(θ + t−1/3v)et(h(z)−h(v))−σ(θ)y(z−v)

sin(π(t−1/3(z − v))Γ(θ + t−1/3z)(z − v′)
=
e
h′′′(θ)

6 z3−σ(θ)yz

e
h′′′(θ)

6 v3−σ(θ)yv

dz

(z − v)(z − v′)
.
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The left hand side is the integrand of Kε
ut(v, v

′). Lemma 2.11 allows us to use dominated
convergence to get

lim
t→∞

Kut(v, v
′) = K ′(y)(v, v

′), (2.16)

where

K ′(y)(v, v
′) =

∫
D0(φε)

e
h′′′(θ)

6 z3−σ(θ)yz

e
h′′′(θ)

6 v3−σ(θ)yv

dz

(z − v)(z − v′)
,

D0(φε) = (e(−π2 +φε)i∞, ε) ∪ [ε, e(π2−φε)i∞).

The real part of h′′′(θ)
6 z3 is negative when z = eiφ with φ ∈ [π2 − φε, π/3] ∪ [−(π2 −

φε,−π/3], so we can deform the contour D0(φε) to the contour D0 without changing
the value of K ′(y). After performing this change of contour and the change of variables

s = σ(θ)z, u = σ(θ)v, u′ = σ(θ)v′, where σ(θ) = (h′′′(θ)/2)1/3, we have

K ′(y)(v, v
′) = σ(θ)K(y)(u, u

′). (2.17)

Note that

det(I −Kε
ut)L2(Cε) = det(I − 1v6t1/3ε(v)Kε

ut(v, v
′)1v′6t1/3ε(v

′))L2(C0). (2.18)

By Lemma 2.13 we can apply dominated convergence to the Fredholm determinant
expansion on the right hand side of (2.18). Along with (2.16) and (2.17) we have

lim
t→∞

det(I −Kε
ut)L2(Cε) = det(I −K(y))L2(C0).

Lemma 2.17. For all y ∈ R,

det(I −K(y))L2(C0) = det(I −KAi)L2(y,+∞),

where KAi is defined in Definition 2.1.

Proof. We apply [14, Lemma 8.6].

This reformulation is common in asymptotic analyses of Fredholm determinants. We
are now able to conclude.

Proof of Proposition 2.3. Together Lemma 2.14, Lemma 2.15, Proposition 2.16, and
Lemma 2.17 yield

lim
t→∞

det(I −Kut)L2(C) = lim
t→∞

det(I −Kut)L2(Cε) = lim
t→∞

det(I −Kε
ut)L2(Cε) =

det(I −K(y))L2(C0) = det(I −KAi)L2(y,+∞). (2.19)

The proof of Corollary 1.17 is almost identical to the argument used to obtain [7,
Corollary 5.8] from [7, Theorem 1.15]. We include it here for completeness.

Proof of Corollary 1.17. Observe that we can sample ect uniform sticky Brownian mo-
tions {Bi(t)} by first sampling the kernels Ks,t and then sampling ect iid continuous
random walks with these kernels as transition probabilities. For any given kernel, the
probability that none of the uniform sticky Brownian motions is greater than r is given
by

P

(
max

i=1,...,bectc
Bi(t) 6 r

)
= (1− K0,t(0, [r,∞)))

bectc
= exp

(
bectc log(1− K0,t(0, [r,∞))

)
.

(2.20)
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We set r = xt = tx0 + t1/3σ(θ0)y
λ2J′(x0/λ) , and let θr be defined so that x(θr) = x.. Because these

motions are independent after conditioning on the environment,

P

(
max

i=1,...,bectc
Bi(t) 6 r

)
= P

(
maxi=1,...,bectcBi(t)− tx0

t1/3σ(θ0)/(λ2J ′(x0/λ))
6 y

)
(2.21)

Use Theorem 1.15 to approximate

log(K0,t(0, [r,∞))) = −tλ2J(x/λ) + t1/3σ(θr)χt, (2.22)

with χt converging weakly a GUE Tracy-Widom distributed random variable as t→∞.
Now Taylor expand

λ2J(x/λ) = λ2J(x0/λ) + σ(θ0)t−2/3y +O(t−
4
3 ).

We can take the derivative of x(θ) and apply Lemma 2.4 to see that x is a decreasing
continuous surjective function of θ from R>0 → R>0. Thus we can define the inverse
map θ(x) on R>0, and Taylor expand

σ(θr) = σ(θ0) +
t−2/3σ′(θ0)θ′(x0)σ(θ0)y

λ2J ′(x0/λ)
+O(t−

4
3 ).

We can now expand the right hand side of (2.22) as

−tλ2J(x0/λ)+t1/3σ(θ)χt = −tλ2J(x0/λ)+σ(θ0)t1/3(χt−y)+O(t−1/3)+O(t−1/3χt) (2.23)

Choosing x0 so that λ2J(x0/λ) = c gives

P

(
max

i=1,...,bectc
Bi(t) 6 r

)
= E exp

(
bectc log(1− K0,t(0, [r,∞))

)
= E exp

(
−bectcK0,t(0, [r,∞)) +O(ectK0,t(0, [r,∞))2)

)
= E exp

(
−et

1/3σ(θ0)(χt−y)+O(t−1/3(1+χt))+O(K0,t(0,[r,∞))+O(ectK0,t(0,[r,∞))2)
)

The second equality is obtained by Taylor expanding the logarithm around 1. The third
equality is obtained by combining (2.22) and (2.23).

Now we control the error terms. The random variable χt converges in distribution,
so by Slutsky’s theorem, t−1/3(1 + χt) → 0 in probability. Recall that λ2J(x0/λ) = c to
obtain

ectK0,t(0, [r,∞))2 = ect+2 logK0,t(0,[r,∞)) = e−ct+O(t1/3χt) = e−ct+t
2/3O(t−1/3χt),

K0,t(0, [r,∞)) = elogK0,t(0,[r,∞)) = e−ct+O(t1/3χt) = e−ct+t
2/3O(t−1/3χt).

SinceO(t−1/3χt)→ 0 in probability, so do bothO(ectK0,t(0, [r,∞))2) andO(K0,t(0, [r,∞))).

Combining this with (2.21) and the fact that exp(−et1/3x) −−−→
t→∞

1x<0, and using bounded

convergence completes the proof.

3 Construction of steep descent contours

This section is devoted to constructing the contour C whose existence is stated in
Proposition 2.9, and which is used in the asymptotic analysis of Section 2. The goal is first
to study the level set Re[−h(z)] = h(θ), show that it contains well behaved paths from θ

to 0 in the complex plane, and second to take the slight deformation Re[−h(z)] = h(θ)− ε
and add small segments to a path in this set to arrive at a contour from θ to 0 on which
we can bound Re[−h(z)]. The first step is the main difficulty.
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Arguments of this type are often performed in cases where the function corresponding
to our h is a rational function or the log of a rational function and thus has a finite explicit
set of critical points and poles [16, 19]. We will see that the infinite set of poles of h′,
and the fact that we do not explicitly know all zeros of h′ both lead to challenges that we
overcome through careful use of conservation of the number of paths in the level set of
Re[h] and Re[h′] which enter and leave a any compact set K.

Before studying the level sets, we will need some bounds. Rather than requiring very
careful bounds on Re[h(z)], we instead only find the sign of the derivative of Re[h(z)]

along the real and imaginary axis.

Lemma 3.1. For all y > 0, Im[ψ2(iy)] < 0.

Proof. We split the proof into 2 cases. For case 1 assume y > 1√
5
. Applying Lemma A.1

Im[ψ2(iy)] = −2Im

[
1

2(iy)2
+

1

2(iy3)
+

3

6(iy)4
+R3

m(iy)

]
= −2

(
1

2y3
+ Im[R3

m(iy)]

)
6
−1

y3
+

1

5y5
.

Since y > 1√
5
, we have Im[ψ2(iy)] < 0, as desired.

For case 2 assume y 6 1√
5
. Using the zeroth order Laurent expansion of ψ2 around 0

gives

Im[ψ2(iy)] = Im

[
−2i

y3
− 2ζ(3) +R0

2(iy)

]
=
−2

y3
+ Im

[
R0

2(iy)
]
6
−2

y3
+ 3!ζ(4)y.

Where ζ(·) is the Riemann zeta function. −2
y3 + 3!ζ(4)y has the same sign as −2

y4 + 3!ζ(4),

and when y 6 1√
5
,

−2

y4
+ 3!ζ(4) 6 −50 + 6ζ(4) < 0,

where we have used ζ(4) < 2. Thus we have Im[ψ2(iy)] 6 0, as well in case 2.

Lemma 3.2. We have Im[h′(iy)] < 0 for y > 0, and Im[h′(iy)] > 0 for y < 0.

Proof. Because h′(z) = h′(z), the two statements in this lemma are equivalent; we will
prove the first. Because ψ2(θ) < 0, this is equivalent to showing

A = A(θ, y) = Im[ψ2(θ)ψ2(iy)− ψ3(θ)ψ1(iy)] > 0.

For θ > 0, ψ3(θ) is positive and Im[ψ1(iy)] is negative, so the second term is positive.
ψ2(θ) is positive, and by Lemma 3.1 Im[ψ2(iy)] is negative, so the first term is positive.

Let

pθ(a) = ψ2(a)− ψ3(θ)

ψ2(θ)
ψ1(a). (3.1)

So that h′(a) = p(θ)− p(a). We will often omit the θ subscript and simply write p(a).

Lemma 3.3. The function p satisfies p′(a) > 0 for all a < θ, and p′(a) < 0 for all a > θ.

Proof. By Lemma 2.4 we have ψ4(θ)ψ2(θ) − ψ3(θ)2 > 0 for all θ > 0. After dividing by
ψ2

2(θ), we get

∂θ
ψ3(θ)

ψ2(θ)
=

1

ψ2(θ)

(
ψ4(θ)− ψ3(θ)2

ψ2(θ)

)
> 0,
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0 1

Figure 5: An image of the levelset Im[f(z)] = 0 for f(z) = z2

2 −
2z3

3 + z4

4 . Because
f ′(z) = z(z − 1)2 we see a critical point at 0 and a double critical point at 1. On each
contour curve we have drawn an arrow indicating the direction in which Re[f(z)] is
increasing. In thick red we show the contour path that starts at the point∞, and exits
its starting point along the contour curve in the lower half plane that connects∞ to 0.
As indicated in the Definition 3.6 at each critical point the next contour curve in the path
is immediately counterclockwise to the previous contour curve.

so ψ3(θ)
ψ2(θ) is increasing in θ. This implies

ψ3(a)

ψ2(a)
− ψ3(θ)

ψ2(θ)
is

{
< 0 for a < θ,

> 0 for a > θ.

Multiplying by the negative term ψ2(a) gives

f ′(a) = ψ3(a)− ψ3(θ)

ψ2(θ)
ψ2(a) is

{
> 0 for a < θ,

< 0 for a > θ.

Lemma 3.4. The function a 7→ Re[−h(a)] is increasing for a < t and decreasing in a for
a > t.

Proof. h′(a) and h(a) are real for a ∈ R, so ∂aRe[−h(a)] = −h′(a). From (3.1), we see
that −h′(a) = p(a) − p(θ). Together with Claim 3.3 this gives that h′(a) is negative for
a < t and positive for a > t. This completes the proof.

3.1 Contour curves and contour paths

Now using the sign of the derivatives of Re[h(z)] along the real and imaginary axis,
we begin a more careful study of the level sets of Re[h(z)]. First we introduce a helpful
way to think about the level set of the real or imaginary part of an arbitrary meromorphic
function by defining contour curves and contour paths.

Let f be a meromorphic function on the complex plane. Let γ = {z ∈ C : Im[f(z)] = 0}.
Then γ can be decomposed as a (potentially infinite) collection of differentiable curves
which meet only at critical points and poles of f .

Definition 3.5. We will call a maximal connected subset of the level set γ that does not
contain a critical point or a pole a contour curve of Im[f(z)] = 0. Contour curves will be
differentiable paths with a critical point, a pole, or the point∞ at either end. We assign
an orientation to each contour curve so that Re[f(z)] is an increasing function as we
traverse the curve in the positive direction. We will say that a contour curve exits one of
its endpoints and enters the other based on this orientation
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We also define a notion of contour path, which connects a pole or the point infinity to
another pole or to the point∞ and on which Re[f(z)] goes from −∞ to∞. To do this we
need to make an arbitrary choice of what to do at critical points.

Definition 3.6. A contour path of Im[f(z)] = 0 is a subset of γ, which is also a path
consisting of a union of contour curves and critical points constructed by the following
procedure. Choose a pole or the point ∞ to be the starting point of the contourpath.
Select one contour curve which exits the starting point. If this curve hits a critical point,
then select the critical point and the contour curve leaving the critical point immediately
counterclockwise to the previous contour curve. Repeat this step until you reach a pole
or until you travel along a contour curve which is unbound in which case we say you
reach the point∞ (if a pole or∞ is never reached then repeat this step infinitely many
times). The contour path is the union of all contour curves and critical points selected by
this procedure. See Figure 5.

Note that every contour path is a piecewise-differentiable path with endpoints either
at a pole or at the point∞. Note also that if two contour-paths do not contain exactly
the same set of contour-curves, then they have no contour-curves in common. This is
true because each outgoing contour curve of a critical point has only one incoming curve
immediately clockwise from it, and each incoming contour curve has only one outgoing
curve immediately counter-clockwise from it.

We choose an orientation on the level set Im[f(z)] = 0 so that all contour curves
and contour paths are directed so that Re[f(z)] is an increasing function in the chosen
direction. Such an orientation exists because we chose each contour path to exit a
critical point along a contour curve neighboring the contour curve at which they entered
the critical point.

With these definitions in place we would intuitively like to say that for any bounded
set that does not contain a pole of f , the number of directed contour paths of γ entering
the set is equal to the number of directed contour paths leaving the set. We give a
more precise definition of “entering a set” then we state this conservation rigorously in
Lemma 3.8.

Definition 3.7. We say the contour path γi(t) (parametrized at unit speed in the positive
direction) enters a set K at the point a if there is a ta and ε > 0 such that for t ∈ (ta−ε, ta],
γi(t) /∈ Int(K), and for t ∈ (ta, ta + ε), γi(t) ∈ Int(K). We say a contour path γi(t) exits
K at the point b if there is a tb and ε > 0 such that for t ∈ (tb − ε, tb], γi(t) ∈ K, and for
t ∈ (tb, tb + ε), γi(t) /∈ K. Let [γ,K]in be the multiset all of points at which a contour path
in γ enters K (a point occurs n times in [γ,K]in if n contour paths enter at that point).
Let [γ,K]out be the multiset of all points at which a contour path in γ exits K, similarly
counted with multiplicity.

Lemma 3.8. Let f be a meromorphic function, and let K be a connected compact set,
so that no pole of f lies in K. If [γ,K]in consists of n points a1, ..., an, then [γ,K]out

consists of n points b1, ..., bn, so that there is a contour path in the set γ from ai to bi,
and Re[f(ai)] 6 Re[f(bi)] for all i. Note the ais are not distinct if a critical point is on the
boundary of K, and similarly for the bi’s.

Proof. If K contains infinitely many critical points of f , then the derivative of f is 0, in
which case the lemma is trivial.

Assume K ∩ γ has either no critical points, or 1 critical point of order r. At each
critical point of order r there are r incoming contour curves of γ and r outgoing contour
curves of γ.

Enumerate all contour paths γi entering K and pair them so that γi enters K at
the point ai. We define the parametrization of γi by |γ′i(t)| = max[ 1

(∂zRe[f ])(γi(t))
, 1] so

EJP 25 (2020), paper 119.
Page 29/52

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP515
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Large deviations for sticky Brownian motions

that ∂tRe[f(γi(t))] > 1. Re[f ] is bounded in K, so the path γi(t) eventually leaves K.
Set ti = inf{t|γi(t) /∈ K} and set bi = γi(ti), then bi is the point at which γi(t) exits K.
Thus there are at least n exit points b1, ..., bn, and we have traversed γi(t) in the positive
direction to get from ai to bi, so Re[f(ai)] 6 Re[f(bi)]. To show that there are only n
points at which γ exits K we can follow the paths in reverse direction (i.e. apply the
same argument to −f ). To prove the lemma for m critical points in γ ∩K, we proceed
by induction dividing K into one set containing m − 1 critical points, for which the
lemma holds, and one containing 1 critical point, for which the above argument yields
the lemma, then delete all entry and exit points along the shared boundary between the
two sets.

Now we are in a position to see why, for a rational function g with a finite explicit
set of critical points and poles, we can find a contour curve in {z : Re[g(z)] = 0} from θ

to∞. Up to homotopy there is a finite number of contour curve configurations so that
each critical point or pole has the correct number of incident contour curves (twice its
order). This means if our sets of critical points and poles are small we can rule out a few
possible configurations by controlling Re[g(z)] or its derivatives until the only remaining
configurations have the desired curve.

We will follow the same general plan for our function h, however we will have to
address the fact that we are dealing with a nonexplicit set of critical points and an infinite
set of poles. The more difficult problem of critical points is addressed in Lemma 3.9 by
examining level sets of h′(z) using our conservation property for contour paths and our
control of the sign of Re[h(z)] along the real and imaginary axis.

Lemma 3.9. The only critical point of −h with nonnegative real part is at θ.

Proof. Recall −h′(z) = p(z)− p(θ), and p(θ) > 0. Thus if a is a critical point of −h, then
Im[p(a)] = 0. We will examine the level set Im[p(z)] = 0 in the right half plane. p(z)
differs from h′(z) by a real number, so by Lemma 3.2 the level set Im[p(z)] = 0 does
not intersect the imaginary axis. As z → ∞, in the right half plane, p(z) → 0. Re[p(z)]

is increasing along contour paths of p, so no contour path of p can travel from∞ to∞.
Thus every contour path for Im[p(z)] = 0 must start or end at a pole, and the only pole of
p(z) in the right half plane is at 0. This pole has highest order term 1/z3 near 0, so there
are at most 3 contour paths of Im[p(z)] in the right half plane. One contour path begins
at −∞ and travels along the real line (directed away from 0], the other two contour
paths are directed toward 0 with one above the real line and one below the real line.

The point θ is a zero of p and a critical point of p with negative second derivative
(because h′′′(0) > 0)), so p is equivalent to −(z − θ)2 near θ. Thus p has contour curves
entering θ along the positive and negative real line, and has contour curves leaving
parallel to the positive and negative imaginary axis. By Lemma 3.3, there exists a contour
curve directed from 0 to θ along the real axis, and a contour curve directed from∞ to θ
along the real axis.

We have p(z) = p(z), so it is enough to consider the level set of Im[p(z)] = 0 restricted
to the upper right quarter plane. In the upper right quarter plane, p(z)→ 0 as |z| → ∞
uniformly in |z|. Let Dθ be a disk centered at 0 intersected with the upper right quarter
plane, with the disk chosen large enough that Re[p(z)] < p(θ) > 0 for all z /∈ Dθ in the
upper right quarter plane. Let Dθ be the set Dθ with an arbitrarily small circle around 0

removed, so Dθ contains no poles.

By Lemma 3.8, the contour path entering Dθ at θ must exit Dθ at a point b such that
Re[p(b)] > Re[p(θ)]. By our choice of Dθ this contour path cannot exit Dθ toward∞, by
Lemma 3.2 it cannot exit along the imaginary axis, and by Claim 3.3 it cannot exit along
the real axis, because the real axis is contained in the level set of Im[p(z)] = 0, and θ is

EJP 25 (2020), paper 119.
Page 30/52

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP515
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Large deviations for sticky Brownian motions

the only critical point along the real axis. Thus the contour path entering at θ must exit
toward the pole at 0, so there is a contour path α(t) of Im[p(z)] = 0 from θ to 0.

Furthermore the contour path α(t) connecting θ to 0 contains no critical points of h′

other than θ. We prove this by contradiction. Assume α(t) has a critical point besides
θ, then it has finitely many critical points because α(t) is contained in the compact set
Dθ. Let zc be the critical point for which Re[α(z)] is smallest. Let A be the compact set
enclosed between α(t) and the line segment [0, t]. Let A be A with an arbitrarily small
circle around 0 removed. One contour line exits A at zc, so by Lemma 3.8 there must be
a contour line entering A at a point zb with Re[α(zb)] < Re[α(zc)]. Because c minimizes
Re[α(z)] over all critical points of α(t), and no critical point occurs along the real axis,
we arrive at a contradiction.

We have classified the contour curves of Im[p(z)] = 0 in the right half plane as: one
contour curve with real part of p(z) increasing from θ to 0 along the real line, one contour
curve with real part of p(z) decreasing from θ to∞ along the real line, one contour curve
with real part of p(z) increasing from θ to 0 above the real line, one contour curve with
real part of p(z) increasing from θ to 0 below the real line. Any critical point of −h must
have Im[p(z)] = 0 and Re[p(z)] = p(θ). Thus any critical point must be on one of the four
contour lines described above or the critical point θ, but every point z on these contour
curves has been specified to have Re[p(z)] either strictly greater than, or strictly less
than p(θ). So θ is the only critical point of −h.

Now we can address the simpler problem that h has an infinite number of poles using
the conservation of contour paths and the the sign of the derivative of Re[h(z)] along the
imaginary axis. We do so in Lemma 3.10 and prove the existence of a contour curve in
{z : Re[h(z)] = h(θ)} with the desired properties.

Lemma 3.10. The contour curve γ1 for Re[h(z)] = h(θ) which exits θ at angle 5π
6 enters

0 at angle π/4, and the contour curve γ2 for Re[h(z)] = h(θ) which exits θ at angle π
2

crosses the positive imaginary axis.

Proof. Lemma A.1 shows that limy→∞ Im[ih(x + iy)] = limy→∞Re[−ψ(x + iy)] = −∞,
and that this convergence is uniform with respect to x for x ∈ [0, θ]. Let C be large
enough that for all y > C, Im[ih(x + iy)] < Im[ih(x + iy)] < h(θ), and consider the
rectangle S = [0, θ] × [0, iC] in the complex plane. Let S be S with an arbitrarily
small open circle around 0 removed. Neither γ1 nor γ2 can cross the line [iC, t + iC]

because for z ∈ [iC, t+ iC], Re[h(z)] < h(θ). Multiplying h by i and applying Lemma 3.8
tells us that the contour curve γ1 enters S at θ, and must exit S at a point b with
Im[h(b)] > Im[h(θ)] = 0. It cannot exit S along [0, θ], because Im[h(t)] = 0 for all t ∈ R.

Examining the critical point at θ shows that if we follow γ1 away from θ, then Re[−h(z)]

is positive for z immediately to the left of γ1 and negative immediately to the right. Thus
if this contour curve were to cross the imaginary axis, Re[−h] would be decreasing in a
neighborhood of the intersection. This contradicts Lemma 3.2 so γ1 cannot cross the
imaginary axis.

The contour curve γ2, is left of the line θ + iR. Examining the critical point at θ
shows that if we follow this new contour away from θ, then Re[h(z)] is positive for z
immediately to its right, and negative for z immediately to its left. If this contour were
to cross the line θ + iR then Re[h(z)] would be increasing on this line in a neighborhood
of the intersection. This contradicts Lemma 2.6, so γ2 cannot cross the line θ + iR. By
Lemma 3.9, θ is the only critical point of h in the right half plane, thus the contour line
γ1 cannot cross γ2 to exit S on the right. Thus the only possible place for γ1 to exit S is
to the pole at 0. γ2 cannot cross γ1 to reach (0, t], we have already shown that it does not
cross [iC, t+ iC] or θ + iR, and no other contour lines leave 0 into the upper right half
plane, so γ2 must cross the positive imaginary axis.
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Now we are prepared to prove Proposition 2.9 by deforming the contour curve found
in Lemma 3.10 so that it lies in the level set {z : Re[h(z)] = h(θ)− ε}.

Proof of Proposition 2.9. Because h(z) = h(z), it is enough to prove the lemma in the
upper half plane. As z → ∞, only one term of h becomes infinite, so h(z) ∼ −cψ(z) ∼
−c log(z) by Lemma A.3, and as Im[z] → +∞, h(z) → −∞ uniformly for Re[z] in a
compact set. Thus there exists a large M such that for Im[z] > M , z ∈ Dε,t(φε) \Dεε,t(φε),
Re[h(z)− h(θ)] < −η.

By Lemma 2.6 ∂yRe[h(θ + iy)] < 0 for y > 0. Thus for some large M , on the
compact set y ∈ [cos(φε)ε,M ], ∂yRe[h(θ + iy)] has some negative minimum. The function
h′′(z) is analytic in the compact rectangle with corners θ + iε cos(φε), θ + εeiφ, θ + iM ,
θ + ε sin(φε) + iM . Thus |h′′(z)| is bounded above by some R in this rectangle. Note that
R depends only on ε cos(φε) and M , and R is increasing in cos(φε). We can choose ε and
φ so that ε cos(φε) remains fixed, and ε sin(φε) becomes arbitrarily small. Choosing so
that ε sin(φε)R < η guarantees that ∂yRe[h(θ + sin(φε)ε + iy)] > 0 for y ∈ [cos(φε)ε,M ].
Because R is increasing φε any smaller choice of φε > 0 also works.

Similarly by analyticity of h, we can uniformly bound h′(z) on the line segment
[θ+iε cos(φε), θ+ε sin(φε)+i cos(φε)], and by Lemma 2.6 we know that Re[h(θ+iε cos(φε))−
h(θ)] < 0. Thus for small enough ε sin(φε), Re[h(θ + ε sin(φε) + iε cos(φε)) − h(θ)] < −η.
Again for a particular choice of ε, φε, any smaller φε also works.

4 Proof of the Fredholm determinant formula

In this section we will degenerate the Fredholm determinant formula in Theorem 1.20
for the Laplace transform of the quenched point to half line probability of a beta RWRE
to arrive at the Fredholm determinant formula for the Laplace transform of K0,t(0, [x,∞))

given in Theorem 1.11.

Proof of Theorem 1.11. Let Xε(t) be X(t) be as in Definition 1.18 with parameters α =

β = ελ. By Lemma 1.19, we have K0,t(0, [x,∞)) = limε→0 P(εXε(ε
−2t) > x). Note that

in the expression for KRW
u (v, v′), the only place where any of x, t, α, β appear is in the

definition of gRW .
By Theorem 1.20 we can write

E
[
euP(εXε(ε

−2t)>x)
]

= det(I −KRW
u,ε )L2(C0), (4.1)

with

KRW
u,ε (v, v′) =

1

2πi

∫ 1/2+i∞

1/2−i∞

π

sin(πs)
(−u)s

gRWε (v)

gRWε (v + s)

ds

s+ v − v′
,

gRWε (v) =

(
Γ(v)

Γ(εa+ v)

)(ε−2t−ε−1x)/2(
Γ(ε(a+ b) + v)

Γ(εa+ v)

)(ε−2t+ε−1x)/2

Γ(v),

and C0 is a positively oriented circle around 1/2 with radius 1/2.
We will take the limit of (4.1) as ε → 0. The expression eP(εXε(ε

−2t)>x) is bounded
above by e, so in the left hand side we can pass the limit through the expectation to get

lim
ε→0

E[eP(εXε(ε
−2t)>x)] = E[euK0,t(0,[x,∞))].

Thus to complete the proof, we only need to show that

lim
ε→0

det(I −KRW
u,ε )L2(C0) = det(I −Ku)L2(C). (4.2)
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We prove (4.2) in three steps; step 1 gives the reason why this convergence should hold,
while steps 2 and 3 provide the bounds necessary to make the argument rigorous.

Step 1: First for fixed v, v′, s we show the integrand of KRW
u,ε (v, v′) converges to the

integrand of Ku(v, v′) as ε→ 0.
By Taylor expanding in ε, and setting a = b = λ, we have

gRWε (v) =
(

1 + ε2λ2ψ1(v) +O(ε3)
)ε−2t/2(

1− ελψ(v) +O(ε2)
)−ε−1x/2

×
(

1 + ελψ(v) +O(ε2)
)ε−1x/2

Γ(v). (4.3)

Taking the limit as ε→ 0 gives

lim
ε→0

gRWε (v) = g(v), for v ∈ C \Z60. (4.4)

The limit (4.4) shows pointwise convergence of the integrand of KRW
u,ε (v, v′) to the

integrand of Ku(v, v′).
Additionally if K is a compact set which is separated from all poles of the Gamma

function, then the convergence in (4.4) is uniform for v ∈ K. This follows from the fact
that the Lagrange form of the remainder in the taylor expansions is bounded for v ∈ K,
because Γ′′(v) is bounded for v ∈ K. So we have shown that integrand of KRW

u,ε (v, v′)

converges to the integrand of Ku(v, v′), uniformly for v in a compact set K that does not
contain poles of the Gamma function.

Step 2: Now we prove that for fixed v, v′, the kernel KRW
u,ε (v, v′)→ Ku(v, v′) as ε→ 0.

We do this by proving bounds on the integrand of KRW
u,ε (v, v′) in order to apply dominated

convergence to the pointwise convergence of the integrand in step 1.
For s ∈ 3/4 + iR, v ∈ B1/8(0), we have the following bounds

∣∣∣∣ π

sin(πs)Γ(s+ v)

∣∣∣∣ 6 2π

eπ|Im[s]| e
π
2 |Im[s+v]|−C+( 1

4 +Re[v]) log |Im[s]|, (4.5)

|(−u)s| 6 |u|3/4 (4.6)

Equation (4.5) follows from Lemma A.4 and Lemma A.7. Equation (4.6) follows from the
fact that u ∈ R. Note that for s = 3/4 + iy, |y| > M ,∣∣∣∣∣
(

Γ(v + s+ λε)2

Γ(v + s)Γ(v + s+ 2λε)

)ε−2t/2
∣∣∣∣∣ = exp(log(Γ(v + s+ λε)− log(Γ(v + s)

+ log(Γ(v + s+ λε)− log(Γ(v + s+ 2λε)) 6 1. (4.7)

The last inequality can be seen by applying Stirling’s approximation in a precise way.
For details see Lemma A.5. Similarly for |y| > M ,∣∣∣∣∣

(
Γ(v)

Γ(v + s+ 2λε)

)ε−1x/2
∣∣∣∣∣ = exp(log(Γ(v + s))− Γ(v + s+ 2λε)) < 1. (4.8)

The last inequality follows from an approximation of the Gamma function which is similar
to Stirling’s approximation. See Lemma A.6 for details. For the final s dependent term
of the integrand, there is a constant C > 0 such that∣∣∣∣ Γ(v + s)

gRW (v + s)

∣∣∣∣ =

∣∣∣∣∣
(

Γ(v + s+ λε)2

Γ(v + s)Γ(v + s+ 2λε)

)ε−2t/2(
Γ(v + s)

Γ(v + s+ 2λε)

)ε−1x/2
∣∣∣∣∣ 6 C (4.9)
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When y > M , (4.9) follows from x, t > 0 along with (4.7) and (4.8). When y 6
M , (4.9) follows from uniform convergence for s ∈ [3/4 − iM, 3/4 + iM ] of Γ(v+s)

gRW (v+s)

to e−λxψ0(v)−λ2t2 ψ1(v). By (4.5), (4.6), and (4.9) we see that for s ∈ 3/4 + iR the integrand
of KRW

u,ε (v, v′) is bounded, and has exponential decay coming from (4.6) as Im[s]→∞.
Thus we can apply dominated convergence to show that

lim
ε→0

KRW
u,ε (v, v′) = Ku(v, v′). (4.10)

Step 3: Now we complete the proof of (4.2) by bounding the full Fredholm determi-
nant expansion of det(I −KRW

u,ε )L2(C0) in order to apply dominated convergence to the
pointwise convergence of kernels proved in step 2.

Let Aε be a rectangle with corners at 1
8 + i 1

8 , 1
8 − i 1

8 , −λε+ i 1
8 , −λε− i 1

8 , oriented in
the counterclockwise direction. The convergence in (4.4) is uniform on Aε \Bδ(0), so for
sufficiently small ε > 0, and v ∈ Aε \Bδ(0) there is a constant C such that

gRWε (v) 6 C.

Now setting v = iy + λε, we need to control

gRWε (−λε+ iy) = Γ(iy − λε)
(

Γ(iy + λε)Γ(iy − ε)
Γ(iy)2

)ε−2t/2(
Γ(iy + λε)

Γ(iy − λε)

)ε−1x/2

, (4.11)

for ε, y 6 δ. Let R(z) = Γ[z]− 1/z and note that R(z) is holomorphic in a neighborhood
of 0. By Taylor’s theorem,

R(iy + 1 + ε) = R(iy + 1) +R′(iy + 1)ε+ Rem(iy + 1, ε)ε2 (4.12)

R(iy + 1− ε) = R(iy + 1)−R′(iy + 1)ε+ Rem(iy + 1,−ε)ε2, (4.13)

where R(iy + 1), R′(iy + 1), Rem(iy + 1, ε), and Rem(iy + 1,−ε) are bounded uniformly
for y ∈ (−δ, δ), ε ∈ (0, δ).(

Γ(iy + λε)Γ(iy − ε)
Γ(iy)2

)
=

1
iy+ε +R(iy + ε+ 1)

1
iy +R(iy + 1)

1
iy−ε +R(iy − ε+ 1)

1
iy +R(iy + 1)

(4.14)

=

(
(iy)2

(iy + ε)(iy − ε)

)((
1 + (iy + ε)

(
R(iy + 1) +R′(iy + 1)ε+ Rem(iy + 1, ε)ε2

))
(1 + iyR(iy + 1))2

)
×
(
1 + (iy − ε)

(
R(iy + 1)−R′(iy + 1)ε+ Rem(iy + 1,−ε)ε2

))
=

(
1

1 + ε2

y2

)(
(1 + iyR(iy + 1))2 + ε2Rem1(iy + 1, ε)

(1 + iyR(iy + 1))2

)
,

where Rem1(iy + 1, ε) is bounded uniformly for y ∈ (−δ, δ), ε ∈ (0, δ). The first equality
follows from the definition of R and the second follows from (4.12) and (4.13). The third
equality follows expanding(

1 + (iy + ε)
(
R(iy + 1) +R′(iy + 1)ε+ Rem(iy + 1, ε)ε2

))
(4.15)

×
(
1 + (iy − ε)

(
R(iy + 1)−R′(iy + 1)ε+ Rem(iy + 1,−ε)ε2

))
, (4.16)

and noting that the coefficient of ε0 is (1 + iyR(iy + 1))2, the coefficient of ε1 is 0. The
fact that Rem1(iy + 1, ε) is bounded comes from the fact that every coefficient of εk in
the two terms of (4.15) is bounded uniformly in y, ε.

Define

Rem2(iy + 1, ε) =
Rem1(iy + 1, ε)

(1 + iyR(iy + 1))2
. (4.17)
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We have that for x ∈ (0, δ), y ∈ (−δ, δ),∣∣∣∣∣
(

Γ(iy + λε)Γ(iy − ε)
Γ(iy)2

)−1
∣∣∣∣∣ =

∣∣∣∣(1 +
ε2

y2

)(
1

1 + ε2Rem2(iy + 1, ε)

)∣∣∣∣
>

∣∣∣∣(1 +
ε2

y2

)
(1− ε2Rem2(iy + 1, ε))

∣∣∣∣
>

∣∣∣∣1 + ε2

(
1

y2
− Rem2(iy + 1, ε)− ε2 Rem2(iy + 1, ε)

y2

)∣∣∣∣
>

(
1 + ε2 3

4y2

)
. (4.18)

The first equality follows from (4.14). The first inequality follows from the fact that for

any 0 < x < 1,
∣∣∣ 1

1+x

∣∣∣ > |1− x|,. The final inequality may require us to choose a still

smaller δ > 0 and follows from the fact that Rem2(iy + 1, ε) is bounded.
By Laurent expanding the Gamma function around 0, we can see that

Γ(−λε+ iy) 6
1√

y2 + ε2
+ C 6

1

y
+ C, (4.19)

for 0 < ε < δ and y ∈ (−δ, δ). We also have

((
Γ(iy + λε)Γ(iy − ε)

Γ(iy)2

)ε−2t/2
)−1

>

(
1 + ε2 3

4y2

) ε−2t
2

> 1 +
3t

8y2

>

(
1

y
+ C

)
> Γ(iy − ελ), (4.20)

for y sufficiently small. The first inequality follows from (4.18), the equality is Newton’s
generalized binomial theorem, the second inequality uses Bernoulli’s inequality. The
third inequality is true if y large in particular 1/y > 1 + 8C/3t. The fourth inequality
follows (4.19).

Equation (4.20) implies

Γ(iy − λε)
(

Γ(iy + λε)Γ(iy − ε)
Γ(iy)2

)ε−2t/2

6 1. (4.21)

By Taylor’s theorem, there exists a function Rem3(iy, ε) which is bounded for ε ∈ (0, δ),
y ∈ (−δ, δ) satisfying

Γ(iy + ε) =
1

iy + ε
+ Rem3(iy, ε)ε and Γ(iy − ε) =

1

iy − ε
+ Rem3(iy,−ε)ε.

Thus

Γ(iy + ε)

Γ(iy − ε)
=

1
iy+ε + Rem3(iy, ε)ε
1

iy−ε + Rem3(iy,−ε)ε
=(

iy − ε
iy + ε

)(
1 + (iy + ε)Rem3(iy, ε)ε

1 + (iy − ε)Rem3(iy,−ε)ε

)
=

(
iy − ε
iy + ε

)
(1 + Cε,yε), (4.22)

where for any η we can choose δ small enough that Cε,y 6 η. Thus for all ε ∈ (0, δ), y ∈
(−δ, δ),

(1− ηε) 6
∣∣∣∣Γ(iy + ε)

Γ(iy − ε)

∣∣∣∣ 6 (1 + ηε). (4.23)

EJP 25 (2020), paper 119.
Page 35/52

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP515
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Large deviations for sticky Brownian motions

This implies ∣∣∣∣∣
(

Γ(iy + λε)

Γ(iy − λε)

)ε−1x/2
∣∣∣∣∣ 6 (1 + ηε)e

−1x/2 6 eηx/2. (4.24)

Together (4.11), (4.21), and (4.24) imply that for δ small, ε ∈ (0, δ), y ∈ (−δ, δ),

|gRWε (−λε+ iy)| 6 eηx/2.

Thus KRW
u,ε (v, v′) is bounded by some C on the contour Aε. Hadamard’s bound implies

that
det[Ku,ε(xi, xj)]

k
i,j=1

k!
6
Ckkk/2

k!
,

where the right hand side decays at rate Ck

ek log(k)/2 by Stirling’s formula. Together
with (4.10), and the fact that the contours Aε are finite volume, this allows us to apply
dominated convergence to the Fredholm determinant expansion det(I−KRW

u,ε (v, v′))L2(Aε),
to get

lim
ε→0

det(I −KRW
u,ε )L2(Aε) = det(I −Ku)L2(Aε). (4.25)

We can deform the contour Aε to C without crossing any poles of Ku(v, v′) and we can
deform Aε to C0 without crossing any poles of KRW

u,ε (v, v′), so by (4.25)

lim
ε→0

det(I −KRW
u,ε )L2(C0)) = det(I −Ku)L2(C).

5 Moment formulas and Bethe ansatz

5.1 Proof of the moment formula Proposition 1.22

In this section we find moment formulas for kernels of uniform Howitt-Warren flows,
by taking the diffusive limit of [7, Proposition 3.4]. In order to state precisely how we
use results from [7], we first explain the connection between the beta RWRE and another
model called the beta polymer, which was also introduced in [7].

Definition 5.1 (beta polymer). The beta polymer is a probability measure on oriented
lattice paths constructed as follows. We consider paths in Z2 with allowed edges of
the form (i, j) → (i + 1, j) and (i, j) → (i + 1, j + 1). In other terms, we allow paths to
make either right or up-right steps. The measure depends on two parameters ν > µ > 0.
Let {B(i,j)}i,jZ2 be a family of iid random variables distributed according to the beta
distribution with parameters ν, ν − µ. To each horizontal edge e = (i− 1, j)→ (i, j) we
assign the Boltzmann weight we = Bi,j , and to each diagonal edge e = (i−1, j−1)→ (i, j)

we associate the Boltzmann weight we = (1−Bi,j).
For fixed points S, T ∈ Z2, the beta polymer is a measure on paths π : S → T such

that the probability of a path π is proportional to
∏
e∈π we. In this paper, we are mostly

interested in paths between the half-line D := {(0, i) : i > 0} and any point of coordinates
(t, n) for t > 0. The associated partition function is defined as

Z(t, n) =

n∑
i=1

∑
π:(0,i)→(t,n)

∏
e∈π

we.

By the definition of our Boltzmann weights, for t > 0, n ∈ Z, the partition function Z(t, n)

is characterized by the following recurrence relation.{
Z(t, n) = Bt,nZ(t− 1, n) + (1−Bt,n)Z(t− 1, n− 1), if t > 0

Z(0, n) = 1n>0.

Note that this half line to point partition function is the same as the partition function
Z(t, n) defined in [7, Definition 1.2].
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Now we rephrase the relation between the beta RWRE and the beta polymer from [7,
Proposition 1.6].

Proposition 5.2. Consider the beta RWRE with parameters α, β > 0 (see Definition 1.18)
and the beta polymer with parameters µ = α, ν = α + β. For t > 0 and n1, . . . , nk ∈ Z,
we have the following equality in distribution,

(Z(t, n1), ...,Z(t, nk)) = (P(Xx1
1 (t) > 0), ...,P(Xxk

k (t) > 0)) for xi = 2ni − 2− t,

and

E

[
k∏
i=1

Z(t, ni)

]
= E

[
k∏
i=1

P(Xxi
i (t) > 0)

]
,

where these expectations are taken over the random environments of the beta polymer
and the beta RWRE respectively.

Proof. First note that although the beta RWRE was defined for positive time, we can
apply a spatial shift to our variables so that it is defined for all t > −L for any L ∈ Z.
We will use this interpretation when we describe a particle trajectory in the beta RWRE
starting from a point with a negative time coordinate. Consider the change of coordinates
x = 2n − 2 − t and rewrite Z(t, n) in terms of (t, x). This corresponds to transforming
horizontal edges into diagonal down-right edges. Then, reversing the time direction
allows us to identify paths fromD to (t, n) in the beta polymer with space-time trajectories
in the beta RWRE from the point x at time −t to the half line [0,+∞) at time 0, such that
the Boltzmann weight of the beta polymer path is equal in distribution to the probability
of the beta RWRE trajectory. This equality in distribution also holds jointly for arbitrary
collections of paths. Finally, shifting all paths forward in time by t steps in the beta
RWRE does not change their law, thus we have the desired equality in distribution.

Now we can prove the mixed moments formula (Proposition 1.22).

Proof of Proposition 1.22. We begin with the moment formula [7, Proposition 3.4]. Using
Proposition 5.2 to rewrite Z(t, n) in terms of P(Xx(t) > 0) gives, for x1 > · · · > xk,

E[P(Xx1
1 (t) > 0)...P(Xxk

k (t) > 0)] =

1

(2πi)k

∫
γ1

...

∫
γk

∏
A<B

zA − zB
zA − zB − 1

k∏
j=1

(
ν + zj
zj

) t+x
2 −1(

µ+ zj
ν + zj

)t
dzj
zj + ν

. (5.1)

Where γk is a small contour around 0 and γi contains 1 + γj for i < j, and all contours
exclude −ν. To choose the γi precisely, fix a small ak > 0 and define the contour
γk = γεk to be a short vertical line segment {−λε+ iy : y ∈ [−ak, ak]} union a half circle a
{−λε+ake

iθ : θ ∈ [−π/2, π/2]}. Let construct γi = γεi in the same way with ai replacing ak
and choose each ai large enough that 1 + γεi+1 is contained in γεi . Recalling Lemma 1.19
and taking ε→ 0 in (5.1) gives

E[K−t,0(x1, [0,+∞))...K−t,0(xk, [0,+∞))] =

lim
ε→0

1

(2πi)k

∫
γε1

...

∫
γεk

∏
A<B

zA − zB
zA − zB − 1

k∏
j=1

(
2λε+ zj

zj

) ε−2t+ε−1x
2

(
λε+ zj
2λε+ zj

)ε−2t
dzj
zj
.
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We simplify the product

k∏
j=1

(
2λε+ zj

zj

) ε−2t+ε−1x
2

(
λε+ zj
2λε+ zj

)ε−2t
dzj
zj

=

k∏
j=1

(
1 +

2λε

zj

) ε−1x
2
(

(λε+ zj)
2

zj(2λε+ zj)

) ε−2t
2 dzj

zj
. (5.2)

Taking the pointwise limit of the integrand suggests that

E[K−t,0(x1, [0,+∞))...K−t,0(xk, [0,+∞))] =∫
γ0
1

dz1

2πi
...

∫
γ0
k

dzk
2πi

∏
A<B

zA − zB
zA − zB − 1

k∏
j=1

exp

(
λ2t

2z2
j

+
λxj
zj

)
1

zj
, (5.3)

where now the contours γ0
k,... γ0

1 all pass through 0 in the vertical direction and γ0
i

contains 1 + γ0
j for all i < j. We will justify this limit by applying dominated convergence

at the end of the proof.
The condition αi <

αj
1+αj

for all i < j implies that if γ̄i is the circle centered at α−1
i /2

with radius α−1
i /2 oriented in the counterclockwise direction, then 1 + γ̄j is contained in

γ̄i for all i < j. Thus Cauchy’s theorem allows us to deform the integration contours γi
to γ̄i in (5.3) without collecting any residues.

We perform a change of variables wj = 1/zj on (5.3) and use the fact that the
pointwise inverse in the complex plane of a circle with center α−1/2 and radius α−1/2 is
the line α+ iR. We obtain

E[K−t,0(x1, [0,+∞))...K−t,0(xk, [0,+∞))] =∫
α1+iR

dw1

2iπ
· · ·
∫
αk+iR

dwk
2iπ

∏
16A<B6k

wB − wA
wB − wA − wAwB

k∏
j=1

exp

(
tλ2w2

j

2
+ λxjwj

)
1

wj
.

(5.4)

Now use dominated convergence to justify the the ε→ 0 limit which gave (5.3). The
contours γi(ε) depend on ε and in order to apply dominated convergence, we perform
the change of variables zi = z̄i − λε in (5.2) so that our contours of integration change
from γi[ε] to γi[0], and set γ′i = γi[0].

Now that all our contours of integration do not depend on ε, all we need to do is
bound the integrand along these contours. The argument which allows us to apply
dominated convergence to get (5.3) is a simplified form of the argument which allows us
to apply dominated convergence in the proof of Theorem 1.11. Taylor expanding shows
that

(1 + εa)
ε−1 ε→0−−−→ ea, uniformly in a for |a| < R.

Thus, uniformly for zj outside a neighborhood of 0,

(
1 +

2λε

zj

) ε−1x
2

−−−→
ε→0

e
λx
zj , (5.5)

and (
(λε+ zj)

2

zj(2λε+ zj)

) ε−2t
2

=

(
1 +

ε2λ2

z2
j + 2λzε

) ε−2t
2

−−−→
ε→0

e
λ2t

2z2
j . (5.6)

EJP 25 (2020), paper 119.
Page 38/52

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP515
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Large deviations for sticky Brownian motions

Now we bound the integrands along γi[ε] ∩Bδ(0). Near 0 we have zi = −λε+ iy, so∣∣∣∣∣∣
(

1 +
2λε

zj

) ε−1x
2

∣∣∣∣∣∣ =

∣∣∣∣ λε+ iy

−λε+ iy

∣∣∣∣ ε
−1x
2

= 1, (5.7)

and ∣∣∣∣∣∣
(

(λε+ zj)
2

zj(2λε+ zj)

) ε−2t
2

∣∣∣∣∣∣ =

∣∣∣∣ −y2

−y2 − λ2ε2

∣∣∣∣ ε
−2t
2

< 1. (5.8)

Together (5.5), (5.6), (5.7), and (5.8), and the fact that γεk has uniformly bounded
length, allow us to apply dominated convergence to (5.2) to obtain (5.3). This completes
the proof.

5.2 Limit to the KPZ equation

In this Section, we show that the moment formula from Proposition 1.22 converges
to the moments of the solution to the multiplicative noise stochastic heat equation with
delta initial data, which suggests that Howitt-Warren stochastic flows of kernels converge
to the KPZ equation.

Consider Z(t, x) the solution to the multiplicative noise stochastic heat equation

∂tZ(t, x) =
1

2
∂xxZ(t, x) +

√
κξ(t, x)Z(t, x), t > 0, x ∈ R,

where ξ is a space time white noise and κ > 0 is a parameter controlling the noise
strength. This stochastic PDE has attracted much attention recently because the solution
to the KPZ equation

∂th(t, x) =
1

2
∂xxh(t, x) +

1

2
(∂xh(t, x))

2
+
√
κξ(t, x)

is given by h(t, x) = logZ(t, x). It is expected that models in the KPZ class which depend
on a tunable parameter controlling noise or asymmetry converge to the KPZ equation
in the weak asymmetry/noise scaling limit. We refer to [25] for background on these
scalings and stochastic PDEs.

Let

uκ(t, ~x) = E [Z(t, x1) . . . Z(t, xk] .

It was shown in [13, Section 6.2] (see also [41]) that for Dirac delta initial data u(0, ·) =

δ0(·), the function uκ can be written for x1 6 · · · 6 xk as

uκ(t, ~x) =

∫
r1+iR

dz1

2iπ
· · ·
∫
rk+iR

dzk
2iπ

∏
16A<B6k

zA − zB
zA − zB − κ

k∏
j=1

exjzj+
t
2 z

2
j , (5.9)

where the contours are such that ri > ri+1 + κ for all 1 6 i 6 k.
Recall the moments of the uniform Howitt-Warren flow

Φ
(k)
t (x1, . . . , xk) = E

[
K−t,0(x1, [0,+∞)) . . .K−t,0(xk, [0,+∞))

]
,

and recall that they depend on a noise parameter λ.

Proposition 5.3. Let γ > 0 and consider the scalings

T = λ2t, Xi = λ2tγ + λxi. (5.10)
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Let Kt(x, ·) be the kernel of the uniform Howitt-Warren stochastic flow with stickiness
parameter λ. We have that for fixed t > 0 and x1 6 · · · 6 xk,

lim
λ→∞

(λγ)k exp

k
2
tλ2γ2 + λγ

k∑
j=1

xj

Φ
(k)
T (− ~X) = uγ2(t, ~x).

Remark 5.4. Proposition 5.3 suggests that under the scalings (5.10),

Zλ(t, x) := γλetλ
2γ2/2+λγxK−T (−X, [0,+∞))

weakly converges as λ goes to +∞ (in the space of continuous time space trajectories)
to the solution of the multiplicative noise stochastic heat equation Z(t, x) with Dirac
delta initial data and κ = γ2. Equivalently, logZλ(t, x) would converge weakly to the
solution to the KPZ equation with narrow wedge initial data. The analogous statement
for discrete random walks in space-time iid random environment is proved in [28].

Proof. Consider (1.15) and perform the change of variables wj = γ
λ + zi

λ2 . For large
enough λ, the contour for zi may be chosen as ri + iR where ri+1 > ri + γ2 for all
1 6 i 6 k. Under the scalings (5.10), we have (dropping unnecessary indices)

T

2
λ2w2 − λXw =

t

2
z2 − xz − γxλ− t

2
γ2λ2,

and we have the pointwise convergences

wb − wa
wb − wa − wawb

−−−−−→
λ→+∞

zb − za
zb − za − γ2

,
1

λwi
−−−−−→
λ→+∞

1

γ
.

Moreover, it is easy to see that the ratios stay bounded for za, zb, zi belonging to their
fixed vertical contours. Thus, by dominated convergence,

(λγ)ke
∑k
j=1

t
2γ

2λ2+γxiλΦ
(k)
T (−X1, . . . ,−Xk) −−−−−→

λ→+∞∫
r1+iR

dz1

2iπ
· · ·
∫
rk+iR

dzk
2iπ

∏
16A<B6k

zB − zA
zB − zA − γ2

k∏
j=1

e
t
2 z

2
j−xjzj .

We finally obtain (5.9) by the change of variables zi = −z̃i.

5.3 Bethe ansatz solvability of n-point uniform sticky Brownian motions

For x ∈ Rk and t > 0, let u(t, ~x) be the right hand side of (5.4). We claim that u
satisfies

∂tu =
1

2
∆u, (5.11)

(∂i∂i+1 + λ(∂i − ∂i+1))u|xi=xi+1 = 0. (5.12)

Indeed, for any w ∈ C, the function exp
(
tλ2w2

2 + λxw
)

is clearly a solution to (5.11).

This equation is linear and hence any superposition of solutions satisfies it, so does
u(t, ~x).

Regarding the boundary condition (5.12), let us apply the operator ∂i∂i+1 + λ(∂i −
∂i+1) to u(t, ~x). The operator can be brought inside the integrals in (5.4) and yields a
multiplicative factor

λ2wiwi+1 + λ(λwi − λwi+1).
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This factor cancels the denominator of

wB − wA
wB − wA − wAwB

when A = i, B = i + 1, so that the integral in wi+1 does not have a pole anymore at
wi+1 = wi/(1 + wi). Thus, by Cauchy’s theorem, one can shift the wi+1 contour from
αi+1 + iR to αi + iR. Now that variables wi and wi+1 are integrated on the same contour,
we notice that for xi+1 = xi, the integrand is antisymmetric with respect to exchanging
wi and wi+1 (because of the factor wi −wi+1), and hence the integral is zero. Thus u(t, ~x)

satisfies (5.12).
More generally, the function

Ψ~z(~x) =
∑
σ

∏
i<j

zσ(i) − zσ(j) − 1

zσ(i) − zσ(j)

k∏
j=1

e
λxj
zj , (5.13)

satisfies (5.11), (5.12) for any ~z ∈ (C \ {0})k.
The function u(0, ~x) is a linear superposition of Ψ~z(~x) which additionally satisfies the

initial condition for x1 > · · · > xk that

u(0, ~x) =

k∏
i=1

1xi>0.

Note that the function Φ
(k)
t (~x) := E[K−t,0(x1, [0,+∞))...K−t,0(xk, [0,+∞))] satisfies

the same initial condition.
The discrete analogue of Φ

(k)
t (~x) is E[P(Xx1(t) > 0)...P(Xxk(t) > 0)] (in the sense of

Lemma 1.19). It was shown in [7, Section 3.1] using simple probabilistic considerations
that the latter quantity satisfies discretizations of (5.11), (5.12).

It would be interesting to provide a probabilistic explanation for why Φ
(k)
t (~x) must

satisfy (5.11), (5.12). Note that Φ
(k)
t (~x) is symmetric in the xi’s so that we need to under-

stand it only in the Weyl chamber Wk := {x ∈ Rk : x1 > · · · > xk}. Then (5.11), (5.12)
should be regarded as Kolmogorov’s backward equation for k-point uniform sticky Brow-
nian motions. Inside the open sector x1 > · · · > xk, it is clear that the generator should
be given by the Laplacian (since k-point sticky Brownian motions evolve as k independent
Brownian motions), hence the heat equation (5.11). However, we have not found in the
literature a rigorous definition of the generator for n-point uniform sticky Brownian
motions and we are unable to deduce the boundary condition (5.12) directly from the
definition of uniform sticky Brownian motions. After the posting of the manuscript on
arXiv, we have learned from Jon Warren that it is possible to derive (5.11), (5.12) directly
from the martingale problem characterizing sticky Brownian motions, and this will be
explained in the forthcoming paper [21].

5.4 A formal relation to diffusions with white noise drift

By analogy with the Lieb-Liniger model (we refer the reader to the book [36, Chap.
4] for background on the Lieb Liniger model, or [13, Section 6] for its relation to the KPZ
equation), it is natural from the physics point of view to associate to the equation (5.11)
with boundary condition (5.12) the following PDE on Rk

∂tv(t, ~x) =
1

2
∆v(t, ~x) +

1

2λ

∑
i6=j

δ(xi − xj)∂xi∂xjv(t, ~x). (5.14)

In order to see that (5.14) satisfies the boundary condition (5.12), integrate the equation
over the variable y = xi+1 − xi in a neighborhood of 0, and use the fact that v(t, ~x) is
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symmetric in the xi’s for symmetric initial condition. Assuming uniqueness of solutions
to (5.11)+ (5.12) and (5.14), their restrictions to the Weyl chamber Wk := {x ∈ Rk :

x1 > · · · > xk} must coincide, provided the initial conditions coincide on Wk.
Consider now the stochastic PDE{

∂tq(t, x) = 1
2∂xxq(t, x) + 1√

λ
ξ(t, x)∂xq(t, x),

q(0, t) = q0(x).
(5.15)

It is not clear to us if a solution theory is available when ξ is a space-time white noise,
although this is the case we are ultimately interested in. However, if ξ is a smooth and
Lipschitz potential, the Kolmogorov backward equation provides a representation of the
solution as

q(t, x) = E[q0(X0)|X−t = x],

where Xt is the random diffusion [52] (see also [11, Eq. (2.9)])

dXt =
1√
λ
ξ(t,Xt)dt+ dBt, (5.16)

where the Brownian motion B is independent from ξ, and E denotes the expectation
with respect to B, conditionally on the environment ξ. For a white noise potential ξ
depending only on space, such diffusion can be constructed rigorously [74]. Note that q
does not satisfy (5.15) for ξ white in time and smooth in space due to Ito corrections in
the derivation of (5.15) from (5.16).

Let
ṽ(t, ~x) := E [q(t, x1) . . . q(t, xk)] , (5.17)

where q solves (5.15). We claim that ṽ(t, ~x) satisfies (5.14) in the following formal sense.
The following arguments are non rigorous, as we will discard many analytic difficulties
such as exchanging derivatives with expectation without justification and we implicitly
assume existence and uniqueness of solutions of (5.15) when ξ is a space time white
noise.

By definition, a solution to (5.15) satisfies

q(t, x) = pt ∗ q0(x) +
1√
λ

∫ t

0

ds

∫
R

dypt−s(x− y)ξ(s, y)∂yq(s, y),

where ∗ denotes convolution in space, and pt(x) = 1√
2πt

e−x
2/2t denotes the heat kernel.

Note that when ξ(s, y) is not smooth in space, the integral against ξ(s, y)∂yq(s, y) is not
well defined even using Ito calculus. Let us assume for the moment that the covariance
of the environment ξ is given by

E [ξ(t, x)ξ(x, y)] = δ(t− s)R(x− y), (5.18)

where R is a smooth and compactly supported function. Considering the case k = 2 for
simplicity, we may write

ṽ(t, x1, x2) =
1

λ
E

[ ∫
R

dy1

∫
R

dy2

∫ t

0

ds1

∫ t

0

ds2pt−s1(x1 − y1)pt−s2(x2 − y2)

× ξ(s1, y1)ξ(s2, y2)∂y1q(s1, y1)∂y2q(s2, y2)

]
+

1√
λ
pt∗q0(x1) E

∫
R

dy2

∫ t

0

ds2pt−s2(x2−y2)ξ(s2, y2)∂y2q(s2, y2)+1↔ 2+pt∗q0(x1)pt∗q0(x2),
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where 1↔ 2 denotes the previous term after exchanging indices 1 and 2. In the sequel
we will discard the terms depending on pt ∗ q0 which play no role in the following
computation, because they solve the homogeneous heat equation. Using (5.18), we
obtain

ṽ(t, x1, x2) =

1

λ

∫
R

dy1

∫
R

dy2R(y1 − y2)

∫ t

0

ds pt−s(x1 − y1)pt−s(x2 − y2)E [∂y1q(s, y1)∂y2q(s, y2)]

+ terms depending on pt ∗ q0.

Thus, using that pt(x) solves the heat equation and pt−s(·)⇒ δ0(·) as s→ t, we obtain

∂tṽ(t, x1, x2) =
1

λ
R(x1 − x2)E [∂x1

q(t, x1)∂x2
q(t, x2)] +

1

2
(∂2
x1

+ ∂2
x2

)E [q(t, x1)q(t, x2)] .

Finally, if R converges to a delta function, the noise ξ becomes a space time white noise,
and assuming one can exchange the derivatives ∂x1 , ∂x2 with the expectation, we obtain
that ṽ(t, x1, x2) satisfies (5.14).

Remark 5.5. The fact that the function ṽ(t, ~x) defined in (5.17) satisfies the evolu-
tion (5.14) was essentially known in the physics literature. Indeed, the operator in the
right hand side of (5.14) appears in [11, Eq. (2.17)] where it was shown to be related to
the moments of a stochastic PDE [11, Eq. (2.2)] which has the same form as (5.15).

A Approximating gamma and polygamma functions

For n > 1 the polygamma functions have a series representation

ψn(t) = (−1)n+1n!

∞∑
k=0

1

(t+ k)n+1
. (A.1)

Lemma A.1. For all m > 1, z ∈ C \ [0,−∞),

ψm(z) = (−1)m+1m!

[
1

mzm
+

1

2zm+1
+
m+ 1

6zm+2
+

∫ ∞
0

(m+ 1)(m+ 2)(m+ 3)

(x+ z)m+4

P3(x)

6
dx

]
,

where P3(x) is the third order Bernoulli polynomial with period 1, and∣∣∣∣∫ ∞
0

(m+ 1)(m+ 2)(m+ 3)

(x+ z)m+4

P3(x)

6
dx

∣∣∣∣ 6 ∣∣∣∣ (m+ 1)(m+ 2)

120

1

zm+3

∣∣∣∣ .
Proof. The first statement is proved by applying the Euler-Maclaurin formula to the series
expansion (A.1) of ψm(z). The inequality follows from the fact that supx |P3(x)| 6 1/20.

Lemma A.2. For |z| < 1, m > 0,

ψm(z) = (−1)m+1m!z−(m+1) +

∞∑
k=0

(−1)k+m+1ζ(k +m+ 1)(k + 1)mz
k.

We also have

ψm(z) = (−1)m+1m!z−(m+1) +

n∑
k=0

(−1)k+m+1ζ(k +m+ 1)(k + 1)mz
k +Rnm(z),

where

|Re[Rnm(z)]|, |Im[Rnm(z)]| 6 (n+m+ 1)!

(n+ 1)!
ζ(n+m+ 2)|z|n+1.
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Proof. The first equation is the Laurent expansion of ψm(z) around 0. The bound on the
remainder comes from Taylor’s theorem.

Lemma A.3. for arg(z) strictly inside (−π, π), as |z| → ∞,

log Γ(z) =

(
z − 1

2

)
log(z)− z +

1

2
log (2π) +O

(
1

z

)
and

ψ(z) = log(z)− 1

2z
+O

(
1

z2

)
.

These are special cases of [1, equations 6.1.42 and 6.4.11]

Lemma A.4. For each θ > 0, there exist constants C and D, such that for all y,

e−
π
2 |y|+C+(θ− 1

2 ) log(|y|) 6 |Γ(θ + iy)|,

and for each ε, θ > 0, there exists M such that for all y > M ,

e(−π2−ε)|y| 6 |Γ(θ + iy)| 6 e(−π2 +ε)|y|.

Proof. The first statement follows from applying the Euler-Maclaurin formula to the
series expansion of log(Γ(z)) and simplifying. The second statement follows from the
first order Stirling approximation of Γ(z).

Lemma A.5. For any ε > 0, there exists an M > 0 such that if y > M , t > 1
2 + ε, then

Re[ψ1(t+ iy)] > 0.

Proof. By Lemma A.1, we have

Re[ψ1(t+ iy)] > Re

[
1

t+ iy
+

1

2(t+ iy)2
+

1

3(t+ iy)3

]
−
∣∣∣∣ 1

20(t+ iy)4

∣∣∣∣ . (A.2)

We expand the first two summands of (A.2)

Re

[
1

t+ iy
+

1

2(t+ iy)2

]
=

t

t2 + y2
+

t2 − y2

2(t2 + y2)2
>

t− 1
2

t2 + y2
>

ε

t2 + y2
.

The third and fourth summands of (A.2) are bounded above by 1
3(t2+y2)3/2

and 1
20((t2+y2)2

respectively, so we can choose an M large enough that Re[ψ1(t+ iy)] > 0.

Lemma A.6. There exists M ∈ R such that for any t ∈ [0, 1], |y| > M , Re[ψ(t+ iy)] > 0.

Proof. Lemma A.3 implies that as y →∞ are

ψ(t+ iy) ∼ 1/2 log((t− 1)2 + y2) + i arctan

(
y

t− 1

)
+

1

2(t+ iy)
.

Thus as |y| → ∞, Re[ψ(t+ iy)]→ +∞.

Lemma A.7. For all θ ∈ R and |y| > 1, we have

2π

eπ|y| + 1
6

π

| sin(π(θ + iy))|
6

2π

eπ|y| − 1
.

For all θ, y ∈ R, we have
π

| sin(π(θ + iy))
6

π

| sin(πθ)|
.

Proof. The inequalities are straightforward to prove using sin(z) = eiz−e−iz

2i .
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B Bounds for dominated convergence

In this appendix we will complete the proofs of Lemma 2.10 and Lemma 2.11, 2.12,
and 2.13.

Proof of Lemma 2.10. We first prove (2.7). For z ∈ Dε(φε), and v′, v ∈ C \ Cε, the

expression
∣∣∣ 1
z−v′

∣∣∣ is bounded, and

∣∣∣∣ π

sin(π(z − v))

1

Γ(z)

∣∣∣∣ 6 2πe
π
2 |Im[z]|−C−Re[z−1/2] log[Im[z]]

eπ|Im[z−v]|−1
, (B.1)

by Lemma A.4 and Lemma A.7. Because θ < 1, for small enough ε, 1/2ε 6 Re[z−v] 6 1−δ,
so that | sin(π(z − v))| is bounded below by a constant c by Lemma A.7, and 1

|Γ(z)| is

bounded above on Dε,t(φε) by Lemma A.4. Thus∣∣∣∣ π

sin(π(z − v))

1

Γ(z)

∣∣∣∣ 6 C, (B.2)

for some constant C.
The function Γ(v) has a pole at 0, and h(v) has a pole of order 2 at 0. For small enough

δ and t > 1, when v ∈ C ∩ Bδ(0). We know Γ(z) is well approximated by 1
z near 0 and

h(θ)− h(v) is well approximated by 1
z2 near 0. For any constant η > 0, we can choose an

ε, such that for all y ∈ (−ε, ε), ∣∣∣∣ 1

iy
e

1
(iy)2

∣∣∣∣ 6 ∣∣∣∣1εe− 1
ε2

∣∣∣∣ < η.

The contour C crosses 0 along the imaginary axis, so we can use the above bound with η

as small as desired to control et
(h(θ)−h(v))

2 , and for any v ∈ C \Bδ(0), Γ(v) is holomorphic
and thus bounded, so ∣∣∣Γ(v)et

(h(θ)−h(v))
2

∣∣∣ 6 C ′, (B.3)

for some constant C ′.
For all z, we have

|et(h(z)−h(θ))| 6 e
h′′′(θ)

4 ε3 6 C ′′′. (B.4)

For all v ∈ C \ Cε,
|et

(h(θ)−h(v))
4 | 6 e−tη/4,

by Proposition 2.9. Thus there exists T > 0 such that for all t > T ,

|et
(h(θ)−h(v))

4 |et
−1/3σ(θ)y(z−v)| 6 |e−tη/4e−t

1/3σ(θ)y| < 1. (B.5)

The last inequality comes from choosing t sufficiently large.
Altogether (B.1), (B.2), (B.3), (B.4), (B.5) imply that for all z ∈ Dε(φε), v ∈ Cε,∣∣∣∣∣ π

sin(π(z − v))

Γ(v)

Γ(z)

et(h(z)−h(v))−t1/3σ(θ)yRe[z−v]

z − v′

∣∣∣∣∣
6

2C ′′′

ε
e−tη/4 max[C ′, C ′′] min

[
C,

2πe
π
2 |Im[z]|−C−Re[z−1/2] log(Im[z])

eπ|Im[z−v]|−1

]
. (B.6)

The left hand side of (B.6) is the integrand of Kut(v, v
′), so we can set G(z, v, v′)

equal to the right hand side of (B.6). Observe that min
[
C, 2πe

π
2
|Im[z]|−C−Re[z−1/2] log[Im[z]]

eπ|Im[z−v]|−1

]
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is bounded above by a constant and has exponential decay in Im[z] for Im[z] → +∞,
thus we can set

R1 =

∫
Dε,t(φε)

min

[
C,

2πe
π
2 |Im[z]|−C−Re[z−1/2] log[Im[z]]

eπ|Im[z−v]|−1

]
dz <∞.

Then

|Kut(v, v
′)| 6

∫
Dε,t(φε)

G(z, v, v′)dz 6 R1
2C ′′′

ε
e−tη/4 max[C ′, C ′′] 6 R2e

−tη/4,

where R2 = R1
2C′′′

ε max[C ′, C ′′].
Note that (2.8) follows from (2.7), because Kut(v, v

′) depends on v′ only through
the factor 1

z−v′ in the integrand. Thus we can apply the same argument where 1
z−v′ is

multiplied by t−1/3 to get

|Kut(v, v
′)| 6 R2t

−1/3e−tη/4. (B.7)

Now (2.8) follows from (B.7) and the definition of K.

Proof of Lemma 2.11. For z ∈ Dεε(φε) and v ∈ Cε the function
∣∣∣ 1
z−v′

∣∣∣ is bounded and

∣∣∣∣ t−1/3π

sin(πt−1/3(z − v))

Γ(θ + t−1/3v)

Γ(θ + t−1/3z)

∣∣∣∣ 6 c
t−1/3

t−1/3ε
6
c

ε
. (B.8)

The second inequality is true because Γ is holomorphic in a neighborhood of θ, and
sin(θ + iy) > sin(θ) for all y 6= 0. Set r = maxz∈B3ε(0)Re[z]

3. We then have

|et[h(z)−h(v)]| 6 e(
h′′′(θ)

6 +η)r+t(
h′′′(θ)

6 +η)(Re[z3]−r)+t(−h
′′′(θ)
6 +η)v3 6

e(
h′′′(θ)

4 )r+t(
h′′′(θ)

12 )(Re[z3]−r)−t(h
′′′(θ)
12 )v3 , (B.9)

|e−σ(θ)y(z−v)| 6 e−σ(θ)y(ε−v) (B.10)

The first inequality follows from Taylor expanding h(z) around θ, setting η = h′′′(θ)
12 . The

second inequality is true because Re[z] = ε.
Inequalities (B.9) and (B.10) together yield

|exp (t[h(z)− h(v)]− σ(θ)y(z − v))|

6 exp

(
h′′′(θ)

4
r + t

h′′′(θ)

12
(Re[z3]− r)− th

′′′(θ)

12
v3 − σ(θ)y(ε− v)

)
(B.11)

and

(B.11) 6 exp

(
h′′′(θ)

4
r + t

h′′′(θ)

12
(Re[z3]− r)− th

′′′(θ)

24
v3 − σ(θ)y

(
ε−

√
24σ(θ)y

h′′′(θ)

))

6 c′ exp

(
t
h′′′(θ)

12
(Re[z3]− r)− th

′′′(θ)

24
v3

)
.

The last inequality is true because Re[t(h′′′(θ)/24) + v4σ(θ)y] achieves its maximum at
Re[v] =

√
24σ(θ)yh′′′(θ).

Let

f(v, v′, z) =
C

ε2
et
h′′′(θ)

12 (Re[z3]−r)e−t
h′′′(θ)

24 ,
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where C = cc′. Altogether (B.8), and (B.11) yield∣∣∣∣ 1

z − v′
t−1/3π

sin(πt−1/3(z − v))

Γ(θ + t−1/3v)

Γ(θ + t−1/3z)
et[h(z)−h(v)]−σ(θ)y(z−v)

∣∣∣∣ 6 f(v, v′, z),

where the left hand side is the integrand of Kε
ut(v, v

′), so the integrand is bounded above
by f(v, v′, z). Note that f is decreasing in t, so setting t = 1 gives that the integrand of

Kut(v, v
′) is less than or equal to C

2ε exp
(
h′′′(θ)

12 (Re[z3]− r)− h′′′(θ)
24 v3

)
. This function is

independent of t and has exponential decay in cos(3φε)|z|3 so integrating it over Dεε,t(φε)
gives a finite result, so we have proven the first claim.

Set ` =
∫ ei(π−φ)∞
ε

e
h′′′(θ)

12 (Re[z3]−r)dz <∞, then

Kε
ut(v, v

′) 6
∫
Dεε,t(φε)

f(v, v′, z)dz 6
`C

ε2
e−

h′′′(θ)
24 v3 = C1e

−h
′′′(θ)
24 v3 ,

where C1 = `C
2ε2 . This completes the proof.

Proof of Lemma 2.12. For v, v′ ∈ Cε, z ∈ Dε,t(φε)\Dεε,t(φε), the function
∣∣∣ 1
z−v

∣∣∣ is bounded

and ∣∣∣∣ π

sin(π(z − v))

Γ(v)

Γ(z)

∣∣∣∣ 6 ce
π
2 |Im[z]|−C−(θ− 1

2 ) log(|Im[z]|)

eπ|Im[(z−v)]|−1
(B.12)

This inequality follows from Lemma A.4. As long as φε <
π
6 , |Im[z − v]| > δ for some δ,

so the right hand side of (B.12) is bounded for Im[z] ∈ R, and when Im[z] is large it has
exponential decay of order e−π/2Im[z]. Also

|e−t
1/3σ(θ)y(z−v)| = |e−t

1/3σ(θ)y(Re[z−v])| 6 |e−t
1/3σ(θ)y(ε sin(φε)−v)|, (B.13)

and by Lemma 2.8 there exists η > 0, such that

|et[h(z)−h(v)]| = |eh(z)−h(θ)||eh(θ)−h(v)| 6 |e−tηe−
h′′′(θ)

12 v3 |. (B.14)

The last inequality follows from Taylor expanding the v variable term, and applying
Lemma 2.8 to the z variable term. There exists a constant T > 0 such that for all t > T ,
tη/2 > t1/3σ(θ)yε sin(φε). This inequality together with (B.13) and (B.14) implies that for
all t > T ,

|et[h(z)−h(v)−t1/3σ(θ)y(z−v)| 6 |e−tη−
h′′′(θ)

12 v3−t1/3σ(θ)y(ε sin(φε)−v)| 6 (B.15)

|e−tη/2−
h′′′(θ)

24 v3+(−h
′′′(θ)
24 v3−t1/3σ(θ)yv) 6 e

−tη/2−th
′′′(θ)
24 v3−σ(θ)y(ε−

√
24σ(θ)y

h′′′(θ) ) 6 c′e−tη/2−t
h′′′(θ)

24 v3 .

The first inequality follows from our choice of T , and the second inequality follows
from the fact that Re[t(h′′′(θ)/24) − v3σ(θ)y(−v)] achieves its maximum at Re[v] =√

24σ(θ)yh′′′(θ).

Set

g(z, v, v′) =
10

ε
c′e−tη/2−t

h′′′(θ)
24 v3

(
ce

π
2 |Im[z]|−C−(θ− 1

2 ) log(|Im[z]|)

eπ|Im[z−v]|

)
.

Together (B.12) and (B.11) imply∣∣∣∣ 1

z − v
et[h(z)−h(v)−t1/3σ(θ)y(z−v) π

sin(π(z − v))

Γ(v)

Γ(z)

∣∣∣∣ 6 g(z, v, v′). (B.16)
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The left hand side of (B.16) is the integrand of Kut(v, v
′). The expression(

ce
π
2
|Im[z]|−C−(θ− 1

2
) log(|Im[z]|)

eπ|Im[(z−v)]|

)
is bounded as Im[z] varies in (−∞,+∞), and has expo-

nential decay in Im[z] for large Im[z], so we can set

S =

∫
Dε,t(φε)\Dεε,t(φε)

(
ce

π
2 |Im[z]|−C−(θ− 1

2 ) log(|Im[z]|)

eπ|Im[z−v]|

)
dz <∞.

Then

|Kt(θ + v, θ + v′)−Kε
t (θ + v, θ + v′)|

6
∫
Dε,t(φε)\Dεε,t(φε)

g(z, v, v′)dz 6
10Sc′

ε
e−tη/2et(−h

′′′(θ)/24)v3 t→∞−−−→ 0. (B.17)

Proof of Lemma 2.13. We have the following inequalities,

Kε
ut(vi, vj) 6 C1e

−th
′′′(θ)
24 v3i , (B.18)

Kut(vi, vj) =

Kε
ut(vi, vj) +

(
t−1/3Kut(θ + t−1/3vi, θ + t−1/3vj)− t−1/3Kε

ut(θ + t−1/3vi, θ + t−1/3vj)
)

6 C2e
−tη/2et(−h

′′′(θ)/24)v3 + C1e
−th

′′′(θ)
24 v3i 6 C3e

t(−h′′′(θ)/24)v3 , (B.19)

where C3 = C1 +C2e
−η/2. Inequality (B.18) follows from Lemma 2.11. The first inequality

of (B.19) comes from Lemma 2.11, Lemma 2.12 and the fact that t > 1. Hadamard’s
bound implies

|det(Kε
ut(vi, vj))

m
i,j=1| 6 mm/2C

m/2
3

m∏
i=1

e−t
h′′′(θ)

24 v3i .

Set Hm(v, v′) = mm/2C
m/2
3

∏m
i=1 e

−th
′′′(θ)
24 Re[vi]

3

, and set L =
∫∞

0
e−

h′′′(θ)
24 x3

dx <∞. Then∫
(Cε)m

Hm(v, v′) 6
∫

(C0)m
Hm(v, v′) 6 mm/2C

m/2
3 Lm.

Thus

1 +

∞∑
m=1

1

m!

∫
(C0)m

Hm(v, v′) 6 1 +

∞∑
m=1

mm/2C
m/2
3 Lm

m!
.

So because m! >
√

2π
m

(
m
e

)m
, we have

1 +

∞∑
m=1

1

m!

∫
(Cε)m

Hm(v, v′) 6 1 +

∞∑
m=1

1

m!

∫
(C0)m

Hm(v, v′) <∞.
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