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Abstract

We decompose the genealogy of a general superprocess with spatially dependent
branching mechanism with respect to the last individual alive (Williams decomposi-
tion). This is a generalization of the main result of Delmas and Hénard [5] where
only superprocesses with spatially dependent quadratic branching mechanism were
considered. As an application of the Williams decomposition, we prove that, for some
superprocesses, the normalized total measure will converge to a point measure at its
extinction time. This partially generalizes a result of Tribe [27] in the sense that our
branching mechanism is more general.
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1 Introduction

Let X be a superprocess with a spatially dependent branching mechanism. We
assume that the extinction time H of X is finite. In this paper we study the genealogical
structure of X. More precisely, we give a spinal decomposition of X involving the
ancestral lineage of the last individual alive, conditioned on H = h with h > 0 being a
constant. This decomposition is called a Williams decomposition, in analogy with the
terminology of Delmas and Hénard [5]. For a superprocess with spatially independent
branching mechanism, the spatial motion is independent of the genealogical structure. As
a consequence, the law of the ancestral lineage of the last individual alive does not differ
from the original motion. Therefore, in this setting, the description of X conditioned
on H = h may be deduced from Abraham and Delmas [1] where no spatial motion
is taken into account. On the contrary, for a superprocess with spatially dependent
branching mechanism, the law of the ancestral lineage of the last individual alive
should depend on the spatial motion and the extinction time h. Delmas and Hénard [5]
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Williams decomposition for superprocesses

gave a Williams decomposition for superprocesses with a spatially dependent quadratic
branching mechanism given by

Ψ(x, z) = β(x)z + α(x)z2,

under some conditions (H2) and (H3) on β(x) and α(x). Conditions (H2) and (H3) in
[5] amount to saying that 1/α belongs to the domain of the infinitesimal generator L
of the spatial motion, and the function β − αL(1/α) is in the domain of L1/α where
L1/α(u) := α(L(u/α)− uL(1/α)). In [5], the Williams decomposition was established for
superprocesses with spatially dependent quadratic branching mechanism by using two
transformations to change the branching mechanism Ψ(x, z) to a spatially independent
one, say Ψ0, and then using the genealogy of superprocesses with branching mechanism
Ψ0 given by the Brownian snake. As mentioned in [5], the drawback of this approach is
that one has to restrict to quadratic branching mechanisms with bounded and smooth
parameters.

The goal of this paper is to establish a Williams decomposition for more general
superprocesses. Our superprocesses are more general in two aspects: first the spatial
motion can be a general Markov process and secondly the branching mechanism is
general and spatially dependent (see (2.1) below). We will give conditions that guarantee
our general superprocesses admit a Williams decomposition. The conditions are satisfied
by a lot of superprocesses. We obtain a Williams decomposition by direct construction.
For any fixed constant h > 0, we first describe the motion of a spine up to time h and
then construct three kinds of immigrations (continuous immigration, jump immigration
and immigration at time 0) along the spine. We prove that, conditioned on H = h, the
sum of the contributions of the three types of immigrations has the same distribution as
X before time h, see Theorem 3.5 below. Note that for quadratic branching mechanisms,
there is no jump immigration.

As an application of the Williams decomposition, we prove that, for some superpro-
cesses, the normalized total measure will converge to a point measure at its extinction
time, see Theorem 3.7 below. This partially generalizes a result of Tribe [27] in the sense
that our branching mechanism is more general.

2 Preliminary

2.1 Superprocesses and assumptions

In this subsection, we describe the superprocesses we are going to work with and
formulate our assumptions.

Suppose that E is a locally compact separable metric space. Let E∂ := E ∪ {∂} be
the one-point compactification of E. ∂ will be interpreted as the cemetery point. Any
function f on E is automatically extended to E∂ by setting f(∂) = 0.

Let DE be the set of all the càdlàg functions from [0,∞) into E∂ having ∂ as a trap.
The filtration is defined by Ft = F0

t+, where F0
t is the natural canonical filtration, and

F =
∨
t≥0 Ft. Consider the canonical process ξt on (DE , {Ft}t≥0). We will assume that

ξ = {ξt,Πx} is a Hunt process on E and ζ := inf{t > 0 : ξt = ∂} is the lifetime of ξ. We
will use {Pt : t ≥ 0} to denote the semigroup of ξ. We will use Bb(E) (B+

b (E)) to denote
the set of (non-negative) bounded Borel functions on E. We will useMF (E) to denote
the family of finite measures on E andMF (E)0 to denote the family of non-zero finite
measures on E.

Suppose that the branching mechanism is given by

Ψ(x, z) = −α(x)z + b(x)z2 +

∫
(0,+∞)

(e−zy − 1 + zy)n(x, dy), x ∈ E, z > 0, (2.1)
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Williams decomposition for superprocesses

where α ∈ Bb(E), b ∈ B+
b (E) and n is a kernel from E to (0,∞) satisfying

sup
x∈E

∫
(0,+∞)

(y ∧ y2)n(x, dy) <∞. (2.2)

Then there exists a constant K > 0 such that

|α(x)|+ b(x) +

∫
(0,+∞)

(y ∧ y2)n(x, dy) ≤ K.

The boundedness assumption on α, b and the kernel n above is not absolutely nec-
essary. For example, the boundedness of α can replaced by some kind of Kato class
condition on α. However, under the Kato class condition, the argument will be more
complicated, see [2, 9] for example. One might be able to get around of the boundedness
assumption on b and (2.2) by changing the ds in (2.4) below by dAs with A being an
additive functional of ξ satisfying certain conditions. However, this would require that
we rework most of the argument of this paper. Thus, in this paper, we will always assume
that the boundedness assumption above is in force.

We equip MF (E) with the topology of weak convergence. As usual, 〈f, µ〉 :=∫
E
f(x)µ(dx) and ‖µ‖ := 〈1, µ〉. Let D be the collection of the càdlàg functions from [0,∞)

toMF (E) having zero measure as a trap. Let Xt be the coordinate process on D and
(G, (Gt)t≥0) the minimal augmented σ-fields on D generated by the coordinate process.
According to [19, Theorem 5.12], there exist probability measures {Pµ : µ ∈ MF (E)}
such that X = {D,G,Gt, Xt,Pµ} is a Hunt process satisfying that, for every f ∈ B+

b (E)

and µ ∈MF (E),

− logPµ

(
e−〈f,Xt〉

)
= 〈uf (t, ·), µ〉, (2.3)

where uf (t, x) is the unique non-negative solution to the equation

uf (t, x) + Πx

∫ t

0

Ψ(ξs, uf (t− s, ξs)) ds = Πxf(ξt), (2.4)

where Ψ(∂, z) = 0, z > 0. X = {Xt : t ≥ 0} is called a superprocess with spatial motion
ξ = {ξt,Πx} and branching mechanism Ψ, or sometimes a (Ψ, ξ)-superprocess. In this
paper, the superprocess we deal with is always this Hunt realization. For the existence
of X, see also [4] and [6]. For any f ∈ Bb(E) and (t, x) ∈ (0,∞)× E,

Pδx〈f,Xt〉 = Πx

[
e
∫ t
0
α(ξs) dsf(ξt)

]
.

Since |α(x)| ≤ K, we have

|Pδx〈f,Xt〉| ≤ ‖f‖∞eKt. (2.5)

Define v(t, x) := − logPδx(‖Xt‖ = 0), and H := inf{t ≥ 0 : ‖Xt‖ = 0}. It is obvious
that v(0, x) =∞. By the Markov property of X, we have, for any h > 0,

e−v(h,x) = Pδx

(
e−〈vh−s,Xs〉

)
, s ∈ [0, h), (2.6)

where, for any t ≥ 0, vt denotes the function x→ v(t, x). In this paper, we will consider
the critical and subcritical case. More precisely, throughout this paper, we assume that
X satisfies the following uniform global extinction property.

(H1) For any t > 0,

sup
x∈E

v(t, x) <∞ and lim
t→∞

v(t, x) = 0. (2.7)
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Remark 2.1. Note that Assumption (H1) is equivalent to

inf
x∈E

Pδx(‖Xt‖ = 0) > 0 for all t > 0 and Pδx(H <∞) = lim
t→∞

Pδx(‖Xt‖ = 0) = 1.

(2.8)

We also assume that

(H2) For any x ∈ E and t > 0,

w(t, x) := −∂v
∂t

(t, x) (2.9)

exists. Moreover, for any 0 < r < t,

sup
r≤s≤t

sup
x∈E

w(s, x) <∞. (2.10)

Note that, since t → v(t, x) is decreasing, we have w(t, x) ≥ 0. We also use wt to
denote the function x→ w(t, x).

Example 1. Assume that the spatial motion ξ is conservative, that is Pt(1) ≡ 1, and the
branching mechanism is spatially independent, that is, there exist a ≥ 0, b ≥ 0 and a
measure n on (0,∞) with

∫∞
0

(y ∧ y2)n(dy) <∞ such that

Ψ(x, z) = Ψ̃(z) := az + bz2 +

∫ ∞
0

(
e−yz − 1 + yz

)
n(dy). (2.11)

We also assume that Ψ̃ satisfies the Grey condition (see [11]):

Ψ̃(∞) =∞ and

∫ ∞ 1

Ψ̃(z)
dz <∞.

Then {‖Xt‖, t ≥ 0} is a continuous state branching process with branching mechanism
Ψ̃(z). So v(t, x) = v(t) < ∞ does not depend on x, and limt→∞ v(t) = 0 (see [11, 25]),
thus Assumption (H1) holds immediately. Moreover, for t > 0, we have that

w(t) := − d

dt
v(t) = Ψ̃(v(t)).

Thus Assumption (H2) is satisfied. See [14, Theorem 10.1] for more details.

Remark 2.2. Let Ψ̃(z) be a spatially independent branching mechanism satisfying the
conditions in Example 1. Let X̃ be a continuous state branching process with branching
mechanism Ψ̃(z), and let ṽ(t) be its extinction probability at time t.

If Ψ(x, z) ≥ Ψ̃(z), then one could show that (see the proof of [23, Lemma 2.3])

sup
x∈E

v(t, x) ≤ ṽ(t)→ 0, t→∞.

Thus Assumption (H1) holds.

In Section 3 we will give our Williams decomposition under conditions (H1) and (H2),
see Theorem 3.5 below. Note that Delmas and Hénard [5] gave a Williams decomposition
under their conditions (H1), (H2) and (H3). Our condition (H1) is similar to (H1) in
[5]. Conditions (H2) and (H3) in [5] are not easy to check. The only examples given
in [5] are superdiffusions and multi-type Feller processes. It is easy to check that our
Assumptions (H1) and (H2) hold for multi-type Feller processes. In Section 5, we will
give more examples, including some class of superdiffusions, that satisfy Assumptions
(H1) and (H2). Our examples cover all examples considered in [5].
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2.2 Excursion law of {Xt, t ≥ 0}
We use W+

0 to denote the collection of right continuous functions from (0,∞) to
MF (E) having zero measure as a trap. We use (A,At) to denote the natural σ-fields on
W+

0 generated by the coordinate process.
Let {Qt(µ, ·) := Pµ (Xt ∈ ·) : t ≥ 0, µ ∈ MF (E)} be the transition semigroup of X.

Then by (2.3), we have∫
MF (E)

e−〈f,ν〉Qt(µ, dν) = exp{−〈Vtf, µ〉} for µ ∈MF (E) and t ≥ 0,

where Vtf(x) := uf (t, x), x ∈ E. This implies that Qt(µ1 + µ2, ·) = Qt(µ1, ·) ∗Qt(µ2, ·) for
any µ1, µ2 ∈MF (E), and hence Qt(µ, ·) is an infinitely divisible probability measure on
MF (E). By the semigroup property of Qt, Vt satisfies that

VsVt = Vt+s for all s, t ≥ 0.

Moreover, by the infinite divisibility of Qt, each operator Vt has the representation

Vtf(x) = λt(x, f) +

∫
MF (E)0

(
1− e−〈f,ν〉

)
Lt(x, dν) for t > 0, f ∈ B+

b (E), (2.12)

where λt(x, dy) is a bounded kernel on E and (1∧ν(1))Lt(x, dν) is a bounded kernel from
E toMF (E)0. Let Q0

t be the restriction of Qt toMF (E)0. Let E0 := {x ∈ E : λt(x,E) =

0 for all t > 0}.
For λ > 0, we use Vtλ to denote Vtf when the function f ≡ λ. It then follows from

(2.12) that for every x ∈ E and t > 0,

Vtλ(x) = λt(x,E)λ+

∫
MF (E)0

(
1− e−λ〈1,ν〉

)
Lt(x, dν).

The left hand side tends to − logPδx (Xt = 0) as λ→ +∞. Therefore, Assumption (H1)
implies that λt(x,E) = 0 for all t > 0 and hence x ∈ E0, which says that E = E0.

For x ∈ E, we get from (2.12) that

Vtf(x) =

∫
MF (E)0

(
1− e−〈f,ν〉

)
Lt(x, dν) for t > 0, f ∈ B+

b (E).

It then follows from [19, Proposition 2.8 and Theorem A.40] that for every x ∈ E, the
family of measures {Lt(x, ·) : t > 0} on MF (E)0 constitutes an entrance law for the
restricted semigroup {Q0

t : t ≥ 0}. Then one can associate with {Pδx : x ∈ E} a family
of σ-finite measures {Nx : x ∈ E} defined on (W+

0 ,A) such that Nx({0}) = 0 (where
{0} = {ω ∈ W+

0 : ωt = 0,∀t > 0}), and, for every 0 < t1 < · · · < tn < ∞, and nonzero
µ1, · · · , µn ∈MF (E),

Nx(ωt1 ∈ dµ1, · · · , ωtn ∈ dµn)

=Lt(x, dµ1)Pµ1
(Xt2−t1 ∈ dµ2) · · ·Pµn−1

(Xtn−tn−1
∈ dµn). (2.13)

Thus, we have that for f ∈ B+
b (E) and t > 0,∫

W+
0

(1− e−〈f,ωt〉)Nx(dω) =

∫
MF (E)0

(1− e−〈f,ν〉)Lt(x, dν) = − logPδx(e−〈f,Xt〉). (2.14)

According to Theorem [19, Theorem 8.22], for Nx-a.e. w ∈ W+
0 we have wt → 0

and ‖wt‖−1wt → δx in MF (E) as t → 0. This measure Nx is called the Kuznetsov
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measure corresponding to the entrance law {Lt(x, ·) : t > 0} or the excursion law for the
superprocess X. For earlier work on excursion law of superprocesses, see [7, 12, 18].

It follows from (2.14) that for any t > 0,

Nx(‖ωt‖ 6= 0) = − logPδx(‖Xt‖ = 0) ∈ (0,∞). (2.15)

Therefore, for any r > 0, Nx(‖wr‖ > 0) < ∞. We define a new probability measure

N
(r)
x := Nx(·, ‖ωr‖ > 0)/Nx(‖ωr‖ > 0). By (2.13), ((ωt)t≥r,N

(r)
x ) is a Markov process with

transition semigroup Qt(µ, dν). Thus {w(t), t ≥ r;N(r)
x } has a Hunt realization. Thus, by

[19, Proposition A.7], {w(t), t ≥ r;N(r)
x } has a modification {ω̃t, t ≥ r} which is a càdlàg

process on [r,∞). Since ωt is right continuous, thus, ωt = ω̃t, t ≥ r, a.s., which yields that,
Nx-a.e., on (w(r) > 0), w(·) has left limits on (r,∞). Since r > 0 is arbitrary, Nx-a.e. w(·)
has left limits on (0,∞). Therefore, for any x ∈ E, the Kuznetsov measure Nx is actually
carried by càdlàg paths w ∈W+

0 . Recall that D is the collection of the càdlàg functions
from [0,∞) toMF (E) having the zero measure as a trap. Thus we may regard Nx as a
measure on (D,G0), where G0 is the natural σ-field on D generated by the coordinate
process.

3 Main results

In this and the next section we will always assume that Assumptions (H1)-(H2) hold.
Recall that H := inf{t ≥ 0 : ‖Xt‖ = 0}. Note that

FH(t) := Pµ(H ≤ t) = Pµ(‖Xt‖ = 0) = e−〈vt,µ〉. (3.1)

By the continuity of v(t, x) with respect to t ∈ (0,∞), we get that for any t > 0,

Pµ(H < t) = lim
ε↓0
Pµ(H ≤ t− ε) = lim

ε↓0
e−〈vt−ε,µ〉 = e−〈vt,µ〉 = Pµ(H ≤ t). (3.2)

Taking derivatives with respect to h on both sides of (2.6) gives

w(h, x)e−v(h,x) = Pδx

(
〈wh−s, Xs〉e−〈vh−s,Xs〉

)
, s ∈ [0, h).

Note that the left-hand side does not depend on s. This suggests that
{〈wh−s, Xs〉e−〈vh−s,Xs〉, s ∈ [0, h]} is a martingale. In fact, for h > 0, define

Mh
t :=

〈wh−t, Xt〉e−〈vh−t,Xt〉

〈wh, X0〉e−〈vh,X0〉
, 0 ≤ t < h. (3.3)

Then, under Pµ, {Mh
t , 0 ≤ t < h} is a nonnegative martingale with mean one (see

Lemma 4.2 below). Since the density of the distribution function FH is given by
〈wt, µ〉e−〈vt,µ〉, this martingale change of measure would give the desired effect of condi-
tioning on H = h. The following theorem says that this is indeed the case.

Theorem 3.1. Suppose that Assumptions (H1)-(H2) hold. For any h > 0 and t < h,

lim
ε↓0
Pµ(A|h ≤ H < h+ ε) = Pµ(1AM

h
t ), ∀A ∈ Gt.

We define, for each h > 0,

Pµ(·|H = h) := lim
ε↓0
Pµ(·|h ≤ H < h+ ε).

Then, by Theorem 3.1, {Xt, t < h;Pµ(·|H = h)} has the same law as {Xt, t < h;Phµ},
where Phµ is a new measure defined via the martingale Mh

t :

dPhµ
dPµ

∣∣∣
Gt

= Mh
t , t < h.
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Corollary 3.2. Suppose that Assumptions (H1)-(H2) hold. For any A ∈ Gt, we have

Pµ(A ∩ {H > t}) =

∫ ∞
t

Phµ(A)FH(dh).

Proof. It follows from Fubini’s theorem that∫ ∞
t

Phµ(A)FH(dh) =

∫ ∞
t

Pµ(1AM
h
t )FH(dh)

=

∫ ∞
t

Pµ(1A〈wh−t, Xt〉e−〈vh−t,Xt〉) dh

= Pµ

(
1A

∫ ∞
t

〈wh−t, Xt〉e−〈vh−t,Xt〉 dh
)

= Pµ

(
1A

∫ ∞
0

〈wh, Xt〉e−〈vh,Xt〉 dh
)

= Pµ (A ∩ {Xt 6= 0}) = Pµ (A ∩ {H > t}) ,

where in the fifth equality we use the fact that∫ ∞
0

〈wh, Xt〉e−〈vh,Xt〉 dh = lim
h→∞

e−〈vh,Xt〉 − lim
h→0

e−〈vh,Xt〉 = 1{Xt 6=0}.

It can be proved that

w(t+ s, x) = Πx

(
exp

{
−
∫ t

0

Ψ′z(ξu, v(t+ s− u, ξu)) du

}
w(s, ξt)

)
,

where Ψ′z(x, z) = ∂Ψ(x,z)
∂z , see (4.9) below. Thus, for any h > 0 and t ∈ [0, h), using the

equality above with t and s replaced by h− t and t respectively, we get

w(h, x) = Πx

(
exp

{
−
∫ t

0

Ψ′z(ξu, v(h− u, ξu)) du

}
w(h− t, ξt)

)
.

Note that the left-hand side of the equality above does not depend on t (in fact, w(t− s, x)

is harmonic with respect to the operator ∂
∂s + L −Ψ′z(x, v(h− s, x))). This suggests that

we can construct a martingale. For any h > 0 and t ∈ [0, h), we define

Y ht :=
w(h− t, ξt)
w(h, ξ0)

e−
∫ t
0

Ψ′z(ξu,v(h−u,ξu)) du.

Then we have the following result whose proof will be given in Section 4.

Lemma 3.3. Suppose that Assumptions (H1)-(H2) hold. Under Πx, {Y ht , t < h} is a
nonnegative martingale satisfying Πx(Y ht ) = 1.

Remark 3.4. In Example 1, w(t, x) and v(t, x) do not depend on x, and for any h > 0 and
0 ≤ t < h, Y ht ≡ 1. For the particular branching mechanism Ψ(x, z) = β(x)z + α(x)z2, it
was proved in [5] that a martingale change of measure via the martingale {Y ht , t < h}
will lead to the motion of the last survivor. Our Williams decomposition (see Theorem 3.5
below) says that this is also true for general branching mechanism.

Now we state our main result: the Williams decomposition. We will construct a new
process {Λht , t < h} which has the same law as {Xt, t < h;Pµ(·|H = h)}.

Let Fh− :=
∨
t<h Ft. Now we define a new probability measure Πh

x on (DE ,Fh−) by

dΠh
x

dΠx

∣∣∣
Ft

:= Y ht , t ∈ [0, h).
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Under Πh
x, (ξt)0≤t<h is a conservative Markov process. If ν is a probability measure on

E, we define

Πh
ν :=

∫
E

Πh
x ν(dx).

Then, under Πh
ν , (ξt)0≤t<h is a Markov process with initial measure ν.

We put

H(ω) := inf{t > 0 : ‖ωt‖ = 0}, ω ∈ D.

Let ξh := {(ξt)0≤t<h,Π
h
ν}, where ν(dx) = w(h,x)

〈w(h,·),µ〉 µ(dx). Given the trajectory of ξh,
we define three processes as follows:

Continuous immigration Suppose that N 1,h(ds, dω) is a Poisson random measure on
[0, h) × D with intensity measure 21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds. Define, for
t ∈ [0, h),

X1,h,N
t :=

∫
[0,t]

∫
D

ωt−sN 1,h(ds, dω). (3.4)

Jump immigration Suppose thatN 2,h(ds, dω) is a Poisson random measure on [0, h)×D
with intensity measure 1[0,h)(s)1H(ω)<h−s

∫∞
0
yn(ξs, dy)Pyδξs (X ∈ dω) ds. Define,

for t ∈ [0, h),

X2,h,P
t :=

∫
[0,t]

∫
D

ωt−sN 2,h(ds, dω). (3.5)

Immigration at time 0 Let {X0,h
t , 0 ≤ t < h} be a process distributed according to

the law Pµ(X ∈ ·|H < h).

We assume that the three processes X0,h, X1,h,N and X2,h,P are independent given the
trajectory of ξh. Define

Λht := X0,h
t +X1,h,N

t +X2,h,P
t . (3.6)

We write the law of Λh as P(h)
µ .

Theorem 3.5. Suppose that Assumptions (H1)-(H2) hold. The process {Λht , t < h}
under P(h)

µ has the same finite dimensional distributions as {Xt, t < H} under Pµ
conditioned on H = h.

If we define Λht = 0, for any t ≥ h, then we have the following result.

Corollary 3.6. Assume that Assumptions (H1)-(H2) hold. {Xt;Pµ} has the same finite
dimensional distributions as ∫ ∞

0

P(h)
µ (Λh ∈ ·)FH(dh).

Proof. Let fk ∈ B+
b (E), k = 1, 2, · · · , n and 0 = t0 < t1 < t2 < · · · < tn. We put tn+1 =∞

and define (tn, tn+1] := (tn,∞). We will show that

Pµ

exp
{
−

n∑
j=1

〈fj , Xtj 〉
} =

∫
(0,∞)

P(h)
µ

exp
{
−

n∑
j=1

〈fj ,Λhtj 〉
}FH(dh).
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Since Λht = 0, for t ≥ h, we get that∫
(0,∞)

P(h)
µ

exp
{
−

n∑
j=1

〈fj ,Λhtj 〉
}FH(dh)

=

n∑
r=0

∫
(tr,tr+1]

P(h)
µ

exp
{
−

r∑
j=1

〈fj ,Λhtj 〉
}FH(dh)

=

n∑
r=0

∫
(tr,tr+1]

Phµ

exp
{
−

r∑
j=1

〈fj , Xtj 〉
}FH(dh)

=

n∑
r=0

Pµ

exp
{
−

r∑
j=1

〈fj , Xtj 〉
}

; tr < H ≤ tr+1


=Pµ

exp
{
−

n∑
j=1

〈fj , Xtj 〉
} ,

where the second equality follows from Theorem 3.5, and the third equality follows from
Corollary 3.2. The proof is now complete.

The decomposition (3.6) is called a Williams decomposition or spinal decomposition
of the supperprocess {Xt, t < h} conditioned on H = h, and ξh = {(ξt)0≤t<h,Π

h
ν} is

called the spine of the decomposition. It gives us a tool to study the behavior of the
superprocesses X near extinction, see Theorem 3.7 below. To state Theorem 3.7, we
need the following assumption:

(H3) For any bounded open set B ⊂ E and any t > 0, the function

x→ − logPδx

(∫ t

0

Xs(B
c) ds = 0

)
is finite for x ∈ B and locally bounded.

Theorem 3.7. Suppose that (H1)-(H3) hold and that for any µ ∈MF (E),

the limit lim
t↑h

ξt exists Πh
ν -a.s., (3.7)

where ν(dx) = w(h,x)
〈w(h,·),µ〉µ(dx). Define ξh− := limt↑h ξt. Then there exists an E-valued

random variable Z such that

lim
t↑H

Xt

‖Xt‖
= δZ , Pµ-a.s.,

where the limit above is in the sense of weak convergence. Moreover, conditioned on
{H = h}, Z has the same distribution as {ξh−,Πh

ν}, that is, for any f ∈ C+
b (E),

Pµf(Z) =

∫ ∞
0

Πh
ν (f(ξh−))FH(dh). (3.8)

Note that, if the martingale {Y ht , 0 ≤ t < h} is uniformly integrable, then condition
(3.7) holds. In fact, under this uniform integrability condition, the almost sure limit
limt↑h Y

h
t =: Y hh exists, we also have ΠxY

h
h = 1 and

dΠh
x

dΠx

∣∣∣
Fh−

= Y hh .
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Since {limt↑h ξt exists } ∈ Fh− and ξ is a Hunt process under Πx, we have that

Πh
ν (lim
t↑h

ξt exists ) =

∫
E

Πx(Y hh , lim
t↑h

ξt exists ) ν(dx) =

∫
E

Πx(Y hh ) ν(dx) = 1.

Assumption (H3) is a technical condition which is kind of strong. It would be
interesting to weaken this condition. If E = Rd, then (H3) is equivalent to the condition
that, for any bounded open set B ⊂ Rd and any t > 0,

Pδx

( ⋃
s∈[0,t]

supp(Xs) ⊂ B
)
> 0,

where supp(µ) denotes the support of the measure µ ∈ Mf (Rd). If the spatial motion
is an α-stable-process, α ∈ (0, 2], with a spatially independent branching mechanism
cz2, where c is a positive constant, then it is known that, if α ∈ (0, 2), then for any t > 0,
supp(Xt) = ∅ or Rd almost surely, see [22, Example III.2.3]. Therefore, super-α-stable
processes with α ∈ (0, 2) do not satisfy Assumption (H3). But Tribe [27] proved that
Theorem 3.7 is true for super-α-stable processes with branching mechanism z2. This
also shows that Assumption (H3) is not really necessary. Super-Brownian motion in Rd

(corresponding to α = 2) does satisfy condition (H3). See Example 2 below for more
general cases where Assumption (H3) holds.

Example 2. Assume that ξ is a diffusion on Rd with infinitesimal generator

L =
∑

aij(x)
∂

∂xi

∂

∂xj
+
∑

bj(x)
∂

∂xj
,

which satisfies the following two conditions:

(A) (Uniform ellipticity) There exists a constant γ > 0 such that∑
ai,j(x)uiuj ≥ γ

∑
u2
j , x ∈ Rd.

(B) aij and bj are bounded Hölder continuous functions.

Suppose that the branching mechanism Ψ(x, z) satisfies that, for some α ∈ (1, 2] and
c > 0, Ψ(x, z) ≥ czα for all x ∈ Rd.

Let {X,Pµ} and {X̃, P̃µ} be a (ξ,Ψ)-superprocess and a (ξ, czα)-superprocess respec-
tively. Then, for any open set B ⊂ Rd,

− logPδx

(
exp

{
−λ
∫ t

0

Xs(B
c) ds

})
= u(t, x),

where u(t, x) is the unique bounded positive solution on [0, t]×Rd of

u(t, x) + Πx

∫ t

0

Ψ(ξs, u(t− s, ξs)) ds = λΠx

∫ t

0

IBc(ξs) ds.

Similarly

− log P̃δx

(
exp

{
−λ
∫ t

0

X̃s(B
c) ds

})
= ũ(t, x),

where ũ(t, x) is the unique bounded positive solution on [0, t]×Rd of

ũ(t, x) + Πx

∫ t

0

Ψ̃(ξs, ũ(t− s, ξs)) ds = λΠx

∫ t

0

IBc(ξs) ds.
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Observe that ũ is also the unique bounded solution of

ũ(t, x) + Πx

∫ t

0

Ψ(ξs, ũ(t− s, ξs)) ds = λΠx

∫ t

0

IBc(ξs)ds+ Πx

∫ t

0

g(t− s, ξs) ds,

where
g(s, x) := Ψ(x, ũ(s, x))− Ψ̃(x, ũ(s, x)), s ∈ [0, t], x ∈ Rd,

is a bounded positive Borel function on [0, t]×Rd. By [19, Theorem 5.16],

ũ(t, x) = − logPδx

(
exp

{
−
∫ t

0

(λXs(B
c) + 〈gt−s, Xs〉) ds

})
,

where gs(x) = g(s, x), x ∈ E. Therefore, u(t, x) ≤ ũ(t, x), which is equivalent to

− logPδx

(
exp

{
−λ
∫ t

0

Xs(B
c) ds

})
≤ − log P̃δx

(
exp

{
−λ
∫ t

0

X̃s(B
c) ds

})
.

LetR be the range of X̃, the minimal closed subset ofRd which supports all the measures
X̃t, t ≥ 0. Then

− log P̃δx

(
exp

{
−λ
∫ t

0

X̃s(B
c) ds

})
≤ − log P̃δx(R ⊂ B),

hence we have

− logPδx

(
exp

{
−λ
∫ t

0

Xs(B
c) ds

})
≤ − log P̃δx(R ⊂ B).

Thus, by the monotone convergence theorem, we have that

− logPδx

(∫ t

0

Xs(B
c) ds = 0

)
= lim
λ→∞

− logPδx

(
exp

{
−λ
∫ t

0

Xs(B
c) ds

})
≤− log P̃δx(R ⊂ B).

By [6, Theorem 8.1], x→ − log P̃δx(R ⊂ B) is finite and continuous in x ∈ B. Therefore
the superprocess X satisfies Assumption (H3).

Remark 3.8. Now we consider the superprocess in Example 1. We assume that ξ is a
diffusion in Rd satisfying the conditions in Example 2, and the branching mechanism Ψ(z)

satisfies that, for some α ∈ (1, 2] and c > 0, Ψ(z) ≥ czα. Thus Assumption (H3) holds.
Since Y ht = 1 and Πh

x = Πx, condition (3.7) holds automatically. Therefore, Theorem 3.7
holds and Z has the same law as ξH , where ξ0 ∼ ν(dx) = µ(dx)/‖µ‖. Moreover, ξ and H
are independent.

Compared with [27], the example above assumes that the spatial motion ξ is a
diffusion, while in [27], the spatial motion is a Feller process. However, in [27], the
branching mechanism is binary (Ψ(z) = z2), while in the example above, the branching
mechanisms is more general. Thus Theorem 3.7 is a partial generalization of the results
in [27] and it does not cover the results in [27]. Our result is more general in the sense
that we consider more general branching mechanism, while the spatial motion in [27] is
more general than ours.

Recently, there are lots of work on spine decomposition (see [8, 15, 20, 24] for
instance) and backbone decomposition (also called skeleton decomposition) (see [8,
16] for instance) for superprocesses with spatially dependent branching mechanism.
Intuitively, on the survival set, the superprocess is decomposed into a ‘thinner’ process
which almost surely survives and which is decorated with immigrations. For the spine
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decomposition, the ‘thinner’ process is a Markov process of one particle (the spatial
motion of the spine), and for the backbone decomposition the ‘thinner’ process is a
branching Markov process. The Williams decomposition gives a spinal decomposition
of X conditioned on H = h with h > 0 being a constant, where the ‘thinner’ process
is the spatial motion process of the last individual alive. These decompositions are
important tools for studying limit behaviors of superprocesses. The above Theorem 3.7
is one application of the Williams decomposition. It would be interesting to explore other
applications.

4 Proofs of main results

We will use Pr,δx to denote the law of X starting from the unit mass δx at time r > 0.
Similarly, we will use Πr,x to denote the law of ξ starting from x at time r > 0. First, we
give a useful lemma.

Lemma 4.1. Suppose that f ∈ B+
b (E) and gi ∈ B+

b (E), i = 1, 2, · · · , n. For any 0 < t1 ≤
t2 ≤ · · · ≤ tn and 0 ≤ r ≤ tn, we have

Pr,µ

〈f,Xtn〉 exp
{
−
∑
j:tj≥r

〈gj , Xtj 〉
}

=

∫
E

Πr,x

(
exp

{
−
∫ tn

r

Ψ′z(ξu, Ug(u, ξu)) du

}
f(ξtn)

)
µ(dx)e−〈Ug(r,·),µ〉, (4.1)

where
Ug(r, x) := − logPr,δx

(
exp

{
−
∑
j:tj≥r

〈gj , Xtj 〉
})
.

In particular, for any f ∈ B+
b (E) and g ∈ B+

b (E), we have

Pδx

(
〈f,Xt〉e−〈g,Xt〉

)
= Πx

(
exp

{
−
∫ t

0

Ψ′z(ξu, ug(t− u, ξu)) du

}
f(ξt)

)
e−ug(t,x). (4.2)

Proof. By [19, Proposition 5.14], we have that, for 0 ≤ r ≤ tn,

− logPr,µ

exp
{
−
∑
j:tj≥r

〈gj , Xtj 〉 − θ〈f,Xtn〉
} = 〈Fθ(r, ·), µ〉,

where Fθ(r, x) is the unique bounded positive solution on [0, tn]× E of

Fθ(r, x) + Πr,x

∫ tn

r

Ψ(ξu, Fθ(u, ξu)) du =
∑
j:tj≥r

Πr,xgj(ξtj ) + θΠr,xf(ξtn). (4.3)

Let F ′θ(r, x) := ∂
∂θFθ(r, x). Then,

Pr,µ

〈f,Xtn〉 exp
{
−
∑
j:tj≥r

〈gj , Xtj 〉
} =− ∂

∂θ
e−〈Fθ(r,·),µ〉∣∣

θ=0+

=〈F ′0(r, ·), µ〉e−〈Ug(r,·), µ〉.

Differentiating both sides of (4.3) with respect to θ and then letting θ → 0, we get that

F ′0(r, x) + Πr,x

∫ tn

r

Ψ′z(ξu, Ug(u, ξu))F ′0(u, ξu) du = Πr,xf(ξtn).
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Then, by [6, Lemma 1.5] with τ = tn, we get that

F ′0(r, x) = Πr,x

[
e−

∫ tn
r

Ψ′z(ξu,Ug(u,ξu)) duf(ξtn)
]
.

Therefore (4.1) holds.

Recall that v(t, x) := − logPδx(‖Xt‖ = 0) and w(t, x) := −∂v∂t (t, x) ≥ 0. Recall the
definition of Mh

t in (3.3).

Lemma 4.2. Suppose that Assumptions (H1)-(H2) hold. Under Pµ, {Mh
t , t < h} is a

nonnegative martingale with Pµ(Mh
t ) = 1.

Proof. For any h > 0 and 0 ≤ t < h, by Assumption (H2) and the dominated convergence
theorem, we get that

Pµ

[
〈wh−t, Xt〉e−〈vh−t,Xt〉

]
=

∂

∂h
Pµe

−〈vh−t,Xt〉

=
∂

∂h
e−〈vh,µ〉 = 〈wh, µ〉e−〈vh,µ〉, (4.4)

where in the second equality, we used the Markov property of X. Thus, it follows that
Pµ(Mh

t ) = 1.

By the Markov property of X, we obtain that, for s < t < h,

Pµ

[
〈wh−t, Xt〉e−〈vh−t,Xt〉

∣∣∣Gs] = PXs

[
〈wh−t, Xt−s〉e−〈vh−t,Xt−s〉

]
= 〈wh−s, Xs〉e−〈vh−s,Xs〉,

which implies that, under Pµ, {Mh
t , t < h} is a nonnegative martingale. The proof is

complete.

Proof of Theorem 3.1: For any A ∈ Gt, by the Markov property of X,

Pµ(A|h ≤ H < h+ ε) =
Pµ(A ∩ {h ≤ H < h+ ε})
Pµ(h ≤ H < h+ ε)

=
Pµ(1APXt(h− t ≤ H < h− t+ ε))

e−〈vh+ε,µ〉 − e−〈vh,µ〉

=
Pµ

(
1A
(
e−〈vh−t+ε,Xt〉 − e−〈vh−t,Xt〉

))
e−〈vh+ε,µ〉 − e−〈vh,µ〉

.

By Assumption (H2), we get that

lim
ε↓0

1

ε

(
e−〈vh+ε,µ〉 − e−〈vh,µ〉

)
= 〈wh, µ〉e−〈vh,µ〉 (4.5)

and

lim
ε↓0

1

ε

(
e−〈vh−t+ε,Xt〉 − e−〈vh−t,Xt〉

)
= 〈wh−t, Xt〉e−〈vh−t,Xt〉. (4.6)

Note that, for 0 < ε < 1,

1

ε

(
e−〈vh−t+ε,Xt〉 − e−〈vh−t,Xt〉

)
≤ 1

ε

(
1− exp{−〈vh−t − vh−t+ε, Xt〉}

)
≤ 〈vh−t − vh−t+ε, Xt〉

ε
≤ sup
h−t≤s≤h−t+1

sup
x∈E

w(s, x)〈1, Xt〉.

EJP 23 (2018), paper 23.
Page 13/33

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP146
http://www.imstat.org/ejp/


Williams decomposition for superprocesses

By Assumption (H2) and (2.5),

Pµ

(
sup

h−t≤s≤h−t+1
sup
x∈E

w(s, x)〈1, Xt〉
)
<∞.

Thus, it follows from the dominated convergence theorem that

lim
ε↓0

1

ε
Pµ

(
1A
(
e−〈vh−t+ε,Xt〉 − e−〈vh−t,Xt〉

))
= Pµ

(
1A〈wh−t, Xt〉e−〈vh−t,Xt〉

)
. (4.7)

Thus, by (4.5) and (4.7), we have that

lim
ε↓0
Pµ(A|h ≤ H < h+ ε) = Pµ(1AM

h
t ).

The proof is now complete.

Proof of Lemma 3.3: By the Markov property of X, we get that,

e−v(t+s,x) = Pδx(Xt+s = 0) = Pδx(PXt(Xs = 0)) = Pδx(e−〈vs,Xt〉), (4.8)

which implies that uvs(t, x) = v(t+ s, x). By (4.4) with h = t+ s and µ = δx, we get that

w(t+ s, x)e−v(t+s,x) = Pδx(〈ws, Xt〉e−〈vs,Xt〉)

= Πx

(
exp

{
−
∫ t

0

Ψ′z(ξu, v(t+ s− u, ξu)) du

}
w(s, ξt)

)
e−v(t+s,x),

where in the last equality we used Lemma 4.1 and the fact that uvs(t, x) = v(t + s, x).
Thus, it follows immediately that

w(t+ s, x) = Πx

(
exp

{
−
∫ t

0

Ψ′z(ξu, v(t+ s− u, ξu)) du

}
w(s, ξt)

)
. (4.9)

For 0 < s < t, by the Markov property of ξ, we have that

Πx

(
w(h− t, ξt)e−

∫ t
0

Ψ′z(ξu,v(h−u,ξu)) du|Fs
)

= e−
∫ s
0

Ψ′z(ξu,v(h−u,ξu)) duΠx

(
w(h− t, ξt)e−

∫ t
s

Ψ′z(ξu,v(h−u,ξu)) du|Fs
)

= e−
∫ s
0

Ψ′z(ξu,v(h−u,ξu)) duΠξs

(
w(h− t, ξt−s)e−

∫ t−s
0

Ψ′z(ξu,v(h−s−u,ξu)) du
)

= e−
∫ s
0

Ψ′z(ξu,v(h−u,ξu)) duw(h− s, ξs),

where the last equality above follows from (4.9). The proof is now complete.

4.1 Williams decomposition

Proof of Theorem 3.5: Let fk ∈ B+
b (E), k = 1, 2, · · · , n and 0 = t0 < t1 < t2 < · · · <

tn = t < h. We will show that

Phµ

exp

−
n∑
j=1

〈fj , Xtj 〉


 = P(h)

µ

exp

−
n∑
j=1

〈fj ,Λhtj 〉


 .

By the definition of Λht , we have

P(h)
µ

(
exp

{
−

n∑
j=1

〈fj ,Λhtj 〉
})

=

∫
E

w(h, x)

〈w(h, ·), µ〉
µ(dx)Πh

x

[
P(h)
µ

(
exp

{
−

n∑
j=1

〈fj ,Λhtj 〉
}
|ξh
)]
. (4.10)
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By the construction of Λht , we have

P(h)
µ

(
exp

{
−

n∑
j=1

〈fj ,Λhtj 〉
}
|ξh
)

=Pµ

(
exp

{
−

n∑
j=1

〈fj , Xtj 〉
}
|H < h

)
× P(h)

µ

(
exp

{
−

n∑
j=1

〈fj , X1,h,N
tj 〉

}
|ξh
)

× P(h)
µ

(
exp

{
−

n∑
j=1

〈fj , X2,h,P
tj 〉

}
|ξh
)

=:(I)× (II)× (III). (4.11)

Define, for s < h,

Js(h, x) := − logPδx

[
e−

∑n
j=1〈fj ,Xtj−s〉1s≤tj ; ‖Xh−s‖ = 0

]
. (4.12)

We first deal with part (I). By (4.12), we have

J0(h, x) = − logPδx

(
exp

{
−

n∑
j=1

〈fj , Xtj 〉
}

; ‖Xh‖ = 0
)
. (4.13)

By (3.2), Pµ(H < h) = Pµ(H ≤ h) = e−〈vh, µ〉. Thus we have

(I) = e〈v(h,·), µ〉e−〈J0(h,·), µ〉. (4.14)

Next we deal with part (II). By the definition of X1,h,N and Fubini’s theorem, we have

n∑
j=1

〈fj , X1,h,N
tj 〉 =

n∑
j=1

∫ t

0

∫
D

〈fj , ωtj−s〉1s<tjN 1,h(ds, dω)

=

∫ t

0

∫
D

n∑
j=1

〈fj , ωtj−s〉1s<tj N 1,h(ds, dω). (4.15)

Therefore,

(II) = P(h)
µ

exp

−
∫ t

0

∫
D

n∑
j=1

〈fj , ωtj−s〉1s<tj N 1,h(ds, dω)

 |ξh


= exp

{
−
∫ t

0

2b(ξs) ds

∫
D

(
1− e−

∑n
j=1〈fj , ωtj−s〉1s<tj

)
1H(ω)<h−sNξs(dω)

}
.

By the dominated convergence theorem, we obtain that, for s 6= tj , j = 1, 2, · · · , n,∫
D

(
1− e−

∑n
j=1〈fj ,ωtj−s〉1s<tj

)
1H(ω)<h−sNξs(dω)

=

∫
D

(
1− e−

∑n
j=1〈fj ,ωtj−s〉1s<tj

)
1‖ωh−s‖=0Nξs(dω)

= lim
θ→∞

∫
D

(
1− e−

∑n
j=1〈fj ,ωtj−s〉1s<tj

)
e−θ‖ωh−s‖Nξs(dω)

= lim
θ→∞

∫
D

(
1− e−

∑n
j=1〈fj ,ωtj−s〉1s<tj−θ‖ωh−s‖

)
Nξs(dω)−

∫
D

(
1− e−θ‖ωh−s‖

)
Nξs(dω)

= lim
θ→∞

− logPδξs e
−
∑n
j=1〈fj ,Xtj−s〉1s<tj−θ‖Xh−s‖ + logPδξs e

−θ‖Xh−s‖

=− logPδξs

[
e−

∑n
j=1〈fj ,Xtj−s〉1s<tj ; ‖Xh−s‖ = 0

]
+ logPδξs (‖Xh−s‖ = 0)

=Js(h, ξs)− v(h− s, ξs).
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Hence,

(II) = exp

{
−
∫ t

0

2b(ξs)
(
Js(h, ξs)− v(h− s, ξs)

)
ds

}
. (4.16)

Now we deal with (III). Using arguments similar to those leading to (4.15), we get that

n∑
j=1

〈fj , X2,h,P
tj 〉 =

∫ t

0

∫
D

n∑
j=1

〈fj , ωtj−s〉1s≤tj N 2,h(ds, dω).

Thus,

(III) = P(h)
µ

exp

−
∫ t

0

∫
D

n∑
j=1

〈fj , ωtj−s〉1s≤tj N 2,h(ds, dω)

 |ξh


= exp

{
−
∫ t

0

ds

∫ ∞
0

yn(ξs, dy)Pyδξs

[(
1− e−

∑n
j=1〈fj , Xtj−s〉1s≤tj

)
1H<h−s

]}
= exp

{
−
∫ t

0

ds

∫ ∞
0

yn(ξs, dy)
(
e−yv(h−s, ξs) − e−yJs(h, ξs)

)}
. (4.17)

Recall that

Ψ′z(x, z) = −α(x) + 2b(x)z +

∫ ∞
0

y(1− e−yz)n(x, dy).

Combining (4.16) and (4.17), we get that

(II)× (III)

= exp

{
−
∫ t

0

(
2b(ξs)Js(h, ξs) +

∫ ∞
0

y
(

1− e−yJs(h,ξs)
)
n(ξs, dy)

)
ds

}
× exp

{∫ t

0

(
2b(ξs)v(h− s, ξs)−

∫ ∞
0

y
(

1− e−yv(h−s,ξs)
)
n(ξs, dy)

)
ds

}
= exp

{
−
∫ t

0

Ψ′z(ξs, Js(h, ξs)) ds

}
× exp

{∫ t

0

Ψ′z(ξs, v(h− s, ξs)) ds
}
. (4.18)

By (4.11), (4.14) and (4.18), we get that, for h > t,

Πh
x

[
P(h)
µ

exp

−
n∑
j=1

〈fj ,Λhtj 〉

 |ξh
]

=e〈v(h,·), µ〉e−〈J0(h,·), µ〉

×Πh
x

[
exp

{
−
∫ t

0

Ψ′z(ξs, Js(h, ξs)) ds

}
× exp

{∫ t

0

Ψ′z(ξs, v(h− s, ξs)) ds
}]

=e〈v(h,·),µ〉e−〈J0(h,·), µ〉Πx

[w(h− t, ξt)
w(h, x)

exp

{
−
∫ t

0

Ψ′z(ξs, Js(h, ξs)) ds

}]
.

So, by (4.10), we obtain that

P(h)
µ

exp

−
n∑
j=1

〈fj ,Λhtj 〉


 =

e〈v(h,·),µ〉

〈wh, µ〉
e−〈J0(h,·), µ〉

×
∫
E

Πx

[
w(h− t, ξt) exp

{
−
∫ t

0

(
Ψ′z(ξs, Js(h, ξs))

)
ds

}]
µ(dx). (4.19)
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Now we calculate Js(h, x) defined in (4.12). For 0 ≤ s < t < h, by the Markov property
of X, we have that

Js(h, x) = − logPδx

[
e−

∑n
j=1〈fj ,Xtj−s〉1s≤tjPXt−s(‖Xh−t‖ = 0)

]
= − logPδx

[
e−

∑n
j=1〈fj ,Xtj−s〉1s≤tj−〈v(h−t,·),Xt−s〉

]
= − logPs,δx

[
e−

∑n
j=1〈fj ,Xtj 〉1s≤tj−〈v(h−t,·),Xt〉

]
. (4.20)

Using Lemma 4.1 with r = 0, we have that

e−〈J0(h,·), µ〉
∫
E

Πx

[
w(h− t, ξt) exp

{
−
∫ t

0

(
Ψ′z(ξs, Js(h, ξs))

)
ds

}]
µ(dx)

=Pµ

[
〈w(h− t, ·), Xt〉 exp

{
−

n∑
j=1

〈fj , Xtj 〉 − 〈v(h− t, ·), Xt〉
}]
.

Thus, by (4.19), we get that

P(h)
µ

(
exp

{
−

n∑
j=1

〈fj ,Λhtj 〉
})

= Pµ

[
exp

{
−

n∑
j=1

〈fj , Xtj 〉
}
Mh
t

]
.

Now, the proof is complete.

4.2 The behavior of Xt near extinction

Recall that, for any µ ∈MF (E), ξh = {(ξt)0≤t<h,Π
h
ν}, where ν(dx) = w(h,x)

〈w(h,·),µ〉µ(dx).

Theorem 4.3. Suppose that Assumptions (H1)-(H3)) hold and that for any µ ∈MF (E),

the limit lim
t↑h

ξt exists Πh
ν -a.s.,

where ν(dx) = w(h,x)
〈w(h,·),µ〉µ(dx). Define ξh− := limt↑h ξt. Then, for any h > 0,

lim
t↑h

Λht
‖Λht ‖

= δξh− , P(h)
µ -a.s.

Proof. By the decomposition (3.6), we have

Λht := X0,h
t +X1,h,N

t +X2,h,P
t .

Define
H0 := inf{t ≥ 0 : X0,h

t = 0} and H(Λh) := inf{t ≥ 0 : Λht = 0}.

Then by the definition of X0,h, we have H0 < h. By Theorem 3.5, H(Λh) = h. It follows
that

lim
t↑h

X0,h
t

‖Λht ‖
= 0, P(h)

µ -a.s. (4.21)

Note that E∂ is a compact separable metric space. According to [26, Exercise 9.1.16 (iii)],
Cb(E∂ ;R), the space of bounded continuous R-valued functions f on E∂ , is separable.
Therefore, C+

b (E), the space of nonnegative bounded continuous R-valued functions f
on E, is also a separable space. It suffices to prove that, for any f ∈ C+

b (E),

P(h)
µ

(
lim
t↑h

〈fh, X1,h,N
t 〉+ 〈fh, X2,h,P

t 〉
‖Λht ‖

= 0

)
= 1, (4.22)
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where fh(x) = f(x)− f(ξh−). Note that

P(h)
µ

(
lim
t↑h

〈fh, X1,h,N
t 〉+ 〈fh, X2,h,P

t 〉
‖Λht ‖

= 0

)

= P(h)
µ

[
P(h)
µ

(
lim
t↑h

〈fh, X1,h,N
t 〉+ 〈fh, X2,h,P

t 〉
‖Λht ‖

= 0
∣∣ξh)] .

Therefore, it suffices to prove that, for any f ∈ C+
b (E),

P(h)
µ

(
lim
t↑h

〈fh, X1,h,N
t 〉+ 〈fh, X2,h,P

t 〉
‖Λht ‖

= 0
∣∣ξh) = 1, P(h)

µ -a.s. (4.23)

Step 1 We first prove that given ξh,

lim
t↑h

〈fh, X1,h,N
t 〉

‖Λht ‖
= 0, P(h)

µ -a.s. (4.24)

Note that given ξh,

〈fh, X1,h,N
t 〉 :=

∫ t

0

∫
D

〈fh, ωt−s〉N 1,h(ds, dω),

where N 1,h(ds, dω) is a Poisson random measure on [0, h)×D with intensity measure

21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds.

Let I1 be the support of the measure N 1,h. Note that I1 is a random subset of [0, h)×D.
In the remainder of this proof, we always assume that ξh is given. Since f ∈ C+

b (E),
for any ε > 0, there exists δ1 > 0, depending on ξh−, such that |f(x) − f(ξh−)| ≤ ε for
all |x − ξh−| ≤ δ1. It follows from the fact that ξh− = lims↑h ξs there exists δ2 ∈ (0, h),
depending on ξh−, such that |ξs− ξh−| < δ1/2 for all s ∈ (h− δ2, h). Let B := B(ξh−, δ1) =

{x ∈ E : |x− ξh−| < δ1}. Then, for any t ∈ (h− δ2/2, h), we have

|〈fh, X1,h,N
t 〉| =|〈fh1B̄ , X

1,h,N
t 〉+ 〈fh1B̄c , X

1,h,N
t 〉|

≤ε〈1, X1,h,N
t 〉+ 2‖f‖∞〈1B̄c , X

1,h,N
t 〉

≤ε〈1,Λht 〉+ 2‖f‖∞
∫ h−δ2

0

∫
D

〈1, ωt−s〉N 1,h(ds, dω)

+ 2‖f‖∞
∫ t

h−δ2

∫
D

〈1B̄c , ωt−s〉N 1,h(ds, dω)

=:ε〈1,Λht 〉+ 2‖f‖∞J1(t) + 2‖f‖∞J2(t). (4.25)

It follows that
|〈fh, X1,h,N

t 〉|
‖Λht ‖

≤ ε+ 2‖f‖∞
J1(t)

‖Λht ‖
+ 2‖f‖∞

J2(t)

‖Λht ‖
. (4.26)

First we deal with J1. For s ∈ (0, h − δ2) and t ∈ (h − δ2/2, h), we have t − s > δ2/2.
Thus, for t ∈ (h− δ2/2, h), we have

J1(t) =

∫ h−δ2

0

∫
ω(δ2/2)6=0, H(ω)<h−s

〈1, ωt−s〉N 1,h(ds, dω) =
∑

(s, ω)∈(I1∩S1)

〈1, ωt−s〉,

where
S1 := {(s, ω) : s ∈ [0, h− δ2), w(δ2/2) 6= 0 and H(ω) < h− s}. (4.27)
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Notice that ∫
S1

21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds

≤ 2K

∫ h−δ2

0

Nξs(w(δ2/2) 6= 0)ds

= 2K

∫ h−δ2

0

v(δ2/2, ξs)ds ≤ 2Kh‖vδ2/2‖∞ <∞, (4.28)

which implies that given ξh,

N 1,h(S1) <∞, P(h)
µ -a.s.

That is, given ξh, ]{I1∩S1} <∞, P(h)
µ -a.s. For any (s, ω) ∈ (I1∩S1), we have s+H(ω) < h,

which implies that H1 := max(s,ω)∈(I1∩S1)(s + H(ω)) < h. Thus, for any t ∈ (H1, h),
J1(t) = 0, which implies that given ξh,

lim
t↑h

J1(t)

‖Λht ‖
= 0, P(h)

µ -a.s. (4.29)

To deal with J2, we define

D1 := {ω : ∃u ∈ (0, δ2), such that 〈1B̄c , ωu〉 > 0}, and S2 = [h− δ2, h)×D1. (4.30)

Then,

J2(t) =
∑

(s, ω)∈(I1∩S2)

〈1B̄c , ωt−s〉1s<t .

We claim that ]{I1 ∩ S2} <∞. Then using arguments similar to those leading to (4.29),
we can get that given ξh,

lim
t↑h

J2(t)

‖Λht ‖
= 0, P(h)

µ -a.s. (4.31)

Now we prove the claim. It suffices to prove that given ξh∫
S2

21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds <∞. (4.32)

Note that ∫
S2

21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds ≤ 2K

∫ h

h−δ2
Nξs(D1)ds.

For ω ∈ D, we have

D1 ={ω ∈ D : ∃u ∈ (0, δ2), such that 〈1B̄c , ωu〉 > 0}

=

{
ω ∈ D :

∫ δ2

0

〈1B̄c , ωu〉 du > 0

}

⊂

{
ω ∈ D :

∫ δ2

0

〈1Bc , ωu〉 du > 0

}
.
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Thus,

Nx(D1) ≤Nx

(∫ δ2

0

〈1Bc , ωu〉 du > 0

)

= lim
λ→∞

Nx

(
1− exp

{
−λ
∫ δ2

0

〈1Bc , ωu〉 du

})

= lim
λ→∞

− logPδx

(
exp

{
−λ
∫ δ2

0

〈1Bc , Xu〉 du

})

=− logPδx

(∫ δ2

0

〈1Bc , ωu〉 du = 0

)
. (4.33)

Combining (4.33) and Assumption (H3), we get∫
S2

21[0,h)(s)1H(ω)<h−sb(ξs)Nξs(dω)ds

≤2Kδ2 sup
x∈B(ξh−,δ1/2)

[
− logPδx

(∫ δ2

0

〈1Bc , ωu〉 du = 0

)]
<∞.

Combining (4.26), (4.29) and (4.31), we get (4.24).
Step 2 Next we prove that given ξh,

lim
t↑h

〈fh, X2,h,P
t 〉

‖Λht ‖
= 0, P(h)

µ -a.s. (4.34)

Note that given ξh,

〈fh, X2,h,P
t 〉 :=

∫ t

0

∫
D

〈fh, ωt−s〉N 2,h(ds, dω),

where N 2,h(ds, dω) is a Poisson random measure on [0, h)×D with intensity measure

1[0,h)(s)1H(ω)<h−s

∫ ∞
0

yn(ξs, dy)Pyδξs (X ∈ dω)ds.

Let I2 be the support of the measure N 2,h. Note that I2 is a random countable subset of
[0, h)×D. Using arguments similar to those leading to (4.25), we get that

〈fh, X2,h,P
t 〉 ≤ε〈1,Λht 〉+ 2‖f‖∞

∫ h−δ2

0

∫
D

〈1, ωt−s〉N 2,h(ds, dω)

+ 2‖f‖∞
∫ t

h−δ2

∫
D

〈1B̄c , ωt−s〉N 2,h(ds, dω)

=ε〈1,Λht 〉+ 2‖f‖∞
∑

(s,ω)∈(I2∩S1)

〈1, ωt−s〉+ 2‖f‖∞
∑

(s,ω)∈(I2∩S2)

〈1B̄c , ωt−s〉

=:ε〈1,Λht 〉+ 2‖f‖∞J3(t) + 2‖f‖∞J4(t),

where S1 and S2 are the sets defined in (4.27) and (4.30) respectively. It follows that

|〈fh, X2,h,P
t 〉|

‖Λht ‖
≤ ε+ 2‖f‖∞

J3(t)

‖Λht ‖
+ 2‖f‖∞

J4(t)

‖Λht ‖
. (4.35)

So, to prove (4.34), we only need to prove that

lim
t↑h

J3(t)

‖Λht ‖
= 0, P(h)

µ -a.s., (4.36)
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and

lim
t↑h

J4(t)

‖Λht ‖
= 0, P(h)

µ -a.s. (4.37)

Note that ∫
S1

1[0,h)(s)1H(ω)<h−s

∫ ∞
0

yn(ξs, dy)Pyδξs (X ∈ dω)ds

≤
∫ h−δ2

0

∫ ∞
0

yn(ξs, dy)Pyδξs (Xδ2/2 6= 0)ds

≤
∫ h−δ2

0

v(δ2/2, ξs)

∫ 1

0

y2n(ξs, dy)ds+

∫ h−δ2

0

∫ ∞
1

yn(ξs, dy) ds

≤Kh(‖vδ2/2‖∞ + 1), (4.38)

where in the second inequality we used the fact that

Pyδξs (Xδ2/2 6= 0) = 1− Pyδξs (Xδ2/2 = 0) = 1− e−yv(δ2/2,ξs) ≤ yv(δ2/2, ξs).

Thus, N 2,h(S1) <∞, a.s., which implies that (4.36).
To prove (4.37) we only need to show that, given ξh,∫

S2

∫ ∞
0

yn(ξs, dy)Pyδξs (X ∈ dω)ds <∞. (4.39)

In fact,∫
S2

∫ ∞
0

yn(ξs, dy)Pyδξs (X ∈ dω)ds

≤
∫ h

h−δ2

∫ ∞
0

yn(ξs, dy)Pyδξs

(∫ δ2

0

〈1Bc , Xu〉 du > 0
)
ds

≤
∫ h

h−δ2

∫ ∞
1

yn(ξs, dy)ds+

∫ h

h−δ2

(
− logPδξs

(∫ δ2

0

〈1Bc , Xu〉 du = 0
))∫ 1

0

y2n(ξs, dy)ds

≤Kh+Kh sup
x∈B(ξh−,δ1/2)

[
− logPδx

(∫ δ2

0

〈1Bc , Xu〉 du = 0
)]

<∞,

where in the second inequality, we used the fact that

Pyδξs

(∫ δ2

0

〈1Bc , Xu〉 du > 0
)

=1− exp
{
y logPδξs

(∫ δ2

0

〈1Bc , ωu〉 du = 0
)}

≤− y logPδξs

(∫ δ2

0

〈1Bc , Xu〉 du = 0
)
.

The proof is now complete.

Proof of Theorem 3.7: Since {Xt, t ≥ 0} is a Hunt process, t→ Xt is right continuous,
which implies that {

lim
t↑H

Xt

‖Xt‖
exists

}
=

{
lim

t∈Q↑H

Xt

‖Xt‖
exists

}
,

where Q is the set of all rational numbers in [0,∞). And, note that

H = inf{t ∈ Q : ‖Xt‖ = 0}.
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Thus, by Corollary 3.6 and Theorem 4.3, we get that

Pµ

[
lim

t∈Q↑H

Xt

‖Xt‖
exists

]
=

∫ ∞
0

P(h)
µ

[
lim
t∈Q↑h

Λht
‖Λht ‖

exists
]
FH(dh) = 1.

Let V := limt↑H
Xt
‖Xt‖ . Then, for any f ∈ B+

b (E), by Theorem 4.3,

Pµ[exp{−〈f, V 〉}] =Pµ

[
lim

t∈Q↑H
exp

{
− 〈f,Xt〉
‖Xt‖

}]
=

∫ ∞
0

lim
t∈Q↑h

P(h)
µ

[
exp

(
− 〈f,Λ

h
t 〉

‖Λht ‖

)]
FH(dh)

=

∫ ∞
0

Πh
ν [exp(−f(ξh−))]FH(dh).

Thus, V is a Dirac measure of the form V = δZ and the law of Z satisfies (3.8). The proof
is now complete.

5 Examples

In this section, we will list some examples that satisfy Assumptions (H1) and (H2).
The purpose of these examples is to show that Assumptions (H1) and (H2) are satisfied
in a lot of cases. We will not try to give the most general examples possible.

5.1 Examples in Delmas and Hénard [5]

Example 3. Suppose that Pt is conservative and preserves Cb(E). Let L be the infinites-
imal generator of Pt in Cb(E) and D(L) be the domain of L. Also assume that

Ψ(x, z) = −α(x)z + b(x)z2,

where supx∈E α(x) ≤ 0 and infx∈E b(x) > 0 and 1/b ∈ D(L). Then by Remark 2.2, we
know that Assumption (H1) is satisfied. One can check that(b−1(ξt)

b−1(x)
e−

∫ t
0

(b(ξs)L(1/b)(ξs)) ds, t ≥ 0
)

is a positive martingale under Πx. Thus we define another probability measure Π
1/b
x by

Π
1/b
x

Πx

∣∣∣
Ft

=
b−1(ξt)

b−1(x)
e−

∫ t
0

(b(ξs)L(1/b)(ξs)) ds, t ≥ 0.

Let L1/b be the infinitesimal generator of ξ under Π1/b. If−α(x)−b(x)L(1/b)(x) ∈ D(L1/b),
then it follows from [5, (3.10) and Lemma 4.9] that w(t, x) exists and satisfies

w(t, x) ≤ 1

infx∈E b(x)
ect

β2
0e
β0t

(eβ0t − 1)2
,

where c, β0 are positive constants. Using this, one can check that Assumption (H2) is
satisfied. This example shows that our result covers Delmas and Hénard [5, Corollary
4.14]. Since Ψ(x, z) ≥ cz2, where c = infx∈E b(x), we have seen in Example 2 that if
L = L with L being given in Example 2, then Assumption (H3) is satisfied.

Now we give some examples of superprocesses, with general branching mechanisms,
satisfying Assumptions (H1) and (H2). We will see that Assumption (H3) is satisfied by
some examples.
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Recall that the general form of branching mechanism is given by

Ψ(x, z) = −α(x)z + b(x)z2 +

∫ ∞
0

(e−yz − 1 + yz)n(x, dy).

By (2.2), there exists K > 0, such that

|α(x)|+ b(x) +

∫ ∞
0

(y ∧ y2)n(x, dy) ≤ K.

Thus we have

|Ψ(x, z)| ≤ 3K(z + z2), x ∈ Rd. (5.1)

5.2 Examples of some superdiffusions

In the next two examples, we always assume that E = Rd and that Ψ satisfies the
following condition:

(C1) Ψ satisfies the conditions in Remark 2.2 and is Hölder continuous in the first
variable, locally uniformly in the second variable, in the sense that for any M > 0,
there exist c > 0 and γ0 ∈ (0, 1] such that

|Ψ(x, z)−Ψ(y, z)| ≤ c|x− y|γ0 , x, y ∈ Rd, z ∈ [0,M ]. (5.2)

By Remark 2.2, Assumption (H1) is satisfied. Therefore, in the following examples,
we only need to check that Assumption (H2) and Assumption (H3) are satisfied.

Example 4. Assume that the spatial motion ξ is a diffusion onRd satisfying the conditions
in Example 2. The branching mechanism Ψ is of the form (2.1) and satisfies condition
(C1). Then the (ξ,Ψ)-superprocess X satisfies Assumptions (H1) and (H2). We have
seen in Example 2 that under the condition that there exist α ∈ (1, 2] and c > 0 such that
Ψ(x, z) ≥ czα for all x ∈ Rd, Assumption (H3) is satisfied.

We now proceed to prove that Assumption (H2) holds for this example. The main
result is as follows:

Proposition 5.1. Assume the conditions in Example 4 hold. The function t → vt(x)

is differentiable in (0,∞), and for any s > 0 and t ∈ [0, 1/2), w(t + s, x) = − ∂
∂tvt+s(x)

satisfies that

w(t+ s, x) = − ∂

∂t
Pt(vs)(x) +

∫ t

0

∂

∂t
Pt−u(Ψs+u)(x) du+ Ψt+s(x). (5.3)

Moreover, t→ w(t, x) is continuous and for any s0 > 0, sups>s0 supx∈Rd w(s, x) <∞.

We will prove Proposition 5.1 through several lemmas.

Lemma 5.2. For f ∈ Bb(Rd) and x ∈ Rd, the function t → Ptf(x) is differentiable on
(0,∞). Furthermore, there exists a constant c such that for any t ∈ (0, 1], x ∈ Rd and
f ∈ Bb(Rd), ∣∣∣∣ ∂∂tPtf(x)

∣∣∣∣ ≤ c‖f‖∞t−1. (5.4)

Proof. For t ∈ (n, n + 1], Ptf(x) = Pt−n(Pnf)(x). Thus, we only need to prove the
differentiability for t ∈ (0, 1]. It follows from [17, IV.(13.1)] that∣∣∣∣ ∂∂tp(t, x, y)

∣∣∣∣ ≤ c1t− d2−1e−
c2|x−y|

2

t . (5.5)

EJP 23 (2018), paper 23.
Page 23/33

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP146
http://www.imstat.org/ejp/


Williams decomposition for superprocesses

Thus by the dominated convergence theorem we have that for all t ∈ (0, 1] and x ∈ Rd,

∂

∂t
Ptf(x) =

∫
Rd

∂

∂t
p(t, x, y)f(y) dy,

and that for all t ∈ (0, 1], x ∈ Rd and bounded Borel functions f on Rd,∣∣∣∣ ∂∂tPtf(x)

∣∣∣∣ ≤c1‖f‖∞ ∫
Rd
t−

d
2−1e−

c2|x−y|
2

t dy

=c3‖f‖∞t−1

∫ ∞
0

u
d
2−1e−c2u du = c4‖f‖∞t−1,

where the first equality above is due to a simple change of variables. The proof is now
complete.

Lemma 5.3. Assume that fs(x) is uniformly bounded in (s, x) ∈ [0, 1]×Rd, that is, there
is a constant L > 0 so that, for all s ∈ [0, 1] and x ∈ Rd, |fs(x)| ≤ L. Then there is a
constant c such that for any t ∈ (0, 1] and x, x′ ∈ Rd,∣∣∣∣∫ t

0

Pt−sfs(x) ds−
∫ t

0

Pt−sfs(x
′) ds

∣∣∣∣ ≤ cL(|x− x′| ∧ 1).

Proof. It follows from [17, IV.(13.1)] that there exist constants c1, c2 > 0 such that for all
t ∈ (0, 1] and x, x′ ∈ Rd,

|∇xp(t, x, y)| ≤ c1t−
d+1
2 e−

c2|x−y|
2

t . (5.6)

Thus

|p(t, x, y)− p(t, x′, y)| ≤ c3((t−1/2|x− x′|) ∧ 1)t−d/2
(
e−

c4|x−y|
2

t + e−
c4|x
′−y|2
t

)
. (5.7)

Hence for any t ∈ (0, 1] and x, x′ ∈ Rd,∣∣∣∣∫ t

0

Pt−sfs(x) ds−
∫ t

0

Pt−sfs(x
′) ds

∣∣∣∣ ≤ c5L∫ 1

0

s−1/2|x− x′| ds ≤ c6L|x− x′|. (5.8)

Lemma 5.4. Assume that fs(x) satisfies the following conditions:

(i) There is a constant L so that, for all (s, x) ∈ [0, 1]×Rd, |fs(x)| ≤ L.

(ii) For any t0 ∈ [0, 1], lims→t0 supx∈Rd |fs(x)− ft0(x)| = 0.

(iii) There exist constants s0 ∈ (0, 1), C > 0 and γ ∈ (0, 1] such that for all s ∈ [0, s0] and
x, x′ ∈ Rd with |x− x′| ≤ 1,

|fs(x)− fs(x′)| ≤ C|x− x′|γ . (5.9)

Then, t→
∫ t

0
Pt−sfs(x) ds is differentiable on (0, s0), and for t ∈ [0, s0),

∂

∂t

∫ t

0

Pt−sfs(x) ds =

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x). (5.10)

Proof. Let G(t, x) :=
∫ t

0
Pt−sfs(x) ds. First, we will show that for any x ∈ Rd,

lim
t↓0

t−1

∫ t

0

Pt−sfs(x) ds = f0(x). (5.11)
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Since f0 ∈ Cb(Rd), we have lims→0 Psf0(x) = f0(x), which implies that

lim
t→0

t−1

∫ t

0

Pt−sf0(x) ds = lim
t→0

t−1

∫ t

0

Psf0(x) ds = f0(x).

Thus, it suffices to prove that

lim
t→0

t−1

∫ t

0

Pt−s(fs − f0)(x) ds = 0. (5.12)

Notice that

t−1

∫ t

0

|Pt−s(fs − f0)(x)| ds ≤ sup
s≤t
‖fs − f0‖∞ → 0,

as t→ 0. Thus, (5.11) is valid.
For any 0 < t < t+ r < s0, by the definition of G(t, x),

1

r
(G(t+ r, x)−G(t, x))

=
1

r

∫ t

0

(
Pt+r−sfs(x)− Pt−sfs(x)

)
ds+

1

r

∫ t+r

t

Pt+r−sfs(x) ds

=

∫ t

0

Pt+r−sfs(x)− Pt−sfs(x)

r
ds+

1

r

∫ r

0

Pr−sft+s(x) ds

=:(I) + (II).

By (5.11), we have
lim
r↓0

(II) = ft(x). (5.13)

Now we deal with part (I). For 0 < t < t+ r < s0, using (5.28), we obtain that∣∣∣∣Pt+r−sfs(x)− Pt−sfs(x)

r

∣∣∣∣
=

∣∣∣∣∫
Rd

p(t+ r − s, x, y)− p(t− s, x, y)

r
(fs(y)− fs(x)) dy

∣∣∣∣
≤c3

∫
Rd
|fs(y)− fs(x)|(t− s)− d2−1e−

c4|x−y|
2

t−s dy

≤c5
∫
Rd
|x− y|γ(t− s)− d2−1e−

c4|x−y|
2

t−s dy

≤c6(t− s)γ/2−1. (5.14)

Thus, using the dominated convergence theorem, we get that, for any 0 ≤ t < t+ r < s0,

lim
r↓0

(I) =

∫ t

0

lim
r↓0

Pt+r−sfs(x)− Pt−sfs(x)

r
ds =

∫ t

0

∂

∂t
Pt−sfs(x) ds. (5.15)

Combining (5.13) and (5.15), we get that

lim
r↓0

G(t+ r, x)−G(t, x)

r
=

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x).

Using similar arguments, we can also show that

lim
r↓0

G(t, x)−G(t− r, x)

r
=

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x).

Thus, (5.10) follows immediately. The proof is now complete.
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Recall that v(s, ·) is a bounded function and

v(t+ s, x) +

∫ t

0

Pt−u(Ψs+u)(x) du = Pt(vs)(x),

where
Ψu(x) = Ψ(x, v(u, x)). (5.16)

Lemma 5.5. For any s > 0, there is a constant c(s) such that for t ∈ [0, 1/2) and x, y ∈ Rd,

|vt+s(x)− vt+s(y)| ≤ c(s)|x− y|.

Moreover, c(s) is decreasing in s > 0.

Proof. Let e(s) := 1∧s
2 . Note that t+ e(s) ∈ (e(s), 1).

v(t+ s, x) +

∫ t+e(s)

0

Pt+e(s)−u(Ψ(·, vs−e(s)+u(·)))(x) du = Pt+e(s)(vs−e(s))(x).

It follows from (5.7) that there exists a constant c1 such that for all x, y ∈ Rd,

|Pt+e(s)(vs−e(s))(x)− Pt+e(s)(vs−e(s))(y)|

≤c‖vs−e(s)‖∞((t+ e(s))−1/2|x− y|) ∧ 1)

≤c‖vs−e(s)‖∞(t+ e(s))−1/2|x− y|

≤c‖vs/2‖∞(e(s))−1/2|x− y|. (5.17)

Since v(s− e(s) + u, x) ≤ v(s− e(s), x) ≤ v(s/2, x), we have for u > 0,

‖Ψ(·, vs−e(s)+u(·))‖∞ ≤ 3K(‖vs/2‖∞ + ‖vs/2‖2∞).

Applying Lemma 5.3, we get that there is a constant c2 > 0 such that for t ∈ [0, 1/2) and
x, y ∈ Rd,∣∣∣∣∣
∫ t+e(s)

0

Pt+e(s)−u(Ψ(·, vs−e(s)+u(·)))(x) du−
∫ t+e(s)

0

Pt+e(s)−u(Ψ(·, vs−e(s)+u(·)))(y) du

∣∣∣∣∣
≤c23K(‖vs/2‖∞ + ‖vs/2‖2∞)(|x− y| ∧ 1). (5.18)

The conclusions of the lemma now follow immediately from (5.17) and (5.18).

Lemma 5.6. The function Ψu(x) given by (5.16) satisfies the following two properties:

(1) For any u0 > 0,
lim
u→u0

sup
x∈Rd

|Ψu(x)−Ψu0
(x)| = 0;

(2) For t0 ∈ (0, 1), there exists a constant c > 0 such that for any |x − x′| ≤ 1, s > t0
and t ∈ [0, 1/2],

|Ψs+t(x)−Ψs+t(x
′)| ≤ c|x− x′|γ0 .

Proof. (1) For z1 < z2 ∈ [0, a], we can easily check that

|Ψ(x, z1)−Ψ(x, z2)|

≤|α(x)||z1 − z2|+ b(x)|z2
1 − z2

2 |+
∫ ∞

0

∣∣e−yz1 + yz1 − e−yz2 − yz2

∣∣n(x, dy)

≤K(1 + 2a)|z1 − z2|+
∫ ∞

0

(2 ∧ (ya))y|z1 − z2|n(x, dy) ≤ K(3 + 3a)|z1 − z2|, (5.19)

EJP 23 (2018), paper 23.
Page 26/33

http://www.imstat.org/ejp/

http://dx.doi.org/10.1214/18-EJP146
http://www.imstat.org/ejp/


Williams decomposition for superprocesses

where in the second inequality above we use the fact that

| d
dx

(e−x + x)| = 1− e−x ≤ 2 ∧ x.

Thus, for |u− u0| ≤ u0/2, we have that

|Ψu(x)−Ψu0
(x)| ≤ 3K(1 + ‖vu0/2‖∞)|vu(x)− vu0

(x)|. (5.20)

Thus, it suffices to show that t 7→ vt(x) is continuous on (0,∞) uniformly in x.
It follows from Lemma 5.5 that, for any t > 0, x 7→ vt(x) is uniformly continuous, thus

lim
r↓0
‖Prvt − vt‖∞ = 0.

For r > 0 and t > 0, we have that

|vt(x)− vt+r(x)| ≤|Prvt(x)− vt(x)|+ |
∫ r

0

Pr−u(Ψt+u)(x) du|

≤‖Prvt − vt‖∞ + 3K(‖vt‖∞ + ‖vt‖2∞)r → 0, r ↓ 0,

where in the last inequality we used (5.1) and the fact that vt+u(x) ≤ vt(x).
The proof of limr↓0 ‖vt − vt−r‖∞ = 0 is similar and omitted. The proof of part (1) is

now complete.
(2) For any s > t0, and t ∈ [0, 1/2], v(t+ s, x) ≤ ‖vt0‖∞. By our assumption on Ψ, there

exist c1 > 0 and γ0 ∈ (0, 1] such that for |x− y| ≤ 1, s > t0 and t ∈ [0, 1/2],

|Ψ(x, vs+t(x))−Ψ(y, vs+t(x))| ≤ c1|x− y|γ0 .

By Lemma 5.5, there exists c2 = c2(t0) such that for s > t0 and t ∈ [0, 1/2],

|vs+t(x)− vs+t(y)| ≤ c2|x− y|.

Thus, for |x− y| ≤ 1, s > t0, and t ∈ [0, 1/2],

|Ψs+t(x)−Ψs+t(y)|
≤|Ψ(x, vs+t(x))−Ψ(y, vs+t(x))|+ |Ψ(y, vs+t(x))−Ψ(y, vs+t(y))|
≤|Ψ(x, vs+t(x))−Ψ(y, vs+t(x))|+ 3K(1 + ‖vt0‖∞)|vs+t(x)− vs+t(y)|
≤c1|x− y|γ0 + 3K(1 + ‖vt0‖∞)c2|x− y|
≤c3|x− y|γ0 . (5.21)

The proof of (2) is now complete.

Proof of Proposition 5.1: For any t, s > 0,

v(t+ s, x) +

∫ t

0

Pt−u(Ψs+u)(x) du = Pt(vs)(x).

Thus, combining Lemmas 5.2, 5.4 and 5.6, (5.3) follows immediately.
For fixed t ∈ (0, 1/2), we deal with the three parts on right hand side of (5.3) sepa-

rately.
Since t → v(t, x) is continuous, the function s → Ψt+s(x) = Ψ(x, v(t + s, x)) is

continuous and, by (5.1),

sup
s>t0

|Ψt+s(x)| ≤ 3K(‖vt0‖∞ + ‖vt0‖2∞) <∞. (5.22)
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By (5.4),

sup
s>t0

| ∂
∂t
Pt(vs)(x)| ≤ c4‖vt0‖∞t−1 <∞. (5.23)

By (5.14) and Lemma 5.6 (2), we get that, for any s > t0,

sup
s>t0

sup
x∈Rd

|
∫ t

0

∂

∂t
Pt−u(Ψs+u)(x) du| <∞. (5.24)

Combining (5.22) -(5.24), we get that, for t0 > 0,

sup
s>t0

sup
x∈Rd

w(t+ s, x) <∞,

which implies that, for any s0 > 0, sups>s0 supx∈Rd w(s, x) <∞.

Let L be as in Example 2. Let E be a bounded smooth domain in Rd and let p(t, x, y)

be the Dirichlet heat kernel of L in E. It follows from [10, Theorem 2.1, p. 247] that
there exist ci > 0, i = 1, 2, 3, 4, such that for all t ∈ (0, 1],∣∣∣∣ ∂∂tp(t, x, y)

∣∣∣∣ ≤ c1t− d2−1e−
c2|x−y|

2

t , and

|∇xp(t, x, y)| ≤ c3t−
d+1
2 e−

c4|x−y|
2

t .

Using these instead of (5.5) and (5.6), and repeating the arguments for Example 4, we
can get the following example.

Example 5. Assume that E be is bounded smooth domain in Rd and that the spatial
motion is ξE , which is the diffusion ξ of Example 2 killed upon exiting E. The branching
mechanism Ψ is of the form in (2.1) and satisfies (C1). Then the (ξE ,Ψ)-superprocess
X satisfies Assumptions (H1) and (H2). Using the same argument as in Example 2,
one can see that under the condition that there exist α ∈ (1, 2] and c > 0 such that
Ψ(x, z) ≥ czα for all x ∈ E, Assumption (H3) is satisfied.

5.3 Examples of some superprocesses with discontinuous spatial motion

Now we give an example of a superprocess with discontinuous spatial motion and
general branching mechanism such that Assumptions (H1) and (H2) are satisfied.

Example 6. Suppose that B = {Bt} is a Brownian motion in Rd and S = {St} is an
independent subordinator with Laplace exponent ϕ, that is

Ee−λSt = e−tϕ(λ), t > 0, λ > 0.

The process ξt = BSt is called a subordinate Brownian motion in Rd. Subordinate
Brownian motions form a large class of Lévy processes. When S is an (α/2)-stable
subordinator, that is, ϕ(λ) = λα/2, ξ is a symmetric α-stable process in Rd. Suppose that
Ψ is of the form (2.1) and satisfies (C1). Suppose further that ϕ satisfies the following
conditions:

1.
∫ 1

0
ϕ(r2)
r dr <∞.

2. There exist constants δ ∈ (0, 2] and a1 ∈ (0, 1) such that

a1λ
δ/2ϕ(r) ≤ ϕ(λr), λ ≥ 1, r ≥ 1. (5.25)

then X satisfies Assumptions (H1) and (H2).
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Condition (5.25) can be rewritten in the form

ϕ(λr)

ϕ(r)
≥ a1λ

δ/2, λ ≥ 1, r ≥ 1,

and so it is a very weak lower scaling condition at infinity for ϕ.
As we have seen in the paragraph before Example 2, Example 6 does not satisfy

Assumption (H3).

Proposition 5.7. Assume that the conditions in Example 6 hold. The function t→ vt(x)

is differentiable in (0,∞), and for any s > 0 and t ∈ [0, 1/2), w(t + s, x) = − ∂
∂tvt+s(x)

satisfies that

w(t+ s, x) = − ∂

∂t
Pt(vs)(x) +

∫ t

0

∂

∂t
Pt−u(Ψs+u)(x) du+ Ψt+s(x). (5.26)

Moreover, t→ w(t, x) is continuous and for any s0 > 0, sups>s0 supx∈Rd w(s, x) <∞.

In the following, we will give several lemmas which are similar to those in the proof
of Proposition 5.1.

Now we proceed to prove the second assertion of the example above. The arguments
are similar to that for the second assertion of Example 4. Without loss of generality, we
will assume that ϕ(1) = 1. First we introduce some notation. Put Φ(r) = ϕ(r2) and let
Φ−1 be the inverse function of Φ. For t > 0 and x ∈ Rd, we define

ρ(t, x) := Φ

((
1

Φ−1(t−1)
+ |x|

)−1
)(

1

Φ−1(t−1)
+ |x|

)−d
.

For t > 0, x ∈ Rd and β, γ ∈ R, we define

ρβγ (t, x) := Φ−1(t−1)−γ(|x|β ∧ 1)ρ(t, x) , t > 0, x ∈ Rd .

Let p(t, x, y) = p(t, x−y) be the transition density of ξ and let {Pt : t ≥ 0} be the transition
semigroup of ξ. It is well known that {Pt : t ≥ 0} satisfies the strong Feller property,
that is, for any t > 0, Pt maps bounded Borel functions on Rd to bounded continuous
functions on Rd.

Now we list some other properties of the semigroup {Pt : t ≥ 0} which will be used
later.

Lemma 5.8. For f ∈ Bb(Rd) and x ∈ Rd, the function t → Ptf(x) is differentiable on
(0,∞). Furthermore, there exists a constant c such that for any t ∈ (0, 1], x ∈ Rd and
f ∈ Bb(Rd), ∣∣∣∣ ∂∂tPtf(x)

∣∣∣∣ ≤ c‖f‖∞t−1. (5.27)

Proof. For t ∈ (n, n + 1], Ptf(x) = Pt−n(Pnf)(x). Thus, we only need to prove the
differentiability for t ∈ (0, 1]. It follows from [13, Lemma 3.1(a) and Theorem 3.4] that∣∣∣∣ ∂∂tp(t, x)

∣∣∣∣ ≤ c1ρ(t, x). (5.28)

By [13, Lemma 2.6(a)], we have∫
Rd
ρ(t, x)dx < c2t

−1, t ∈ (0, 1]. (5.29)

Thus by the dominated convergence theorem we have that for all t ∈ (0, 1] and x ∈ Rd,

∂

∂t
Ptf(x) =

∫
Rd

∂

∂t
p(t, x, y)f(y) dy,
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and that for all t ∈ (0, 1], x ∈ Rd and bounded Borel function f on Rd,∣∣∣∣ ∂∂tPtf(x)

∣∣∣∣ ≤ c3‖f‖∞t−1.

The proof is now complete.

Lemma 5.9. Assume that fs(x) is uniformly bounded in (s, x) ∈ [0, 1]×Rd. Then there
is a constant c such that for any t ∈ (0, 1] and x, x′ ∈ Rd,∣∣∣∣∫ t

0

Pt−sfs(x) ds−
∫ t

0

Pt−sfs(x
′) ds

∣∣∣∣ ≤ cL(|x− x′|δ/2 ∧ 1).

Proof. It follows from [13, Proposition 3.3] that there exists a constant c1 > 0 such that
for all t ∈ (0, 1] and x, x′ ∈ Rd,

|p(t, x)− p(t, x′)| ≤ c1
(
(Φ−1(t−1)|x− x′|) ∧ 1

)
t (ρ(t, x) + ρ(t, x′)) . (5.30)

Thus using (5.29) we get that for any t ∈ (0, 1] and x, x′ ∈ Rd,∣∣∣∣∫ t

0

Pt−sfs(x) ds−
∫ t

0

Pt−sfs(x
′) ds

∣∣∣∣ ≤ c2L∫ t

0

(
(Φ−1(s−1)|x− x′|) ∧ 1

)
ds. (5.31)

When |x− x′| < 1, Φ(|x− x′|−1) ≥ Φ(1) = 1. Thus,∫ t

0

(
(Φ−1(s−1)|x− x′|) ∧ 1

)
ds ≤ |x− x′|

∫ 1

(Φ(|x−x′|−1))−1

Φ−1(s−1)ds+
(
Φ(|x− x′|−1)

)−1
.

It is well known that ϕ, the Laplace exponent of a subordinator, satisfies

ϕ(λr) ≤ λϕ(r), λ ≥ 1, r > 0.

Using this, we immediately get that

Φ−1(λr) ≥ λ1/2Φ−1(r), λ ≥ 1, r > 0.

For s ∈ [(Φ(|x−x′|−1)−1, 1], by taking r = s−1 and λ = sΦ(|x−x′|−1) in the display above,
we get

Φ−1(s−1) ≤ |x− x′|−1s−1/2(Φ(|x− x′|−1))−1/2.

Therefore

|x− x′|
∫ 1

(Φ(|x−x′|−1))−1

Φ−1(s−1)ds

≤ (Φ(|x− x′|−1))−1/2

∫ 1

(Φ(|x−x′|−1))−1

s−1/2ds ≤ c3(Φ(|x− x′|−1))−1/2.

Consequently for all t ∈ (0, 1] and x, x′ ∈ Rd with |x− x′| < 1, we have∫ t

0

((Φ−1(t−1)|x− x′|) ∧ 1) ds ≤ c4(Φ(|x− x′|−1))−1/2.

By taking r = 1 and λ = |x− x′|−1 in (5.25), we get

a1|x− x′|−δ ≤ Φ(|x− x′|−1).

Thus for all t ∈ (0, 1] and x, x′ ∈ Rd with |x− x′| < 1, we have∫ t

0

((Φ−1(s−1)|x− x′|) ∧ 1) ds ≤ c4a−1/2
1 |x− x′|δ/2. (5.32)

Combining (5.31) and (5.32), we immediately get the desired conclusion.
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Lemma 5.10. Assume that fs(x) satisfies the assumptions of Lemma 5.4 with γ ∈ (0, δ/2].
Then, t→

∫ t
0
Pt−sfs(x) ds is differentiable on (0, s0), and for 0 ≤ t < s0,

∂

∂t

∫ t

0

Pt−sfs(x) ds =

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x). (5.33)

Proof. Let G(t, x) :=
∫ t

0
Pt−sfs(x) ds. For any 0 < t < t + r < s0, by the definition of

G(t, x),

1

r
(G(t+ r, x)−G(t, x))

=
1

r

∫ t

0

(
Pt+r−sfs(x)− Pt−sfs(x)

)
ds+

1

r

∫ t+r

t

Pt+r−sfs(x) ds

=

∫ t

0

Pt+r−sfs(x)− Pt−sfs(x)

r
ds+

1

r

∫ r

0

Pr−sft+s(x) ds

=:(I) + (II).

Using the same arguments as those leading to (5.11), we get

lim
t↓0

t−1

∫ t

0

Pt−sfs(x) ds = f0(x),

which implies that
lim
r↓0

(II) = ft(x). (5.34)

Now we deal with part (I). For 0 < t < t+ r < s0, using (5.28), we obtain that∣∣∣∣Pt+r−sfs(x)− Pt−sfs(x)

r

∣∣∣∣
=

∣∣∣∣∫
Rd

p(t+ r − s, x, y)− p(t− s, x, y)

r
(fs(y)− fs(x)) dy

∣∣∣∣
≤c3

∫
Rd
|fs(y)− fs(x)|ρ(t− s, x− y) dy

≤c4
∫
Rd
ργ0(t− s, x− y) dy

≤c5(t− s)−1Φ−1((t− s)−1)−γ , (5.35)

where in the last inequality we used [13, Lemma 2.6(a)]. It follows from [13, Lemma 2.3]
that ∫ t

0

(t− s)−1Φ−1((t− s)−1)−γds ≤ c6Φ−1(t−1)−γ . (5.36)

Thus, using the dominated convergence theorem, we get that, for any 0 ≤ t < t+ r < s0,

lim
r↓0

(I) =

∫ t

0

lim
r↓0

Pt+r−sfs(x)− Pt−sfs(x)

r
ds =

∫ t

0

∂

∂t
Pt−sfs(x) ds. (5.37)

Combining (5.34) and (5.37), we get that

lim
r↓0

G(t+ r, x)−G(t, x)

r
=

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x).

Using similar arguments, we can also show that

lim
r↓0

G(t, x)−G(t− r, x)

r
=

∫ t

0

∂

∂t
Pt−sfs(x) ds+ ft(x).

Thus, (5.33) follows immediately. The proof is now complete.
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Lemma 5.11. For any s > 0, there is a constant c(s) such that for t ∈ [0, 1/2) and
x, y ∈ Rd,

|vt+s(x)− vt+s(y)| ≤ c(s)|x− y|δ/2.

Moreover, c(s) is decreasing in s > 0.

Proof. The proof of this lemma is similar as that of Lemma 5.5. We use Lemma 5.9
instead of Lemma 5.3. Here we omit the details.

Lemma 5.12. The function Ψu(x) satisfies the following two properties:

(1) For any u0 > 0,

lim
u→u0

sup
x∈Rd

|Ψu(x)−Ψu0
(x)| = 0;

(2) For t0 ∈ (0, 1), there exists a constant c > 0 and γ1 ∈ (0, δ/2] such that for any
|x− x′| ≤ 1, s > t0 and t ∈ [0, 1/2],

|Ψs+t(x)−Ψs+t(x
′)| ≤ c|x− x′|γ1 .

Proof. The proof of part (1) is exactly the same as that of part (1) of Lemma 5.6.
Using arguments similar to that in the proof of part (2) of Lemma 5.6 and using

Lemma 5.11 instead of Lemma 5.5, we can get the result in part (2). Here we omit the
details.

Proof of Proposition 5.7: Combining Lemmas 5.8, 5.10 and 5.12, and using arguments
similar to that in the proof of Proposition 5.1, Proposition 5.7 follows immediately.

Remark 5.13. Actually, by the same arguments and the results from [13], one checks
that in the example above, we could have replaced the subordinate Brownian motion by
the non-symmetric jump process considered there, which contains the non-symmetric
stable-like process discussed in [3].
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