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Abstract

We consider right-continuous peacocks, that is, families of real probability measures
(1t)tefo,1) that are increasing in convex order. Given a sequence of time partitions
we associate the sequence of martingales characterised by the fact that they are
Markovian, constant on the partition intervals [tx, tx+1[, and such that the transition
kernels at times 11 are the curtain couplings of marginals u:, and pu¢, .. We study
the limit curtain processes obtained when the mesh of the partition tends to zero and
study existence, uniqueness and relevancy with respect to the original data. For any
right-continuous peacock we show there exist sequences of partitions such that a limit
process exists (for the finite-dimensional convergence).

Under certain additional regularity assumptions, we prove that there is a unique
limit curtain process and that it is a Markovian martingale. We first study by elemen-
tary methods peacocks whose marginals correspond to uniform distributions in convex
order. In this case, the results and techniques complete the results and techniques
used in a parallel work by Henry-Labordere, Tan and Touzi [9]. We obtain the same
type of results for all limit curtain processes associated to a class of analytic discrete
peacocks, i.e., the measures y; are finitely supported and vary analytically in ¢.

Finally, we give examples of peacocks and sequences of partitions such that the
limit curtain process is a non-Markovian martingale.
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Since the seminal article [16] by Hans G. Kellerer it has been known exactly which
families (y1):cr of real probability measures are of the form (Law(X})):cr where (Xt)ier
is a martingale. A simple application of the conditional Jensen inequality gives a neces-
sary condition: the functions ¢ — u; have to be increasing in convex order. Indeed, if ¢
is a convex function

[ i = B(o(x) < EGe(x0) = [ odun

On the other hand, that this condition is also sufficient is the most well-known part of
Kellerer’'s Theorem. However, there is a second very important part to this theorem
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as attested by the title of his paper: Markov-Komposition und eine Anwendung auf
Martingale. In fact the martingale (X;);cr associated to (u:):cr can be chosen to be
Markovian and this statement completes Kellerer’s Theorem.

Theorem (Kellerer, 1972). Let (u:):cr be a family of integrable probability measures on
R. The following conditions are equivalent

¢ The family of laws (u):cr is increasing in convex order,
* there exists a Markovian martingale (X;);cr with Law(X;) = u; for every t € R.

Kellerer’s proof is of a topological and functional analytic nature and does not
involve many pure probabilistic arguments. It relies on the compactness of certain sets
of measures on finitely many copies of R. In particular, Kellerer does not explicitly
construct the martingale (X;);cg in his theorem. Quite recently, from a more stochastic
point of view — motivated by mathematical finance questions — Hirsch, Profeta, Roynette
and Yor devoted a book [11] to defining explicit martingales associated to (u):, the
existence of which is ensured by Kellerer’s Theorem. They studied processes having
marginal distributions increasing in convex order, in particular classes of processes that
generalise their “guiding example” X; = ¢~} fot exp(Bs — s/2)ds. Such processes were
called “Processus Croissants pour I’Ordre Convexe”, which has been abbreviated to
PCOC and is pronounced “peacock”. In the present paper we investigate a particular
martingale construction based on optimal transport.

In keeping with the terminology in later papers [12, 13, 9, 4] where the initial data
are families of measures (it):cr instead of processes, any family of measures increasing
in convex order will also be called a peacock. In this paper we restrict to peacocks
indexed on a compact interval, which most of the time will be [0,1]. We furthermore
restrict to right-continuous peacocks (for the weak topology), making it possible to
consider cadlag martingales in this context.

The goal of the present paper is to focus on one particular martingale construction
based on (martingale) optimal transport theory. For every peacock (Ut)te[o,l] we construct
a Markovian martingale (Xt)te[o,l] attached to a discrete grid 0 <tp <t; <--- <ty =1
such that

» Law(X;) = u, for everyt € [ty,ty+1], where k € {0,...,N — 1},

* Law(Xy,,Xy,,,) is the (left-)curtain coupling of x;, and i, ,, (this coupling comes
from martingale transport theory and will be introduced and commented in Sub-
section 1.1).

Using sequences of these interpolating martingales we investigate the convergence of
these processes when the mesh of the grid tends to zero. If a limit process exists we will
call it a limit curtain process. Such a limit process may not exist, may not be unique if it
does and depends on the convergence topology. We say that a limit curtain process of
(14t)ief0,1) is relevant if it is a martingale for its own filtration, has the proper marginals,
i.e., Law(X;) = u; at every time ¢ € [0, 1] and is concentrated on cadlag paths.

Our approach is parallel to the very recent paper by Henry-Labordere, Tan, and Touzi
(see [9] and Remark 0.2) where the authors also choose curtain couplings for defining
the transitions in the martingales. Our motivation for using the curtain coupling is
explained in detail at the end of Subsection 1.1. For now let us just mention that it is
canonical in many respects including optimality in relation with optimal transportation
theory and monotonicity (see Proposition 1.10). Moreover, the curtain coupling is one of
the most simple martingale couplings to work with, if not the unique one.

Our first theorem is on the existence and the relevancy of limit curtain processes.
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Theorem A (Propositions 2.4 and 2.6). Given any right-continuous peacock (ji¢)c(o,1],
for the finite dimensional topology (see Subsection 2.4) the set of limit curtain processes
is not empty and contains at least one relevant process (X;);cjo,1], that is, a cadlag
martingale with Law(X;) = u; at every time.

For the Skorokhod topology all limit curtain processes are relevant (but it is not
known whether or not this set is empty).

Remark 0.1. Our proof of Theorem A is new but the techniques, in particular the
technique of considering a martingale on a countable subset of [0, 1], have been used
several times in the peacock literature [3, 8, 12] or on related topics since at least 1978
[15].

We study some representative examples of peacocks, both continuous and discrete,
where continuous or discrete refer to the distributions y; involved in the peacocks. For
some of them, we prove the existence and uniqueness of the limit curtain process in the
Skorokhod topology, for arbitrary sequences of partitions.

The following result on peacocks for uniform measures is obtained by using direct
methods.

Theorem B ( Proposition 3.1, Subsection 2.3 and end of Section 3). Let u; be the uniform
measure on [—f(t), f(t)], where f is a positive, increasing, and continuous function on
[0,1]. There exists a unique limit curtain process of (yit):c[o,1] and it is Markovian.

The process consists of piecewise increasing trajectories with jumps downwards at
random arrival times t to the bottom — f(t) of the interval. The intensity of jumps is
independent of the position and happens with intensity 2~ 1d log(f(t))/dt.

For f(t) = exp(2t)/2, the set of arrival times for the jumps is a standard Poisson point
process.

We now state our results on the existence and the uniqueness of limit curtain pro-
cesses for discrete peacocks. This type of result is not typical in the peacock literature
because the measures p; are often absolutely continuous or smooth, for instance the
result of a diffusion, and discrete measures are usually seen as general measures that
may be obtained as limits.

Theorem C (Theorem 4.4). Let (iit).c0,1) be a peacock of type py = Y. 1 a;(t)0,, 1)
where t — (z1,...,Zn,a1,...,a,)(t) is real analytic and furthermore satisfies

a1(t),...,an(t) >0 and z1(t) <... < x,(t).
Then, there is a unique limit curtain process and this process is Markovian.

Finally, we give examples of peacocks with non-Markovian limit curtain processes.
This may occur both in the discrete and continuous situation.

Theorem D (Sections 5 and 6). There exist a peacock (it)ic(0,1) and a limit curtain
process (Xi)iejo,1) of (f1¢)tecjo,1) Such that Law(X;) = p; for every t, but (X;)icjo,1) is not
Markovian. In fact (j1).c[0,1] can be taken either to be discrete or continuous.

Remark 0.2. In the parallel paper by Henry-Labordére, Tan and Touzi [9], the authors
consider continuous peacocks satisfying certain assumptions (Assumption 3.1 and As-
sumption 3.4). In [9, Proposition 3.2] under Assumption 3.1 they prove the existence
of a limit curtain process in the Skorokhod topology. This can be compared to our
Theorem A: Their convergence is for a stronger topology but the result requires stronger
assumptions as well.

The second main result is Theorem 3.7. It holds under Assumptions 3.1 and 3.4. and
states the uniqueness and a characterisation by a SDE of the limit curtain coupling.
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This limit is a local Lévy process. Our closer result is Theorem B. The peacocks that we
consider there do not satisfy Assumptions 3.1 and 3.4. Neither does our main peacock [u],
with g uniform on [—1/2exp(2t), 1/2 exp(2t)], satisfy Assumption 3.4 (iii) (but it satisfies
Assumption 3.1). Nevertheless, this peacock is not far from entering the setting of
[9] and its limit curtain process appears prototypical for the local Lévy processes of
Henry-Labordere, Tan and Touzi. From this perspective the class of peacocks considered
in [9] may appear more general than our uniform peacocks (peacocks with uniform laws).
Note finally that the methods used in the proofs are different.

Finally the third main result of [9] is in Section 3.3. It is related to a characterisation
of the limit curtain process as the optimiser of a continuous-time martingale transport
problem and of its dual problem. It completely departs from our Theorems C and D. In
particular, discrete peacocks are not addressed in [9].

Our paper is organised as follows. In Section 1 we introduce the necessary definitions
related to martingale transport and convex order, and make explicit the relation between
the peacock problem and optimal transport theory. The next sections are devoted to
proving the theorems of the introduction: Theorem A in Section 2, Theorem B in Section
3, Theorem C in Section 4 and Theorem D in Section 5 and 6. We conclude the paper
with two remarks and by suggesting some open questions (Section 7).

1 Reminders about the convex order and the curtain coupling

On R, let P be the space of probability measures and M the space of positive
measures with finite first moments. We denote by P; the space P N M of probability
measures with finite first moments. For every metric space (S5, p), we denote by P(S5),
M(S) and P;(S) the corresponding spaces. On P;(S) we denote by 7.,(S) the usual
weak topology of P(S) induced by the continuous bounded functions.

A measure 7 on R? with marginals i, v € M is called a transport plan from 1 to v or
a coupling of p and v. Let II(u, v) be the space of transport plans with marginals i and v.
For probability measures, the subspace I, (u, v) C IT(u, v) N M(IR?) is defined as follows

M (p,v) = {m =Law(X,Y) € O(u,v) : E(Y|X) =X},

where the constraint E(Y|X) = X means: E(Y|X = z) = z for y-almost every z € R. If
#(R) = v(R) = m, one defines this space by normalising

s (p,v) = {m € W(p,v) : m™'w € My (m ™ pym™'w)}.

Elements of 1, (u, v) are called martingale transport plans or martingale couplings. The
space U, ,cp, IIm(p, 1) is a closed set of P(R?).

For a separable metric space (5, p), the Prokhorov distance Proks metrises 7., (95).
For p,v € P(S), the distance Prokg(p, v) is defined as the infimum of those ¢ such that
the inequalities

w(A) <v(A®)+e and v(A) < p(A®)+e
hold for every Borel set A and A° = {y € S, p(y, A) < ¢}. According to Dudley-Strassen
theorem [7, Theorem 6.9], we have the equivalent definition.
Proks(u,v) = inf{e > 0: 3r € U(p,v), 7({(z,y) € S%, |y —x| <e}) > 1—¢}
=inf{e >0: I(Q,P), IX ~p p, IY ~p v, P(JY — X| <e) > 1—¢}.
We will use the Prokhorov distance for two types of spaces. First, the space (R/, ||.| ) in
relation with the finite dimensional convergence, in Theorem A. Second, the Skorokhod

space D|0, 1] of cadlag real paths defined on [0, 1] with the Skorokhod distance ; see for
instance [7, Chapter 3]) where it is defined.
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1.1 Definitions of the shadows and the curtain coupling

The aim of this subsection is to introduce the (left-)curtain coupling, which is the
essential feature of our approach to the peacock problem. Its definition is based on the
shadow projection that is defined in Definition 1.3 and for which we recall important
properties and examples.

Definition 1.1 (Usual, convex and extended convex order on M). Let u and v be mea-
sures in M. The measure v is greater than u in convex order if for any convex function

¢ :R — R we have
/sodué/sodu
We write u <¢ v.

The measures are in extended order and we denote it by u <g v if the previous
relation holds for every nonnegative convex function. If it holds for all nonnegative
functions the measures are said in usual order and we denote it by i < v. Finally if it
holds for every bounded increasing function the measures are said in stochastic order
and we denote it by p =<gst0 V.

Proposition 1.2. For u,v € M the relation i <¢ v holds if and only if 11 (i, v) is not
empty. Moreover, i1 <g v holds if and only if there exist n with u <¢ n andn < v.

Proof. The first assertion is a famous theorem of Strassen [26, Theorem 8] applied to
dimension one. The second is Proposition 4.4 in [5]. O

In [5, Lemma 4.6] the following important theorem-definition is proven.

Definition 1.3 (Definition of the shadow). If © <g v, there exists a unique measure 7
such that

c u=cm,
en<v,
« if 7 satisfies the two first conditions, i.e., p ¢ n’' < v, one hasn <¢c 7'.

This measure 7 is called the shadow of i in v and we denote it by S”(u).

The shadows are sometimes difficult to determine. An important fact is that they have
the smallest variance among the measures 7'. Indeed, n <¢ 7’ implies [ zdn = [ zdy’
and [z%dn < [22dy’ with equality if and only if n = 1’ or [z?dn = +oco. For every
@ € P we denote by G, the quantile function of ;. Recall that it is the unique left-
continuous increasing function from |0, 1 to R such that (G )4 Aj0,1] = p, where # is the
push-forward.

Example 1.4 (Shadow of an atom, Example 4.7 in [5]). Let 6 be an atom of mass « at a
point x. Assume that § < v. Then S¥(9) is the restriction of v between two quantiles,
more precisely it is ' = (G, )4\, s| Where s’ — s = o and the barycentre of v/ is .

The next lemma describes the tail of the shadows. We denote by spt the support of a

positive measure, i.e., the smallest closed set of full measure.

Lemma 1.5. Let u, v € M satisfy un <g v. Assume that x = sup[spt p] is finite and denote
sup[spt(S¥(p))] by y € RU {+oc}. Then

SY (1) ([, y[) = v(lz, y)-

Proof. The statement S”(u)([x,y[) = v([z,y[) is equivalent to the fact that S” ()]s oo
is the stochastically leftmost measure § among the measures of the same mass sat-
isfying 6 < 1/|[:,3’+00[ (see [14, Subsection 1.2]). This is a reformulation of Lemma 2.3
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in [14] because S”(u )|[$ +oo[ — (S (1) — .u“)+|[w,+oo[ + min(u(z), v(x))d, and V‘[;L',+OO[ =
(v = 1) 4|z, 400 + min(pu(z), v(2))ds m

The following result is one of the most important on the structure of shadows. It is
Theorem 4.8 of [5].

Proposition 1.6 (Structure of shadows). Let 1,72 and v be elements of M and assume
that u = 1 + 2 <g v. Then we have y5 =g v — S¥(71) and

S (M +72) = S (M) + 5775 0 (7).

Example 1.7 (Shadow of a finite sum of atoms). Let u be the measure ) .-, o;d,, and
v = GyMNo,m such that 4 <g v. We can apply Proposition 1.6 to this sum as well as
Example 1.4 on the shadow of one atom. We obtain recursively the following description.
There exists an increasing sequence of sets J; C ---.J,, C]0,m| satisfying that J; has
measure Zf Lo and Jy \ Jx_1 is a pseudo-interval of |0, m} \ Jx—1, thatis J \ Jx—1 =
]s,t] \ Jr—1 for some 0 < s,t < m. These sets satisfy S”(ZZ 1 @idg,) = Gu Ay, for every
k <n.

Conversely, any increasing sequence (.J;);=1,... , such that Ji\ Ji_1 is a pseudo-interval
of )0, m] \ Ji_1 is associated with a family of atoms («;d,, ); such that a; = A(J;) — A(Ji—1),
and point x; is the barycentre of Gy ;,\ j,_, where Gy, is the shadow of Zle a0, in
V.

With the shadow projections, we can introduce the left-curtain coupling. Notice that
for an atomic measures p it is directly related to Example 1.7 where (z;); has to be an
increasing sequence.

Definition 1.8 (Left-curtain coupling, Theorem 4.18 in [5]). Let u, v € M satisfy u <¢ v.
There exists a unique measure © € Il (p,v) such that for any © € R the measure
T—oo,2]xR has first marginal y)_ ) and second marginal S¥ (1 .)). We denote it by
m and call it left-curtain coupling or simply curtain coupling.

One of the main theorems of [5] is the equivalence of three properties of couplings:
left-curtain, left-monotone and optimal. Let us define left-monotone couplings.

Definition 1.9 (Left-monotone coupling). Let w be an element of I1;(u, v). The coupling
7 is left-monotone if there exists a Borel set I' with

e for every (z,y7), (z,y") and («',y') elements of I satisfying x < 2’ and y~ < y,
the real y' is not an element of Jy—,y*|.

We can now state the result.

Proposition 1.10 (Theorem 1.9 in [5]). Let © € Iy (p,v). Letc: (z,y) € R?2 — c(z) € R
be smooth and satisfy 8,0,0,c < 0. Assume moreover ¢ € L*(r). Then the properties are
equivalent.

e Left-curtain: the transport plan « is the left-curtain coupling,
e Left-monotone: the transport plan « is left-monotone,
e Optimal: for any 7 € Uy (p,v), if & # m, then [cdr < [ cd7.

Remark 1.11. -« The cost function ¢ : (z,y) — (1 — tanh(z))+/1 + y? satisfies the
assumptions 9,0,0,c < 0 and ¢ € L'() for every 7 € I/ (i, v). The cost functions
—zy? or (y — z)? satisfy 9,0,0,c < 0.
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* The original condition in [5] is actually ¢(z, y) = ¢(x)y¥(y) with 0,¢ < 0 and 0,0,9 >
0, or ¢(x,y) = f(y — ) with f®)(z) > 0. The condition 9,0,0,c < 0 appeared in
[10] adapting to the martingale setting the twist condition 9,0,c < 0, also called
Spence-Mirrlees condition in the economics and finance literature.

1.2 Pertinence of the curtain coupling and a possible martingale analogue of
the constrained Benamou-Brenier transport problem

The next paragraphs aim to introduce more background both on the martingale and
non-martingale (or classical) optimal transport theory. We motivate our intension to
develop the theory of the curtain coupling, notably in relation with peacocks, from the
fact that it is the natural counterpart of this rich and well-developed classical theory.
We believe that the curtain coupling could play the same central role in the martingale
setting as the quantile coupling does in the classical setting. We stress that the curtain
coupling is defined for all pairs 4 <¢ v and it can be conveniently worked with, which is
rare for martingale couplings.

The classical optimal transport problem is the minimisation problem 7 f cdm where
7 varies in II(u, v). For specific cost functions ¢ the minimiser is uniquely determined.
One of the most studied situation is that of a smooth ¢ : R? — R with 9,0,¢ < 0, e.g.
c(z,y) = (y — z)? or —ry. The two latter examples amount to the maximisation of
the covariance for joint laws of p and v. In general if 0,0,¢ < 0 the minimiser is the
celebrated quantile coupling, also known as covariant coupling (see, e.g., [25]). Still in
case 0,0yc < 0, if p is continuous (its atomic part is zero), the optimal transport plan
can be defined as follows by the increasing map 7' : z € R — G, o F,,(z) € R, where
we recall that G, is the quantile function of v and F|, is the cumulative distribution
function of p. Denoting by f ® g the function z — (f(z), g(z)), we have m = (Id ®T) .
In particular 7 is concentrated on the graph of 7'. In probabilistic terms, if X is a random
variable of law y, the optimal transport 7 is the deterministic coupling Law (X, T(X)).
In the martingale transport problem, in case 0,0,0,c < 0, when p is continuous, the
shape of the optimal coupling is very similar. In fact the curtain coupling can be written
a(z)(Id @T1)xp + b(x)(Id ®T5) 4 where a + b = 1 and = = a(x)Ti(z) + b(z)T2(x) with
Ty (z) < x < Ty(zx). Moreover, as a consequence of the left-monotonicity, (recall Definition
1.9) T, is increasing and for 2’ > z, T} (2’) must not be in the interval |7} (z), T2(x)[ ; see
[10, 5] for more explicit details. Compared with Proposition 1.10 and Remark 1.11, it
appears that the curtain coupling is the natural martingale transport counterpart to
the quantile coupling: A first observation is that these are optimal transport plans for
cost functions satisfying the same condition up to one derivative or having the same
expression up to one power degree ; a second observation is that these couplings are
characterised by combinatorial monotonicity conditions on the maps 73, 75 or T ; and
a third observation is that they can be defined using shadows for the first-order or
second-order stochastic dominance (=g, or =¢, respectively). In the last assumption
we mean that the quantile coupling can be defined specifying that the measure )_o
is transported on the lowest measure for <4, among the measures n that have mass
p(] — 00, x]) and satisfy n < v.

A very important tool in the optimal transport theory is the displacement interpolation
of two probability measures p = pg and v = p4, introduced by McCann in [23]. In the
case of the real line or of a Euclidean space it is simply the interpolation by the curve
(1t)tefo,1) defined by iy = Law((1—¢)X 4-tY") where 7 = Law(X,Y’) is an optimal transport
plan from p to v. In Euclidean spaces the process ¢ — (1 — ¢)X + tY is a minimiser of
a famous dynamical transport problem introduced by Benamou and Brenier [6]. This
dynamical problem makes sense on a wide class of geodesic metric spaces. In proba-
bilistic terms, the problem is to find a process (X;);c[o,1] wWith Law(Xo) = p, Law(X;) = v
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minimising a certain action, whichis A: X — I fol ‘%th dt in Euclidean spaces. For
a minimiser (X;);co,1], the curve (u):c[0,1] defined by p; = Law(X;) is a displacement
interpolation between p and v. In view of the success of the displacement interpolation,
it is natural to search for an appropriate martingale displacement interpolation. In [3],
the Skorokhod embedding problem has been approached via optimal transport methods
and the martingales obtained in this paper can be regarded as martingale displacement
interpolations.

From the perspective of optimal transport, the interpretation of the peacock problem
is slightly different. In our problem not only o and p; are fixed as in the Skorokhod
problem or the Benamou-Brenier dynamical problem but also all the intermediate
marginals. However, for a given curve (Vt)te[og]: the Benamou-Brenier minimisation
problem still makes sense under the additional constraint Law(X;) = v, for every t.
This has been studied by Ambrosio-Gigli-Savaré and Lisini [1, 19] in the setting of
metric spaces. These authors proved, among other results, that the minimal value
A(X) in this Benamou-Brenier problem under marginal constraints is the energy &,
of the curve (v)c[o,1, defined in a suitable sense by &(v) = fol |2 dt. It is shown
in [19, proof of Theorem 5] that the minimising process can be approximated using a
discretisation of time and the optimal transport plans between v, and v, ,, for ¢, = k/2"
and £ = 0,...,2" — 1. Therefore, both our goal to define a process with prescribed
marginals, and our method to consider optimal transport plans for the measures indexed
on a partition, are similar to those appearing in optimal transport theory. From this
perspective our construction of a martingale associated to a peacock can be regarded as
the martingale analogue of the classical optimal transport theory developed in [1, 19].
Note finally that in [9], the authors are able to define a relevant martingale counterpart
A* to the action A; (see [9, Equation (2.5)] where it presented as a maximisation problem)
and Remark 0.2 of the present paper. Nevertheless it is neither known which peacocks
and processes minimise A* for only ug, i1 fixed, nor what are the martingale transport
plans in Iy (o, 1) derived from it.

For the sake of completeness, we finally mention that a different optimal transport
problem with infinitely many marginals on R has been studied by Pass [24]. The min-
imiser that is the quantile process alias Kamae-Krengel process [15] is also a minimiser
of the Benamou-Brenier problem.

2 From curtain couplings to limit curtain processes

2.1 Setting

Recall that we only consider right-continuous peacocks indexed on a compact interval,
that most of the time will be [0, 1]. We remind the reader that (u)¢c[o,1) is a peacock
if for every s,t € [0,1], pt is in Py and ps =<¢ p:. We shall sometimes abbreviate
(tt)tepo,1) to [u]. Note that the set of discontinuity Dy,) = {t € [0,1], p- # pe} is
countable. Indeed if p;- # p, there exists a martingale coupling = € ITps (p;-, p¢) with
7({(z,y) € R?: x = y}) < 1. Therefore, if ¢ is the strictly convex function z + /1 + 22
we are not in the equality case of the conditional version of Jensen’s inequality and thus
Jedp,~ < [ pdu. Hence Dy, is the set of discontinuity points of ¢ — [ o(2) dp, () and
it is countable.

2.2 Limit curtain processes

Given any peacock [u], we describe a procedure to construct a process using a
discretisation. More precisely, for any interval partition o = {¢to,...,tx} of [0,1] with
0=ty <--- <ty =1, we denote by P*“ the law, on the Skorokhod space DI0, 1], of
a process (X#’U)te[o,u that we describe now: A random trajectory is (almost surely)

EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
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constant on every [ty, tx11] (OF [tg, tr+1] if K = N — 1), and for every k < N the joint law
(X£7, X{7)) is the left-curtain coupling between s, and fi, . In order, for P*7, to
be uniquely determined we moreover need to specify that X*? is a Markov process.
Notice that, as the process is most of time constant, it can be seen as an inhomogeneous
Markov chain with transitions at deterministic times (¢)x=o,....n. Note moreover that
(X{"")te[0,1] is a martingale in the canonical filtration (F;).c[0,1, where F, is generated
by the random variables (X/7),<s. Indeed, for s < ¢, E(X}"?|X#7) = X/ because the
transitions are martingale transport plans and E(X}"7|F,) = E(X}/"?|X/?) because the
process is Markovian.

We are ready for the definition of limit curtain coupling.

Definition 2.1. Let [u] = (p)tcjo,1) be a right-continuous peacock. The probability
measure P on D[0,1] is called a limit curtain process of [u] if there exists a sequence of

(p)
” tends

partitions (0P)),cy with mesh |o0(P)| going to 0 as p tends to +oco, such that P**
to P in the weak convergence sense.

Moreover we denote by LimCurt([u]) the set of limit curtain couplings of [u].

The definitions readily generalise to right-continuous peacocks defined on other

segments than [0, 1].

Actually any element P € LimCurt([u]) is relevant for the peacock problem because
any process (X;):c[o,1) of law P— (i) satisfies Law(X;) = p, for every ¢, (ii) is a martingale
(see Proposition 2.6 for the proof of these two points). One of our goals is to provide
sufficient conditions on [u] to ensure that LimCurt([y]) is not empty, or, even better,
reduced to a single element. The other goal is to examine whether there are Markovian
or non-Markovian processes among the limit processes.

2.3 Transformations

Given the peacock [u], a sequence (o(P)),, and ¢ the transformation ¢ : z — az+b (with
a > 0), if (P’“’(m)p converges as p goes to infinity, the same holds for the peacock [¢4 1]
and (P‘i’#“’”(m)p. The corresponding limit processes can be jointly written (X;):cjo.1]
and (aX; + b)iefo,1)- That this relation holds, is due to the fact that affine maps like ¢
transform monotone couplings - recall Definition 1.9 - into monotone couplings.

Let us now consider another natural transformation ¢ — y, ;) where 7 is a continuous
increasing function from [0, 1] to [0, 7(1)]. Using the uniform continuity of 7 we see that
LimCurt([u,]) is exactly the set of laws of processes (X, () )¢cjo,1] Where (X;).epo,-(1)] is
any process of law P € LimCurt([x]).

2.4 Finite dimensional topology
In a similar way as we did for LimCurt([u]) we introduce LimCurtFD([u]).

Definition 2.2. Let [u] = (p)tcjo,1) be a right-continuous peacock. The probability
measure P on RI*Y, with its cylindrical o-field, is called a limit curtain process for
the finite dimensional topology of [u] if there exists a sequence of partitions (¢(P)) e
with mesh |cr(p)| going to 0 as p tends to +oo, such that Pro” tends to P in the weak
convergence sense.

Moreover we denote by LimCurtFD([u]) the set of limit curtain couplings of [u].

We continue to denote by (X;):c[0,1] @ process of law P as in Subsection 2.2. Note
that the probability measure is now a measure on in R[*'!), instead of D[0, 1]. We have

“70(1’)

P € LimCurtFD([u]) if and only if there exist a sequence of processes ((X} )tefo,1])p Of

law (P™°"), such that for all k € N and u; < --- < uy, Law(X#" .. X1o") weakly
converges to Law(X,,,..., Xy, ) as p tends to infinity.

EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
Page 9/29


http://dx.doi.org/10.1214/18-EJP138
http://www.imstat.org/ejp/

Martingales associated to peacocks using the curtain coupling

The following example shows that a limit curtain process for the finite dimensional
topology may not satisfy the condition Law(X;) = u;. It may also be a measure on R[0:1]
that is not obtained from a measure on D[0, 1].

Example 2.3. We consider () = {k/2P, k = 0,...,2"} for every p € N and

_ do ift<1/3,
=Y 6o+ 6)/2 it >1/3.

The sequence (P“*"(m)pe]N converges to some P € LimCurtFD([u]). If (X¢):e0,1] has law
P it satisfies Law(X3) = do # 11/3. Moreover, it impossible to modify (X;):c[0,1) to make
it a cadlag process.

Nevertheless, an element of LimCurtFD([u]) is always a martingale as can be seen by
adapting the proof of Lemma 3.4 in [12] by Hirsch and Roynette. In the next proposition,
we adapt another proof by the same authors [12, Theorem 3.2] that relies on compactness,
Cantor’s diagonal argument, and the classical regularisation of martingales. Note that,
in order to prevent from non relevant limits as the one in Example 2.3, the sequence of
partitions chosen in Proposition 2.4 includes the times of discontinuity of the peacock.
As we will see in Proposition 2.6, such a behaviour can not occur for the Skorokhod
topology.

Proposition 2.4. Let [u] = (ut):e[0,1] be a right-continuous peacock. The set LimCurtFD([u])
is not empty and contains at least one relevant process.

More precisely, for any nested sequence of partitions (¢(P)),cn such that U,o?) is
dense and contains the points of discontinuity of t — p;, there exists a subsequence of
(P“’“(p) )pen converging to a limit P € LimCurtFD([u]). Moreover, there exists a process
(Xt)teo,1) associated with P that is a (maybe non-Markovian) cadlag martingale with
1-dimensional marginals yu; at any time t € [0, 1].

Sketch of proof of Proposition 2.4. We mostly follow the proof of [12, Theorem 3.2] and
will cite the numbering of this article. The only important difference concerns the parti-
tion sequence (o(p))p that may not be dyadic and must include the times of discontinuity.
This is an essential feature with regard to the finite dimensional convergence that is
proved after Lemma 2.5, but it is not for Theorem 3.2 in [12] that is a pure existence
theorem. At step (2) we adapt the proof as follows: We take X/ = X ft’fp instead

of 0 where [t|? is the greatest element of ¢(P) that is smaller than ¢. Moreover, we
choose left-curtain couplings as Markov transitions instead of an arbitrary martingale
provided by Strassen’s Theorem. Observe that after step (2) we are really considering
piv .= pio™ and an associated process X*P, as described in Subsection 2.2. We can
follow the steps of Hirsch an Roynette until the end. We obtain a measure P on DJ0, 1] as
the limit of a subsequence (P*#(), of (P*?), in a peculiar sense: When finitely many
times of Upa(”) are selected the joint projection of P*#(?) on these marginals converge
to the corresponding projection for P. Hence, there exists a cadlag martingale (X¢):c[o,1]
that has the correct marginal law of P when projected on countably many copies of R
with indices in Upcr(p). The fact that such a process exists is granted by the classical
theory of continuous martingales (see step (5)). Moreover, using the continuity at times
t¢ Upo(p) the 1-marginals are p; on this set also.

The only element that must be added to Hirsch and Roynette’s proof is the finite
dimensional convergence for finitely many times not all in Upa(p). For this purpose we
need a lemma.

Lemma 2.5. Let (Vt)te[o,l] be a peacock, continuous at time r. Then for every ¢ > 0,
there exists « such if max(|s — r|,|t — r|) < «, the sets I (vs,v;) and Iy (v, vs) are

EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
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contained in the ball of centre (Id ®1d)xv, and radius ¢ (for any distance metrising
D = {m € P(R?): (proj;)um Zc v1,i=1,2}).

Proof. The result is due to the fact that Iy (v, v) = {Id®1d)xv,}. Let (m,), be a
sequence of martingale transport plans with both marginals converging to v,.. The set D
is tight because for every m € D

//|x+|y|>n1d7r 2,9) / m*'y‘ ) < (/ | din (2 /\y|d1/1 >

Thus Prokhorov theorem shows that every subsequence of (7,), has a converging
subsequence in the closed set II;;. The limits must be in Iy (v, ), so that (m,),
converges to (Id ® Id)4v,. The lemma follows from this remark. O

Take ry,...,r; real times and for every ¢ € N, q,.. .,q;- elements of Upa(”) such
that for every k < j, (qi)l is a decreasing sequence converging to rp. We specify
moreover that ¢; has to be 7y, if r, € U,0(P). Moreover, times 7, ¢ U,o?) are con-
tinuity points of the peacock so that in both cases we have lim;_, fgi = Hry- The
X”;@(p), -

g1

sequence u;, = Law( .,X(’;,-_’“"(p)) depends on i and on p. If i tends to infinity
J

for a fixed p, because paths of D[0,1] are right-continuous, the sequence u,, con-

verges to Law(Xi‘l’“"(p)7 . 7X,‘fj’“"(p)). If p tends to infinity, for a fixed i, it converges to
Law(qu,...,Xq;_) where (X¢);c[0,1] has law P. Moreover, Law(Xqi,...,Xqu_) tends to
Law(X,,,...,X,;) when i goes to infinity. We need to state the commutativity of limits
limy, (lim; w; ) = lim;(lim, u; »). Lemma 2.5 will provide the required uniformity. For
this lemma we choose the Prokhorov distance on the space of probability measures
on (R7,||.||o) and denote it by Prok. Take £ > 0. We claim that for p sufficiently large

(greater than some p.) the inequality
Prok(Law(X/#®), . X/ew)) Law(X1#W | x1#P)) < 4e
J 1 i

holds as soon as ¢ is large enough (greater than some 7 that does not depend on p).
Indeed, for every k = 1,...,j, Law(X/"¢®, X“-’”(p)) is an element of 1/ (us, p1:) where s

and t have distance to r; smaller than max(|a“" )|, |gk, — rx|). With the same notation «
as in Lemma 2.5 we choose p, j sufficiently large so that lo?®)| < aif p > De k- If now
we also have |¢i — r| < a, the Prokhorov distance, associated with the norm ||.||o, of R?,

Xf,fo(p)7 X;»«P(p))

between Law( and (Id ® Id) 4., is smaller than . Hence considering a

coupling as ensured by the Strassen-Dudley theorem one can couple these measures
in a close way. Therefore if (2, P) is the probability space on which X*#() is defined,

P(|x1e®) X“ #()| < 2¢) > 1 — ¢, which means that for p > p. := max;, p.x the event
{ max | X5 o’ X(’;; ()| < 2¢} holds with probability greater that 1 — je. For such a
k

1<k<
value of p, as i is sufficiently large, it holds

Prok(Law(X/2#W, . X#¢0) Law(X,,, ..., X))
< Prok(Law(X/#® . X/e®)) Law(X*#P) . x*#@))
T1 T4 ql qj
+ Prok(Law(Xg‘P(”), . ,Xg*”(p)), Law(Xyq, ., Xg1)

+ Prok(Law(Xy:, ..., X0 ), Law (X .0, X5 ).

<jet+e+e
This proves the finite dimensional convergence. O
EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
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With similar arguments as those in Proposition 2.4 we prove now that all elements of
LimCurt([p]) are relevant.

Proposition 2.6. Let [1] be a peacock and (¢(P),cy a sequence of partitions such that
(P“’"(p))pe]N converge to some P in the Skorokhod topology. Then any process (Xt):e[o,1]
of law P satisfies Law(X,) = p, for every ¢ € [0,1] and is a martingale.

Proof. With the convergence in the Skorokhod space, the finite dimensional convergence
is also true for finitely many times selected in a set E = [0,1] \ D where D is countable
(and 1 € FE). Without loss of generality, we can assume that the paths of (Xt)te[o,l] are
right-continuous and (p)¢co,1) is right-continuous. It follows that Law(X;) = p; is also
satisfied for ¢t € D. Moreover (X;):cr is a martingale on E (see for instance [12, Lemma
3.4]). Finally, (X;)¢c[o,1) is the regularised martingale obtained at any point as limit on
the right in the sense of the classical theory of continuous martingales (same argument
as step (5) in [12, proof of Theorem 3.2]). O

Finally, notice that Example 2.3 illustrates the fact that a sequence P*P may converge
to two noncompatible limits for the Skorokhod and the finite dimensional topology.

In the following sections we examine LimCurt([u]) for some particular classes of
peacocks [p].

3 Uniform measures on intervals

In this section we consider a prototypical peacock [u]: for every ¢ € [0, 1], the law of
1+ is a simple continuous measure, namely the uniform measure on an interval.

/7

Figure 1: Composition of curtain couplings for uniform measures.

The left-curtain coupling m. between two uniform measures, ¢ and v, can easily be
deduced from Definition 1.8. As explained in Subsection 2.3, the resulting coupling is
invariant under translation and scaling, so that it is enough to look at u = A ;) and
v = 1+12a)\[ a,1+q) for some a > 0. Note now that, for every x € [0,1], the shadow of
f]]—o0,z) in v has the same mass and barycentre, respectively = and z/2, as jfj_o ). It is
readily proved that this shadow is the uniform measure ; +2a/\[,a1’(1+a)x] Therefore, the
left-curtain coupling from p to v can be described with two linear maps The submeasure
%A[o 1) < p is mapped linearly on [0, 1 + a] and the remainder 1+2 Alo,1) linearly on
[0, —a]. The coupling can also be described with random variables. Let X be uniform
on [0,1] and Z be an independent Bernoulli variable Z ~ B(a/(1 + 2a)). Then define
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Y=01+4a)XifZ=0andY = —aX if Z = 1. This gives m, = Law(X,Y). In Figure 1,
on the left we illustrate the curtain coupling 7. between two uniform measures. On the
picture, an arrow from z to y corresponds to some ordered pair (z,y) in the support of
7. Roughly speaking the transport route is open for transporting mass from z to y. On
the right of the figure we consider five uniform measures in convex order and draw the
same arrows representing the four curtain couplings between them.

The next result is the main part of Theorem B. The remaining part is based on
Subsection 2.3 and proved at the end of the present section.

Proposition 3.1. For everyt € [0, 1], let ; be uniform on [—exp(2t)/2,exp(2¢t)/2]. Then
there is a unique limit curtain process to the peacock [u] = (j)c(0,1) and it can be
described as follows: Choose an initial point X, uniformly on [-1/2,1/2] and inde-
pendently a one-dimensional Poisson point process of intensity 1 with jump times
0=Ty<T) <...<Ty < 1 where N ~ P(1). The random path is defined as fol-
lows.

exp(2t)/2 — (1/2 — Xo) exp(t) ift € [0,T1],
X(t) = § exp(2t)/2 — exp(t + T;) ift € [T;, Ty,
exp(2t)/2 — exp(t + T) ift € [Tn,1].

In simple words, at successive random times 7', the process jumps down and starts
new pieces of increasing curves from position — exp(27)/2.

Let us briefly give an idea on how the Poisson point process can appear. The
curtain coupling of u; and pusyp is directed by the quotient of their support lengths.
This is exp(2h), which is independent of ¢t. Therefore, the probability to jump down
is 271(1 — exp(—2h)), which is equivalent to h as h tends to 0. Recall that it is also
independent of the position in the support of u;. In the limit, the probability to jump
down during the period [¢,¢ + h] is still independent of the position and from ¢. The
transition kernel between p; and p4p is, up to a scaling factor, the same for h > 0 fixed,
and every t € [0,1 — h].

Our proof of Proposition 3.1 relies on the Euler approximation method and the
approximation of the classical Poisson point process by Bernoulli processes.

3.1 Euler approximation method

We consider a continuous transition function 7 : (s,t,z) € [0,1] x [0,1] x R —» R
defined for s < ¢t such that the limit

V(t,z) = lim T(t,t+h h

(t,2) = lim T(t,t+h z)/

exists. We denote by R7 the rest of the Taylor expansion
Rr(s,t,x) =T(s,t,z) — (t — s)V (s, x).

In the next proposition we will compare, given any partition o : 0 =1t <t; < --- <ty <
1 = ¢n41 and two initial points x¢ and Z, the solution z(¢) of the ODE

z(0) =z(tg) ==
(0) = a(t0) = 7 a1
&(t) = V(t z(t))
to the Euler scheme starting in Z:
To = Xo
Tpyp1 = T + T (e, th1, Th)-
EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
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The comparison between Z, and z(t;) can be done at discrete times ¢; but also
at continuous times by associating with (7) k=o,... T the cadlag function z defined by
Z(t) = Ty, on [tg, txr1[ . The proof follows the classical line for the convergence of the
Euler scheme in numerical analysis.

Proposition 3.2. Let T, V and R be the functions introduced above and assume that
V' is continuous, bounded, and that there exists L. > 0 such that

Let Ry be the local truncature error in the approximation of the flow at first order.
We assume the uniform estimates |Rr(t,t + h,z)| := |V (x,t + h) — V(x,t)] < Mh?/2 and
|Ry (t,t + h,x)| < Mh?/2 for some M > 0.

Then there is a function F : (R*)?> — R* increasing in both arguments and with
F(0,0) = 0 such that

e — 2]loe < Fllwo — Zol, |o]).

Note that the hypotheses on V ensure that (3.1) is in the scope of Picard-Lindelof
Theorem.

Proof. We consider the one-step operation starting from z; and x; on the interval
[ths Lot [:
Tpy1 = Tg + (ter — te)V(t, Tr) + R (L, ther, Tr)

and

tht1
x(tk+1) = l‘(tk) +/ V(S, ;c(s))ds =T + (tk+1 — tk)V(ﬁk,l‘k) + Rv(tk,tk_._l,(ﬂk);

tr

We take the difference and obtain

|ZTrer1 — 2(trg1)] < [Tk — 2(te)| + (terr — te) |V (tr, Tr) — V(Ek, 21)| + |Ry | + |R7|
<NZp — 2(te)|(1 4 L(tpgr — tr)) + Mty — tr)>

Using the fact that [];_, (1 + hx) < exp(hy + - -+ + h,,) for positive real numbers hy. It
follows forn < N

|Zn — 2| < |Zo — w0 exp(Litn) + > Mty — tr_1)” exp(L(ty — tx))
k=1

< |Zg — xo|lexp(L.t,) + M|o| exp(L.ty) < (|Zg — xo| + M|o]|) exp(L.ty,).
Thus ||Z — z||e < (|Zo — zo| + M|c|) exp(L.ty) + ||V]|co-l0] O

3.2 Poisson point process

We state the following result without proof. It states that it is possible to couple
a Bernoulli process and a Poisson process. We invite the reader to consult [2] on the
Poisson approximation.
Lemma 3.3. Let (¢(P)),c be a sequence of interval partitions with the mesh |cP)| going
to 0 as p tends to +oco. Then there exists a probability space on which one can define
an increasing sequence of random variables (T;);cn+ and for every p € IN, an increasing

sequence (T\"));cn-, such that

e {T; : T; < 1} realises a Poisson point process of intensity 1 on [0, 1], say To = 0, the
(T; — T;—1):en+ are independent and have exponential distribution of parameter 1.
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e For every p > 0, {Ti(p) : Ti(p) < 1} is a Bernoulli point process on ¢®) with the
following meaning: Every Ti(p) takes values in o?) U {+o0} where the elements of
o® are 0 =ty < --- < tg, = 1. The random times T\”) < T{") < ... are ordered

and the events (Ey)>1 defined by Ey, = {t;, € {Ti(p) : 4> 1}} are independent and
have probability 271 (1 — exp(2(tr_1 — t&))).

e Foreverye >0, if N = #{T; : T; < 1} and N® = #{T?) . T < 1} we have

P ({N =N®}yand{i<N=|T'" —T)| < s}) oo L.

The next lemma concerns the trajectories of the limit process suggested in Proposition
3.1. These are for s € [0, 1],

1
gs 1t €[s, 1] — 3 exp(2t) —exp(s +1) € R.
Lemma 3.4. Let s, t, s, t' be elements of [0, 1), with s < t and s’ < t'. Then it holds

mase g5+ ult = 5)) = g 5"+ u(t' = )| < 108" = s/ + ¢~ 1))

u€e(0,1

Proof. For every u € [0, 1] we consider the partial derivatives of (s, ) — gs(s + u(t — s)).
The norm of these derivatives is bounded by e? so that the mean inequality permits us to
conclude. O

Proof of Proposition 3.1. We prove that for a sequence (¢(?)),, the sequence P*P :=
pra” converges in the Skorokhod topology to the law P of the process described in the
statement of the proposition. Our strategy is to use the Prokhorov distance associated
with the Skorokhod distance. In different words, for every ¢ > 0, we want to couple P
and P*? in D[0,1] x D[0,1] using a coupling © such that with probability greater that
1 — ¢ the (Skorokhod) distance between the two marginal associated cadlag processes
(Xt)ieqo,1) and (X{*);ej0,1) is smaller than e.

It is also correct to perform the coupling in another probability space and this is what
we will do with the probability space of Lemma 3.3 together with a uniform random value
Xo ~U([—1/2,1/2]) independent of this space. We construct the process X as explained
in the statement of the proposition. A random path starts from X at time 0 and jumps
down at times 77, ...,Tx. The piece of trajectory after the i-th jump is defined by g7, .

Before we describe the piecewise constant process X#?, let us introduce an interme-

diate process Y?. A random path starts at point Xy and jumps at each time tff’ ) if and

only if the interval [t](ff 1 t;f’ )[ contains some 7;. After a jump the trajectory is g, .

The process X*P does not directly follow the trajectories g5 but it is a discretisation
of those trajectories in the sense of Proposition 3.2. A random path starts from Xj. It is

constant on each interval [t\"),, #P)[. At time "’ it jumps down into (9,0 ), 9, ("))
k—1 k

with probability 2-1(1 — exp(2(t”, — t)))), which is small. In the other case it does a
small jump upwards from z = X t‘é;’)’ to

k—1
1+ exp(26t,(€p))

TP ) 2) = (@ + 27 exp(2t)) 5

—27! exp(?té@l)
where 5t§f ) = t,(f ) _ t](ff - The vector field V' corresponding to this transition 7" with
respect to the definitions of Subsection 3.1 is V(t,z2) = x + 2 ' exp(2t). Note that V
is 1-Lipschitz in z and continuous in . The solutions of the ODE (3.1) are of the form
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exp(2t)/2—C exp(t) where C is a constant. For C' = exp(s) we recover g,. The trajectories
of the flow starting from [—1/2,1/2] at time 0 or from —2~! exp(2s) for some s € [0, 1] at
time s are bounded and V is also bounded if (¢, z) is in a bounded set.

We can now conclude, explaining that with high probability the trajectories of X
are close to those of Y? and that the trajectories of Y? are close to those of X*P. Of
course, this holds if p is large enough. For the first estimate we consider the event
{(N=NP}n{i<N= \Ti(p) —T;| < ¢} and define A : [0,1] — [0,1] as the piecewise
linear and continuous change of time that fixes {0, 1} and maps each T} for ¢ < N on Ti(p ),
With this A used in the definition of the Skorokhod distance and Lemma 3.4, we see that
the Prokhorov distance between Law(X) and Law(Y?) is smaller than 10e. As ¢ can be
chosen arbitrary, this first distance tends to 0 as p tends to infinity.

The distance between Law(Y?) and Law(X#*?) also tends to zero: Proposition 3.2
allows us to compare on each [tff_)l, tff’ ) [, without time wiggling, the piecewise constant
trajectories of X*? to the continuous pieces 9@ of YP. The beginning of the first

t](cp)

trajectories lies in [, (tx-1), gt (¢}, )] and beginning of the other ones at g, (t;cp)), so
k—1 k

that the distance between these points tends to zero together with |o(P)|. Moreover, the
precise expression of I’ given in the proof of Proposition 3.2 allows us to bound uniformly
from above the supremum norms over all pieces of Y?. O

We conclude the section with the proof of Theorem B.

Proof of Theorem B. In Proposition 3.1 we have proved the result in the case u; = 14
where v, is the uniform measure on [—g(t), g(t)] with g : ¢ € [0,1] —  exp(2t). Of course,
the result also holds if we extend (or restrict) the same peacock to [0, 7] for some T > 0.
We explain now how Subsection 2.3 can be used to deduce the general case. Let f
be some positive increasing and continuous function and for every ¢ € [0, 1] let u; be
the uniform measure on [—f(¢), f(¢)]. If f is constant the result is trivial. Therefore we
assume f(1) > f(0). Let ¢ :  — ax be the linear function with ag(0) = f(0) and T > 0
such that ag(T") = f(1). Therefore ¢yvyr = p fort € {0,1}. Let 7: [0,1] — [0, T] be the
function such that ¢uv, ) = p. Infact 7(t) = g7 (f(t)/a) = 3 log(2a~" f(t)). The function
7 is increasing and continuous. Hence according to Subsection 2.3 the process (X);co,1]
is a limit curtain process whose law is in LimCurt([u;]) if and only if (a.X;()):e[0,1] has
law P for some P € LimCurt([r4]). Hence the law of the limit curtain process is uniquely
determined. The trajectories of the process are piecewise deterministic and obtained by
transforming the trajectories in Proposition 3.1. The expectation of the number of jumps
on [tg,t1] is

r(tr) = rlto) = 5 log(2a™ f(11)) — 5 log(2a™ (1))

1 f(t)) 1 1
3108 (1611 ) = 10w f00) — 5 os(/ (1) 0

4 Finitely supported measures
Let V be the set of vectors

(X;A) = (21,...,20,01,...0,) € R*™

such that }_a;z; = 0 and > a; = 1. Every vector of V can be associated with a signed
measure » . ; a;0,,. Let (z1,...,Zy,a1,...,a,) and (Y;B) = (y1,...,Yn, b1,...b,) be two
elements of V. As a function of (X; A) and (Y; B) let us now denote by I' C M,,«,(R) the
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subspace of matrices satisfying

M1=A,
1TMm = BT, (4.1)
MY = Diag(a)X,

where 1 stays for the vector (1,...,1)T, Diag(a) is the diagonal matrix with entries
ai,...,a, and A, B, Y and X are columns.

Lemma 4.1. With the notation above, assume that the entries of X are all different
and that the same holds for Y. Then the affine space I' C M, «,(R) has dimension
(n —1)(n — 2), and, in a neighborhood of ((X; A), (Y; B)), the map

f((X5A), (Y B) eV T(X,AY' B') C Mpyn(R)

is analytic, as a map to the affine Grassmannian of affine spaces of dimension (n—1)(n—2)
included in R"™ " = M, xn(R) .

Proof. We can prove that the application that maps M € I'" to the submatrix consisting
of the n — 1 upper rows and the n — 2 left-more columns is an affine bijection with
M (n—1)x(n—2)- Indeed, there always exists a way to complete such a matrix to an element
of I and this way is unique. We first consider the n — 1 upper rows together with the first
and third constraint of (4.1). On each line we obtain a 2 x 2 linear system to solve and
the solution is unique because of | 1 m;: | # 0. We complete the n-th row in the unique
possible way according to the second constraint and we have still two relations on the
lower row that need to be checked. These relations rely on the definition of V. First, we
already have » > m;; = > b; = 1=} a; and ), m;; = a; for every i <n — 1. It follows
Zj Mp; = ap. Second, we have Zj m4;Y; = a;x; for every ¢ < n — 1 and we want to prove
it for ¢ = n. This follows by subtracting these n — 1 relations to ) b;y; = > a;z;. O

In this section we are interested in defining a limit curtain coupling for peacocks
(11t)tefo,1) of type

My = Z Q; (t)(szl(t)

where (z1,...,2Zp,a1,...,a,)(t) €V are real analytic functions of time and furthermore
satisfy a1 (t),...,a,(t) > 0 and z1(t) < ... < z,(t) for every t € [0,1]. We will denote
(T1,.y TnyQ1,...,an)(t) by (X¢; Ay) and T'( X, Ag, X¢, Ar) by I's;. The fact that the mea-
sures of [u] are in the convex order implies that for s < ¢ the subspace I's; associated with
(Xs; As) and (X;; A;) contains at least one matrix with nonnegative entries. The linear
equalities defining I';; are indeed equivalent to those of Iy (us, 1). More precisely the
affine map

Z mija(wi(s),azj(t)) € Mar(ps, i) — (mij)lgi,jgn cly
1<i,j<n

is onto and has image I'y; N (R1)"*", the subset of nonnegative matrices of I's;. Hence
we can identify T's; N (R™)™*™ with [T, (us, p1¢). For all s, ¢ we denote by M (s, t) the matrix
associated with the left-curtain coupling of s and u;. It is extremely useful to write
M(s,t) in the form of the stochastic matrix M (s, t) defined as follows

Z Mg (8,8)0(x;(s),2, (1)) = M(s,1)

1<ij<n

— M (s,t) := Diag(a) ™! (s)M(s,1t).
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The sum of the entries on the i-th row is no longer a;(s) but 1. Moreover, AT = ATM(s,t).
Each row i =1,...,n is a state of a Markov chain and at every time the vector A4, is a
probability measure on these states. However the family (]\2/ (s,t))s,: is not compatible.

According to Proposition 1.10 left-curtain couplings are exactly left-monotone cou-
plings, which means that M (s,t) € I'y; is the unique matrix in (R*)"*" that satisfies

Vi<i, Vi <j <t My - X My j+ X my jr = 0.
This is a closed condition, that is, stochastic matrices are in a bounded set. From this,
we recover the main result of [14] in the specific case of finitely supported measure: The
function (s,t) — M(s,t) defined on {(s,t) € [0,1]2, s < t} is continuous.

According again to Proposition 1.10, left-curtain coupling are the unique optimal
solutions of a linear minimisation problem. Therefore, M(s,t) is an extreme point of
s (ps, p1t) = T N (RT)™*™, Hence M(s,t) satisfies at least (n — 1)(n — 2) relations of
type m; ; = 0 that are independent of the ones defining I'y;.

Given an interval partition o®) = {tq,...,to,} of [0,1] with 0 =ty < --- < tg, =1 of
the interval [0, 1], we introduce the coherent family (R (s,))o<s<t<1 in the following
way. If s € [t;,t;+1] and ¢t € [t;,¢;41] the transition matrix between those times is
R®)(s,t) = M(t;,tiz1)--- M(tj_1,t;). It sends the distribution of mass A, to Ay, We will
prove in Proposition 4.4 that R() (s, t) converges to a certain R,; when |o(?)| goes to zero.
This will in particular prove that R,; is a stochastic matrix that sends the distribution A,
to At.

Lemma 4.2 and Lemma 4.3 apply to the analytic peacocks introduced above.

Lemma 4.2. There exists a constant C' depending on [u] such that for all €=, €T and any
finite increasing sequence (0;)5_ in [£7,£ ), one has

HM(eo,el) M(Og—1,05) —1d,|| < CeF —€)

Proof. Let us first prove the lemma in the case where the finite sequence 6,, is just
0y = £ and 0; = ¢. The product of transition matrices is M(ﬁ‘,f*) that we sim-
ply note M. Therefore due to the shape of the left-curtain couplings we can claim
Mij = 0forj > i+ 1if h := ((7 — £7) is sufficiently small. Indeed, the shadow of
> 11 @(£7)0,,(¢-) must be close to Y, a;(§1)d,, ¢+) when h is small. More precisely
considering the centres of mass of these measures, only a mass of O(h) is sent to the
atoms a;1(67)0,,,, (¢+)s - - -+ an(E1)0y, (¢+) and this bound O(h) can be chosen uniformly
in £7. Because of Lemma 1.5 if h is sufficiently small this part of the shadow can only
be in z;,1. Hence the claim on Mij holds. With similar arguments and using what has
already been proved it follows that the entry ]\7[,;j is also O(h), uniformly in £~ for every
j < i. Indeed, the measure q;0,, is transported to a measure of barycentre a;(¢~), only
O(h) is transported to a;+; and no mass goes on upper atoms. Therefore we have proved
that for any given peacock, there exists some constant ¢ > 0 such that

|36, €)1 || < et —€).

In the general case where (6i), is not reduced to two times, using the submulti-
plicativity of the operator norm, the estimate 1 + z < exp(z), and a telescopic sum we
obtain

n—1
(M (00, 61) - M (O —1,05) =Ty -1 || <D e(Bh1 — 1) exp(c(0x — 0))
k=0
<cef(¢t —¢7). O
EJP 23 (2018), paper 8. http://www.imstat.org/ejp/
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In Theorem 4.4 the limit curtain process is described by a family of transition matrices
(Rst)s<: defined by ordinary differential equations in the space of stochastic matrices.
However, in Lemma 4.3 we first study the left-curtain matrices M; in place of directly
the transition matrices Mst.

Lemma 4.3. There exists a countable and closed set E C [0,1] with finitely many
accumulation points, and a map N : [0,1] \ E — N(t) = (n;(t)):; to the square matrices
of order n such that the following statements are satisfied

« For every adjacent isolated points 0, §' € F, and S a segment in |0, 0’| there exists
C > 0 with the uniform estimate

|M(t,t + h) — Diag(a)(t) — hN(t)|| < Ch? (4.2)
fort € Sandh >0,
e the map ¢ — N(t) is bounded,

e on|0,1]\E, the map N is analytic, that is, it is analytic on each connected component
of [0,1] \ E,

e the sum of the entries of each row of N is identically zero,

e for each 5 < n, the sum of the entries of the j-th column is daj/dt,

e ifj >i+1, thenn;; =0,

e atevery timet ¢ E, at least (n — 1)(n — 2) entries of N(t) are zero,

e the entries on the diagonal are nonnegative and the other ones are nonpositive.

Proof. We introduce an index k& > 1 such that every k£ < ((nil’;(znd)) is associated with
a subset I, of (n — 1)(n — 2) entries of the matrices of M, x,(R). Moreover, for all
s,t € [0,1]? we only consider the subsets I such that the vectorial space A, of matrices
with the entries zero on [} is in direct sum with the vectorial part of I'y;. The spaces I'y;
are parallel for different values of s so that we can denote the set of theses indices by
Z(t). The question whether I'y; is in direct sum with Ay at time ¢ is just depending on
vector X; as can be seen in (4.1). The index k will be an element of Z(¢) if and only if
a certain determinant does not vanish at time ¢. But it is an analytic function. Hence
either k is not an element of Z(¢) for every ¢ or it is, except finitely many times on [0, 1].

For k € Z(t) we can now introduce the analytic map (s, t) — My(s,t) where {My(s,t)} =
I's: N Ay is the single point at the intersection.

Let ]¢7,£T[ be an interval such that Z(¢) is the same for every ¢. The set E of the
statement is composed of the ends of these intervals, generically called £ henceforth,
and of points 6 defined below, which will be finitely many on each compact subinterval
S CJ¢~,£T|. Due to the analyticity there are finitely many points £ in [0,1]. On |7, &7,
we simply denote Z(t) by Z. Take ty €]¢~,£1[. For every (s,t) in a neighbourhood of
(to, to), the matrix M (s, t) is an extreme point of I'y;; N (R*)"*". It equals at least one
My(s,t) for k € Z. Recall that M is defined for s < ¢t whereas the matrices M}, are defined
on |¢7, £ [2. Observe also that M (t,t) = Diag(a)(t). The maps (s,t) — My(s,t) — M;(s,t)
are analytic and the locus in R? where they vanish is accordingly well-known (see for
instance [18, Chapter 6]): In the neighbourhood of a zero there are finitely many curves
going out. Each curve may be a half-line or has finitely many intersections with half-lines.
Hence we deduce that there exists a neighbourhood of ¢y such that for every s in this
neighbourhood, there exist k(s) and £(s) > 0 with M (s, s 4+ h) = My (s, s + h) for every
h € [0,&(s)]. Moreover, the neighbourhood can be restricted, so that & is constant both
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for s < ty and for s > t;. Finally, the function € can be chosen to be continuous. Using the
compactness of the segments S C|¢~, £ [ we see that there exists at most finitely many
accident times 6; on S. Those points # are after the points £ the remaining elements of
E. Between two 6’s there exists k € Z with M (¢t,¢t + h) = My(¢t,t + h) if h is small enough,
and e can be chosen uniformly on every segment included in |0y, 0;4+1[- Hence we obtain
(4.2) for N = dMy(t,t + h)/dh|j—g+.

The statements on N now follow from the system (4.1), equation (4.2), the definition
of Mj,, Lemma 4.2 and the structure of the zeros of M (t,t + h) for small h stated in the
proof of this lemma. O

Theorem 4.4. For every peacock [u] concentrated on n injective and analytic curves
t € [0,1] — z;(t) with analytic weight a,(t) (recall the setting after Lemma 4.1), there is
a unique limit curtain process and this process is Markovian.

More precisely for N; = Diag(ai(t),...,a,(t)) "' Ny, the family (R.)s<; associated
with the differential equations

d ~
7 Alsu Ju=t = Lig N(t ’

Ry =1d

defines a set of coherent transition matrices on a space of n states. Together with the
initial measure (ay,...,a,)(0) on this space, it defines a Markov process with cadlag
trajectories. This process is the limit in both the finite dimensional and the Skorokhod
topology of any sequence (P“”’(p))pe]N associated with a sequence (a(p))p of partitions
with mesh going to zero.

Proof. When written for the stochastic matrices, equation (4.2) yields
M((to,to + h) = Id,, +hN(to) + O(h?)

for h > 0 going to 0 where N(t) = Diag(ay,...,a,) ' (t)N(t). Lemma 4.3 testifies that
| V|| is uniformly bounded on [0, 1] \ £ by some constant c. It follows that the system of
differential equations (4.3) is well defined, with R,; = Id,, + f : Ry N,du and

[Rst —Td | < ¢(e = 1)(t = s)

because of the convexity of exp and ¢t — s < 1. As N(t) is uniformly bounded, it is the
infinitesimal generator of a non-homogeneous Markov chain with states the curves
(@;)i=1,....n. At time ¢, the rate for jumping from curve z; to curve z; is i; ;(¢).

Recall that given any interval partition o™ = {to,...,tq,} of [0,1] with 0 =ty < -+ <
to, = 1, we have introduced the coherent family of (R?)(s,t))o<s<¢<1 before Lemma
4.2. Our first task is to prove that R(?)(s,t) converges to R,; when |o()| tends to zero.
This proves in particular that R,; is a stochastic matrix that sends the row mass A, to
A;. Note that, due to Lemma 4.2, we also have HR&)M —1Id|| < C(h + |oP)]) for some
constant C' only depending on the peacock.

In view of the notation introduced in Subsection 3.1 we can fix s € [0, 1] and denote
R®)(s,u) by z(u) for a few paragraphs only. We obtain T'(u,u + h, ) = x(u) M (u,u + h)
and V(z,u) = 2N (u). Proposition 3.2 requires that V is continuous in u and Lipschitz
continuous in x. The second condition is satisfied but the first one may not be true on
every [s,t]. Let E C [0, 1] be as in Lemma 4.3.

We first consider the case [s,t] C]6, Ox+1[ with (6%) as in this lemma. Hence up to a
time rescaling we can apply Proposition 3.2. Thus Z(u) = R, (s, u) uniformly converges
to R,, for every u € [s,t] as p goes to infinity. One difficulty to overcome is that ()
may avoid the starting and end times s,¢. This problem is fixed by the estimates of
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| Re e+n—1d || above and HR&)M

s’ and ' are respectively the greatest and smallest times in the partition o(?) that satisfy
s’ < sandt < t/, the matrices R, and R")(s',t') tends to R,; and R(P)(s, ) respectively.

—Id || (see Lemma 4.2) when £ is small. More precisely if

If now E N [s,t] is not empty, due to the structure of F, it is possible to find finitely
many [sk, tx] that do not intersect E such that the cumulated length > (sg+1 — t) is
arbitrarily small. Writing now Rg = Rs s, Ryt Ritysy -+ Ryt Riyet and R(p)(&t) in a
similar manner we obtain the estimate

1Rt — R®)(s, )| <

=

-1

K
CY N[Rapt, — RV (s ti)ll + Cl(s1— 8) + (b — ) + D (ske1 — )]
k=1 1

=
Il

It follows from the facts that the first term tends to zero and the second can be chosen
arbitrarily small that R(?) (s, t) tends to R, as p goes to infinity.

For proving the convergence of P*? in the finite dimensional topology it is enough to
prove the convergence for two times marginals, which is what we have already done.
This is a simple consequence of continuity of the product of finitely many real numbers.

In the last part of this proof we explain how to prove the convergence in the Skorokhod
topology. We prove below that for every ¢ > 0, if p is sufficiently large, there exists
© a measure on DJ[0,1] x D[0, 1] with marginals P*? and P (the Poisson like process
generated by N) such that with probability greater that 1 — ¢, the Skorokhod distance
between the first and the second coordinate of (D[0,1])? is smaller than ¢ for the joint
law ©. In other words we prove that the Prokhorov distance between P*P? and P tends
to zero. We will wrongly call constant on [s, t| any P*P-random trajectory x that starts
close to x; at time s and all the transitions are done from state & to itself. In the case of
a P-random trajectory, z is constant on [s, ] if it is continuous. In this case z = x, for
some k. A more concrete way to justify this abuse is to introduce « > 0 and consider
only partitions with a sufficiently small mesh so that |z (t) — Z(t)| < € holds at any time
for some unique k. In fact, due to the uniform continuity of the trajectories (xj)r=1,... k.,
the real € may be chosen as small as we want. Finally, it is the same to prove that the
Prokhorov distance tends to zero with R or {1,...,n} as state space. Consider a finite
set S C [0, 1], and, using the convergence in the finite dimensional topology, consider a
sufficiently large n and a coupling © such that with probability greater than 1 — ¢/10,
we have || X; — X}"?|| < ¢ for every time ¢ € S. Here X and X" are the first and second
coordinates of © and ¢ is sufficiently small to characterise the state in {1,...,n}. Let
us call jump the discontinuities of X; and the discontinuities in state of X*P. Lemma
4.2 and the fact that N, is bounded allow us to claim that if the mesh of S U {0,1} is
sufficiently small, the probability that X or X#P has two or more jumps on some interval
of the partition is smaller than £/10. We can also assume that this mesh is smaller than
e, which is important for the horizontal distortion in the definition of the Skorokhod
distance. On these conditions, we can easily prove that O is a convenient coupling for
proving that the Prokhorov distance associated with the Skorokhod distance is smaller
than €. O

5 A discrete counterexample

We show that not every element of LimCurt([x]) is Markovian and that this set may
have cardinality > 2. Here we take the setting of the last paragraph with n = 3 and
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a1 = 2as = 2a3 = 1/2 but we do not assume z; < x5 < x3. In fact

(El(t) =9—t
xo(t) =8 + 2t
J,‘3(t) = 10)

so that x1 < 29 < 23 on [1/2,1][ and z; < x3 < z2 on |1,3/2]. We parametrise the peacock
[1] on [1/2,3/2]. Note that z2(1) = 23(1) = 10. We will see that sequences of partitions
not including time 1 all generate the same process independently of the sequence and
that this is not a Markov process. On the contrary, if the sequence includes time 1
(at least asymptotically) there exists a unique limit curtain process independent of the
sequence and this process is Markovian.

A computation allows us to state

1/25555 0 1/2530
_ h+5h3 h —3h
M1 —h,1+h)= (20—2&-0h)-g_420}j-6h) 1/4 22();3}? 1/4 2200+3h
1/4 20+3h 1/4 2o++3h, 0
/2 0 0 -1/40 0 1/40
=10 0 1/4|+2h| 1/80 1/80 —1/40 | 4+ o(h),
0 1/4 0 1/80 —1/80 0
so that
) /2 0 0\ 100
MA—-h,14+h)=1 0 1/4 0 M1 —h,14+h)=10 0 1| +O(h).
0 0 1/4 010

Hence at the order zero a partition including the interval [1 — h, 1 + h[ realises a permu-
tation between the trajectories of x5 and x3. We admits without computation that we
obtain the same permutation for any interval [1 — h, 1 + h'[ with h, A’ > 0 tending to zero.

Let us now see what happens if we have two intervals [1 — h,1[ and [1,1+ //[. At order
zero the transport plans are

1/2 0

/2 0 0 )
and 0 1/4],
( 0 1/4 1/4 0 1/
which corresponds to transitions
1 0
1 0 0 )
and (0 1/2
(0 1/2 1/2 0 1/2
After composition of these transitions we obtain
1 0 0 1 0 0
0 1/2 1/2)#(0 0 1
0 1/2 1/2 01 0

Let us sum up. On [1/2,1[ and ]1, 3/2] the law of the limit curtain process is exactly
the same whatever time 1 is included or not. Namely we observe the same behaviour
as in Theorem 4.4. For describing the limit process on [1/2,3/2] when 1 is included to
the partitions, we need furthermore one Bernoulli trial. With probability 1/2 a locally
continuous trajectory will follow z» when arriving in 1 and with probability 1/2 it will
follow z3. In the other case where the partitions avoid time 1, a random trajectory has
probability zero to be one of the functions x5 or z3 in a neighbourhood of 1.
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6 A continuous counterexample.

We complete the proof of Theorem D started in Section 5. Compared to Section 5,
the novelty is that all measures pu; are absolutely continuous, which means that the
non-Markovian behaviour of the limit process is not due to atoms.

Our example [y] is illustrated in Figure 2. On the figure the grey area corresponds to
the points (¢, x) such that z is in the support of u;. Let us explain the process in simple
words. Several trajectories are depicted, in particular x; and x». They start at different
points and have first an increasing piece of trajectory similar to the ones in Section
3. After a jump downwards at time ¢y they start a common constant trajectory from
the smallest value of the support of y;, at point e=2% /2. The next jump happens at the
same time t; =ty + 1 and the two trajectories split again. This behaviour indicates that
the Markov property is not satisfied because between the two jumps it is possible to
distinguish x; from x5 by having a look at the past.

Our construction is divided into two time intervals - the stocking period [0, 1] and
destocking period [1, 2] - whose particularities explained in the two next subsections are
related to the curtain coupling. On [0, 1], we wait for a jump downwards, which happens
with positive probability and amount to stocking the trajectories on [—e? /2, —1/2]. For the
martingales of the approximating sequence, at each time t; of the partition a continuum
of trajectories jump downwards into a small interval and start constant distinct pieces
of trajectories. For the limit process all the jumps at time ¢, abut on the common
value e~ 2% /2 that is the minimum of the support of y;,. On [1,2] the mass stocked on
[—e?/2,—1/2] is destocked. For the approximating martingales, the trajectories z that
have jumped at time ¢, jump at time ¢t; = ¢y + 1 with positive probability to distinct
positions that depend on their respective values at the beginning of the process. In fact
for the limit process z(t;) = x(0) — 11/2. All in all, in the limit we see distinct trajectories
that gather at time ¢, follow a common path and split again at time ¢;. This phenomenon
is responsible for the non-Markovian behaviour of the limit process.

xT1 = ~1|32 .

|
Stocking I
area :
|
|
|

| 21

: : Z2

t=0 to t=1 t t=2

Figure 2: A non-Markovian limit curtain process associated to a peacock with absolutely
continuous 1-marginals.
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6.1 First step: Stocking
Consider a peacock of the type u; = pi + u? where

« for every t, spt(u}) C] — oo,b] and it is the restriction of u} to Ja(t),b] with a a
decreasing function,

« for every t, u? is concentrated on ]b, +o0].

We call such a peacock a stocking peacock. We give later an example that is used for
our construction in Subsection 6.3. Let us first describe the shape of the left-curtain
coupling 7, between p; and i, for s < t. Due to ! < ul, we have S (ul) = pl. It
follows that m is (Id ® Id)zpu! + 7 where the marginals of 7 are u? and p? + (uf — pb).
We can conclude that a process X+ associated to a stocking peacock [¢] and a partition
o is constant from the time it meets | — oo, b|.

Example 6.1. Consider the limit curtain process defined in Section 3. If we stop this
martingale after the first jump, it is still a martingale. Considering then the time
marginals, we obtain a peacock p; = ) + p? with

1

py (dz) = W

)\[,eZt/g’,l/Q]d.’L‘ and ,u? = e_2t>\[e2t/2,et762t/2].

This is clearly a stocking peacock for a(t) = — exp(2t)/2 and b = —1/2. See the left part
of Figure 2 for an illustration.

We claim without details that this peacock has a unique limit curtain process and
that it is the stopped martingale itself. This fact is specific to this peacock. A proof can
be derived from the techniques in Section 3.

6.2 Second step: Destocking
Consider a peacock of the following type: p; = ui + p? + uj where

« for every t, spt(u;) C] — oo,al and s < t = ul < uf,

12 is concentrated on [a,b] and it is the restriction of u? to [a,b(t)] where b is a
decreasing function,

» for every t, spt(u3) C]b, +oo[ and it is the restriction of u$ to [c(t), +oo[ where c is a
decreasing function.

« forall s, ¢ if s <t we have pf — pf Zc (g — py) + (1 — 12).

We call such a peacock a destocking peacock. Note that it may also be a stocking
peacock for the writing p} + (u? + 1). The name indicates that one is “destocking” the
mass in p?. Let us describe the transition between y, and p; given by the left-curtain
coupling. For x < b(t) we have jis]j—ooz] < ft|]—c0,z) SO that S*(ps||—co,z]) = Hslj—oo,2]-
Note in particular S* (jis]|_oo b)) = p& + 17 because pug||—co b)) = pt + 1 < pe. Recall
b(s) > b(t) and consider now the shadow of ji,||_oo p(s)] = p& + p2. Using Proposition 1.6
and Lemma 1.5 we obtain

S (g + 12) = S (uh o+ af) 4 5™ B (02— i)
= (ul 4 ) S mm I (2 2y
= (pb 4 p7) + [(pg — pl) + (1 — pd)]
= Mt — Mg-

From these computation it follows that the left-curtain coupling is (Id ® Id)4 (ul + u? +
©2) + 7 where 7 is a martingale coupling of marginals 2 — p? and (u — pl) + (uf — u2).
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See the right part of Figure 2 for an illustration of a locally destocking peacock. The
support of 1} is the union of two intervals. The peacock is not globally destocking on the
maximal interval [1, 2] because there is no possible value of b that satisfies b < ¢(¢) for
every t. Nevertheless, the behaviour is the same.

Lemma 6.2. Let [u] be a destocking peacock. With the same notation as above for a, b, c
and (j1});c{1,2,3}, We assume moreover that

* the functions t — b(t) and t — c(t) are smooth,

e Foreveryi=1,2,3,t+ ui(R) is smooth with nonzero derivative,
et~ u} is smooth,

 t— u?(R) decreases from 1 to 0.

Then there is a unique limit curtain process in LimCurt([u]). It is a locally constant
process with exactly one jump.

Proof. For proving the convergence in the Skorokhod topology, we apply Theorem 12.6 of
[7]. First we notice that the processes are concentrated on the path z;; :t € [0,1] = R
defined by x5, (t) = kljg4((t) + [1[;1)(t) where 0 < j <1, k € [a,b] and | ¢ [a,b]. In the
subspace consisting of the latter cadlag paths, pointwise convergence on a countable,
dense subset of [0, 1] provides convergence in the Skorokhod topology.

Therefore according to [7, Theorem 12.6] it is enough to check that the sequence of
processes has a limit for the finite dimensional convergence. The description of the left-
curtain coupling between u; and u; together with the assumptions of the lemma, provide
a candidate limit process that we describe now: Start from a point & € [a, b] according to
pé = p?, be constant until time b1 (k). At this time start a second constant trajectory,
either at point ¢ o b~!(k) or in a point uniformly chosen according to dy} /dt|;—y-1 k) with
the proper probabilities making this transition a martingale kernel. Given finitely many
times ¢q,...,%; and a partition o, it is enough to consider the trajectories that jump
outside the intervals containing the times ¢;. These trajectories can easily be coupled
with the trajectories of the candidate limit process. As is the proof of Theorem 4.4, this
proves that the Prokhorov distance associated with the Skorokhod distance on D[0, 1]
tends to zero when the mesh |o| tends to zero. O

6.3 Putting the two steps together

We consider a peacock parametrised on [0, 2] that we illustrate in Figure 2. When
restricted to [0, 1], it is simply the peacock of Example 6.1. On [1,2] it is a (locally)
destocking peacock. It is consisting of four terms p; = pf + p? + (13 + u?). We start to
define the easy parts

. _ 1
p=e 2>\[e2/2—e762/2] and 4 (dz) = WA[—eQ/Q,—eﬂt—l)/Q] (dz)

that continue or restrict the two parts of u; after t = 1. We have also

pi = f(t, )M\, 5 and p*(dz) = g(z) A1 _c20-1) jo, 1 2)(d).

where f and g are chosen in a way that the mass of —du} = p?, 4, — 47 that is at first
order e 3"V a1 j5_eat-1) 44, _e26-1) /9 IS mapped on the atom dyf ~ e Ddt g(1 —
exp(2(t —1))/2)02-1(1—exp(2(:—1))) for the upper part of the left-curtain coupling or linearly
on du; ~ (df(t,z)/dt)A\_e,_5dt for the down part. This is obtained for the functions

_ ! e (vl _ -1 3/2
flt,z) = /1 T e72(u71)/2du and g(x) =[14log(l— (xz —6)"")](=2(x —1))>/~.
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Let (¢(P)), be a sequence of partitions of [0,1] with mesh |¢(?)| going to 0. We
associated any o(P) with the partition of [0, 2] consisting of the times ¢ of ¢(P) together
with the times ¢ + 1 € [1,2]. We denote the latter by 7). Note that 1 is a time of this
partition. We have seen in the two former paragraphs that when restricted to [0, 1] or
[1,2] the peacock [u] has a unique limit curtain process and one can check that it is
Markovian in both cases. For the peacock on [0,2] and the sequence (")), one also
obtains a limit curtain process but rather surprisingly it is not a Markovian process.

The proof is technical but essentially runs as the one of Proposition 3.1. Hence
our focus will be on the main ideas. If t;_; and ¢, are elements of ¢®), different
trajectories of X*P are jumping down at time ¢;. They are mapped linearly from
[e?tr=1/2 — etr-1 k-1 /2] to the small interval [—e?'+-1/2 —e?! /2]. Between t, and
tr—1 + 1 nothing can happen to these trajectories because the left-curtain coupling
is identity in their regions. At time ¢y + 1 all the mass contained in the small in-
terval [—exp(2tr_1)/2, — exp(2t;)/2] must jump again either to the neighbourhood of
1 — exp(2tx)/2 or somewhere down into the interval [—6, —5]. We have parametrised the
masses p; and 43 in such a way that the jump down becomes linear when |t;, —t_1| < |57
is small. Therefore the mapping of the positions between time t;,_; and 1 + ¢; is almost
linear. More precisely the left-curtain transitions reverses the orientation at the first
jump and make it right again at the second. In the limit curtain process, there are two
types of trajectories. The first type is consisting of the continuous trajectories

t — min (exp(2t)/2 — (1/2 — Xo) exp(t), exp(2)/2 — (1/2 — Xp) exp(1)).

We are interested in the second type of trajectories that start in the same way but jump
after a duration 7' < 1 (an exponential random time). After the jump the trajectory
has value —exp(2T)/2 on [T,T + 1[. There is a second jump at time 7 + 1 either to
—exp(2T)/2 4+ 1 or to a point of [—6, —5] that depends of the past in the simplest manner.
Indeed, this point is Xy — (6 — 1/2). Hence the limit curtain process is not Markovian.

7 Remarks and open questions

7.1 An equivalent topology

We open the section by a remark on the topology used to define LimCurt and
LimCurtFD the sets of limit curtain couplings. As in [17, 5, 14] an alternative topology
with first moment may appear more pertinent with respect to the peacock and martin-
gale transport literature. We explain that our theorems are the same with this topology
in place of 7.

Let (9,p) be a Polish metric space, e.g. (R, - |) or D[0,1] with the Skorokhod
distance. Recall that 7., (S) is the topology on P(S) with p,, — p if and only if for all
continuous bounded functions f : S — R, it holds [ fdu, — [ fdu. Let 71(S) be the
topology on P;(S) defined by the continuous functions growing at most linearly - we
mean that f/(1 + p(xo,-)) is bounded for some zy € S.

According to [27, Theorem 7.12 and Remark 7.13] the two topologies coincide when
restricted to a bounded set or a set C C P;(.5) satisfying a tightness condition.

lim limsup/ /p(m,mo) du =0
R—=oo es” Jp(z,ao)>R JS

for some (and hence every zy € S). This holds for

* Any set of measures concentrated on a bounded set B C S. The measure involved
in Theorem B and Theorem C and Theorem D are concentrated on a bounded
set of D[0,1]. Therefore these theorems also hold for an alternative definition of
LimCurt([x]) where the topology 71 (D]0, 1]) replaces 7.1, (D[0, 1]).
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» For sets of uniformly integrable measures.

- For instance for S = R and p; € P1(R) the set C = {v € P1, v <¢ p1} is
consisting of uniformly integrable measures. The proof is similar to the proof
of uniform integrability in the theory of ! martingales (see Exercise 1.1 [11]).

- for S = R’ and yu; € Pi(R) the set
D={rc¢c P(Rj), Vi < j, (proj;)#m =<c p1}

is consisting of uniformly integrable measures, as a consequence of the previ-
ous example.

Therefore, in Theorem A the set LimCurtFD([x]) could have been defined by the
topology 71 (R[%1) in place of 77 (R[*1).

7.2 Markov-Lipschitz property

To the best of our knowledge, the proofs of Kellerer’s Theorem in the literature all
rely on the so-called Lipschitz-(Markov) property, that already appeared in Kellerer’s
paper [16, Definition 2 and 3]. We mean in particular the very elegant theory of Lowther
[22, 21, 20] on almost continuous diffusions (abbreviated ACD) and the proof by Hirsch,
Roynette and Yor that is presented in [13]. The latter is based on Pierre’s uniqueness
theorem for the Fokker-Planck equation [11, Chapter 6], a convolution technique and the
important contributions by Lowther. As examples of the strength of Lowther’s results, we
mention the uniqueness of ACD martingales ®(u) for all continuous peacocks (u¢);, the
continuity of the map ® and the fact that any other continuous ¥ associating some not a
priori ACD martingale ¥(u) to continuous peacocks (u); satisfies ¥ = ® [20, Theorems
1.3, 1.4 and 1.5].

7.3 Open problems

We propose the following open problems:

* Can the set LimCurt([u]) be empty for some right-continuous peacock? We conjec-
ture that the answer is no.

* How many Markov processes may LimCurt([u]) contain? We conjecture that there
is exactly one.

One may ask the same questions for peacocks without continuity assumptions, or the
second question for LimCurtFD([u]). Also the same questions make sense for all other
couplings than the left-curtain coupling, still using the Markov composition. In view
of the Kamae-Krengel Theorem [15] and Pass’ transport problem [24], the case of the
quantile coupling seems to be of particular interest.
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