Commun. Math. Phys. 154, 135-179 (1993) Communications in
Mathematical
Physics

© Springer-Verlag 1993

Renormalization Group and the Ultraviolet Problem
in the Luttinger Model

G. Gentile and B. Scoppola
Dipartimento di Fisica, Universita di Roma, P.le A. Moro 5, I-00185 Roma, Italy

Received September 25, 1992

Abstract. The Luttinger model describes a non-local interacting relativistic theory
for spinless and massless fermions. Albeit the exact solution is already known, the
perturbative approach to the model via the renormalization group is useful on account
of the connection to the study of more realistic models’ behaviour near the Fermi
surface. In this work we show that the effective potential describing the interaction
on the physical scale p; ! is analytical in the coupling constants, and has an exponential
decay on that scale. Besides the physical motivation of this approach, the problem is
also technically interesting, since it is an example of a trivially superrenormalizable
theory, as far as the ultraviolet region is concerned; nevertheless the proof is quite
delicate, as the convergence of the perturbative series does not follow from the
superficial bounds (which would give logarithmic and linear divergences), but is due
to accidental compensations furnished by the particular symmetry properties of the
model.

Tyger, Tyger, burning bright

In the forests of the night,

What immortal hand or eye

Could frame thy fearful symmetry?

William Blake

Introduction

Recently a considerable effort has been spent in the study of one dimensional models
of interacting fermions in the framework of the perturbative theory. The physical
reason of this interest is due to the modifications that the interaction brings to the
Fermi surface (anomalous Fermi surface) and to the possible relation with the models
in higher dimensions. From the mathematical point of view such models, despite their
one dimensionality, have a very rich structure because some basic features related
to the anomalous behaviour, which can be straightforward to understand in a more
qualitative approach, become much more complicated to prove in a rigorous way.
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If one considers the exactly soluble Luttinger model [L, ML}, in the perturbative
theory, it is formally possible to show directly that the 5 function vanishes identically
(see [DM]), by using the symmetries of the model. In the rigorous approach proposed
by [BG], however, the proof of the same property becomes quite indirect, and uses
also the results of the exact solution of the model (see [BGM]). The vanishing of the
[ function of the Luttinger model is, on the other hand, a basic tool in the proof of
the analyticity of the Schwinger functions of a more realistic, and not exactly soluble,
model of interacting Fermions (see [BGM, BGPS])).

In [BGM, BGPS] the proofs of the analyticity of the Schwinger functions and of
the vanishing of the  function for the realistic model and for the Luttinger model are
given assuming that no divergence arises in the perturbative approach to the ultraviolet
region of the Luttinger model. This is needed in order to insure that the problem
attached with the perturbative approach is truly the exactly soluble one. Physically
this is reasonable, since the coupling constants depend only on the features of the
problem near the Fermi surface. On the other hand this is not obvious because only
the infrared region of the Luttinger model admits an immediate physical interpretation,
while the exact solution contains the details on every scale.

Moreover the solution of the ultraviolet problem, which is given in this work,
is technically interesting and shows how the detailed knowledge of the perturbative
expansion given by the tree graph technique (see [G1, GN]) allows us to cancel the
superficial divergences of the theory.

The main problem that we met in this work is the following. In the Luttinger
model the interaction between particles is non-local, but has finite range p, ! [see
(1.4) below]. This allows us to distinguish in a natural way the ultraviolet and the
infrared region of the problem: actually the interaction potential can be regarded as
local for the space scales bigger than p, ! (infrared region), while it behaves as a
long range potential for the smaller scales (ultraviolet region). The scaling properties,
however, are exactly the same in the two regions (compare with [BGPS]) and so
are the superficial divergences. This means that superficially the ultraviolet Luttinger
model behaves as a renormalizable field theory, i.e. has divergences to all orders of
the perturbative expansion. In order to show that divergences are in fact absent, one
has to use the non-locality of the interaction, and the symmetry properties of the
covariance.

Now the problem is the following one: if one tries to use naively the above
properties one has to study the estimate of the single Feynman graphs. Unluckily
the analyticity of the quantities of physical interest in the couplings is due to some
estimates of classes of graphs lumped together. One therefore has to disentangle the
classes of graphs enough in order to give a good ultraviolet bound for them, but
not too much to loose the good combinatorial behaviour of the estimates. A similar
analysis is presented in [LL], but in the present work the decomposition of the graphs
is carried out to a much deeper extent. The fundamental result of the present paper is
the proof of the analyticity and the exponential decay of the effective potential on scale
Do ! obtained by “integrating all the scales” in the ultraviolet region. Elsewhere (see
the bibliography, expecially [BGM] and [BGPS]) the infrared problem (physically the
more interesting one) of the Luttinger and more realistic models is treated, under the
hypothesis that the ultraviolet is also soluble. Therefore our work provides the proof
of such an assumption.

The paper is organized as follows: in Sect. 1 we define the Luttinger model and
the regularized version of it, and we state rigorously our result; in Sect.2 we briefly
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present the standard analysis of the superficial divergences of the model, and the
absence of factorials in the perturbative expansion (compare again with [BGPS]); in
Sects. 3 and 4 we discuss the above mentioned decomposition and we show how it
is possible to improve the superficial bounds of the theory, by using the long range
decay of the interaction and the symmetry properties of the model. Finally in Sect.5
we discuss the modifications due to the presence of some additional terms in the
interaction.

Finally, let us outline the technical difference between this work and other similar
results in constructive quantum field theory, see e.g. [GK, LL, BGPS]. The standard
technique used in the above (and in many other) works, is to resum the ultraviolet
divergences in the so-called -function, and then to study the perturbative convergence
of the quantities of physical interest to all orders. This is done by either using
an inductive procedure (see [GK, LL]), or computing explicitly the [-function by
means of the tree graphs technique (see [BGPS]). In our case, where we met the
same ultraviolet superficial divergences of the above mentioned works, the symmetry
properties of the graphs imply that no resummation has to be performed in order to
prove the ultraviolet convergence.

To our knowledge there are no other examples of rigorous study of graph symmetry
properties in a fermionic theory, not destroying the good combinatorial behaviour of
the coefficients of the perturbative expansion. We strongly suspect that it would be
difficult to obtain this result without using the tree graphs technique.

Let us remark also that our results are obtained in euclidean space, i.e. for
imaginary times, but we introduce a regularization that allows us to remove the cut
off in the time direction, so obtaining the positive property of the covariance required
by the Osterwalder-Schrader axioms.

1. The Luttinger Model

The Luttinger model, that we define following [BGM], is described by the Hamiltonian

H:H0+‘/E)

Hy= Z /dx:zp;@(-wé)wgﬁ

z /dwdy/\(x — Y)Yy w;wlwy &

&&=+l

where z = (¢,%) € R?, do = dtd¥, )T are creation and annihilation field operators,
d is the derivative with respect to the space variable, : : denotes the Wick ordering
(obtained by rearranging the order of the product of operators so that the annihilation
operators are always to the right and multiplying the new product by the parity sign
of the permutation necessary to produce it) with respect to the ground state introduced
by filling all the positive energy states in the channel & = — 1 and all the negative
energy states in the channel & = + 1; we can rewrite the interaction as

Vo=V +V,
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if we set
Vi= ) / dzdyMe — 9): 9} 0, 07 s o (1.1)
@&,@'==+1
V= Z /dxdy%(m — g —y, &):Yf sy 5 (1.2)
(7),(75/:::1:1

being g(x — y,J) defined in (1.6).
The potential A(z) is of the form

Az) = v(ZD)6(t), (1.3)

where ¢ is the delta function, and v(Z) is supposed to be smooth and rapidly decaying
at 0o, -
[u(@)] < Xe~Polel, (1.4)
This corresponds to the definition given in [BGM] where we choose, for definite-
ness, ¢;(1) = ¢;(—1) = g,(1) = g,(—1) = const.
We can define the following functional integral (effective potential)

e\/eff(q:):% / Py’ @+ | (1.5)

Here V = -V, ¢ = (¢*,¢7) and ¢ = (¢*, 1)) are grassmanian fields; P(dy)
is the grassmanian gaussian measure of covariance

| Paw; v}y =66 -9 - .0

L [dkgdE emte 1 o
e / P ik TR MREERRL
0

and ./ is a normalization constant.
Equation (1.6) needs some remarks. If we wrote simply

dkydk e~
Qm?* —ik, + ok

we would not have a well defined expression in (t,%) = (0, 6). The necessity of
introducing the factor

1 ) o
E [e—zk00+ +e-—lk00 ]

is due to the definition of the interaction term in the Hamiltonian model (in particular
to the ordering of the field operators appearing in V;), as it can be easily seen if we
reason in the following way.

We introduce the notation, as in [BG],

— - N — +
g+($ —Y, Ty — yOaw) - <w5,xo7@’ ﬁ,yo@) 5
— — — + -
9_(T =¥,y — Yo, ) = <¢5@075¢g,y0,¢3> )
(where (-) is the average of - on the ground state at zero temperature) so that we have

9(Z,t,d) = g, (Z,1,d) if t>0,
=g (% —t,&) if t<0,
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which (as it is straightforward to check) satisfies the relationship
g—(_xv ('U) = - g-}-(xv Lv) .
Then the Hamiltonian model described in [BGM] requires

I | S - e
g(x’07w):E[g+($70+)w)+g_(xa0 ,(«U)] 1.7

since the case ¢ = 0 can only arise in the anomalous graphs (cf. [BG] for an analogous
discussion as far as the model with quadratic dispersion is concerned) in which a
contraction occurs between lines emerging from points with the same time index.
Disregarding sets of times of measure zero, such contractions can only be obtained by
pairing lines representing operators 1), ¢/~ in the same V; in the perturbative series;
therefore, if we take in account the parity properties of the interaction potential (1.3),
we deduce easily (1.7).
From (1.6), (1.7) we have then

- 1 1
gla, @) = 27rP<t+w§c‘)’ (1.8)

where P denotes the operation of taking the principal value of the integral with respect
to the space variable .

The interest in the effective potential (1.5) is due to the fact that it is simply related
to the Schwinger functions, [G1, G2].

In order to give a meaning to (1.6), one has to introduce an ultraviolet (UV) and
an infrared (JR) cutoff, and then study what happens when the cutoffs are removed.

Let us discuss now the right choice of the cutoffs. In order to achieve the program
presented in the introduction one has to put the UV cutoffs on the space and on the
time components in an asymmetric way. In fact if we want to relate the perturbative
approach with the results of the exact solution we have to take in account the fact
that the exact solution does not have any UV time cutoff.

One possible regularization that preserves this feature of the exact solution is
therefore the following one.

We write
g(z,d) = g (T, W)+guv(x @), (1.9)
where

. dkod/; etk —p 2R+
= e Po %0 , 1.10
gIR(x’ w) (271')2 ~ik0 + &k ‘ ( )

dkydk  e™k® 2020 L kot ko

, 3 — = 1 P ) (ko-\‘—k ) - —ZkoO ——szO . 111
NGO [ g vk Jale T re (LD

We decompose gy as

o0
-\ . (n) —
gov(e, @) = lim > g@,@), (1.12)
n=0
where, if n > N,
72 k3R> k3 +R?

I —ik —
O(U;Oif € R PR 72"”0)
™ —iky+ ok

I (@, &) =
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and, if n < N
. ) 2,72 2172
(n)( ) /dkodk e_lkm (6_% _ _OZ_P(Z)_)
) e ik + ok
. ok 2 _ k3+R? _kg+E2
n dkydk eV (e TN 1) e YRR A,znp%)
Qm? —ik, + ok
= ¢"(z, &) + gV (z, D).
Here v is a real number such that v — 1 is strictly positive.
The covariances defined above have the following properties:
Hifn>N
Ig(n)(xya-j)l < Glny e—§~|fI’YN e——)f]th«" ,
/ dxgg\?)(x,u?) =0 (1.13)
2
ii) ifn < N
lg(n)(xa‘j)l < G27—2N+3n e~8ITI™ €It ,
/ dz 3z, @) = 0 (1.14)
R2
iii) for the covariance g™, we have
(y"po)’ i — 1 a(y"poz)?
g(n)(m,d)')=—8—0— /dae @ TP (B, (1.15)
™
1
with 22 = #2 + 2, and therefore we can write
9@, 3) = 7"¢V ("2, 3),
99, &)| < Gye 8 et
(1.16)
/ dz g™ (z,3) =0
and, due to its symmetry in ¢ and z,
dz g™ (z,3) "™ (z, &) = Vn,m, 1.17)
9

R2

which is the more striking and remarkable peculiarity of the model.

In (1.13)~(1.16) we can set £ = (p0/2)(1+72) 172 § 10/2, G, =
G, = (5p,y/2m) (v* = 1), and Gy = (=1 (py/™) =

(po/ ™ (Y1),

If we define Pr(dvy), Pyy(dy) as the measures of covariance, respectively,

gIR('T7 ‘3)9 guv(x, LD) and

1
eV(O)(<p) — i /PUV(d‘P) eV W+ ,

(1.18)
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we have

et = / Prldip) @+ (1.19)

The (1.19) is the expression we have to consider if we want to resolve the infrared
problem; this is what is done in [BGM] under the hypothesis that it is possible to give
a meaning to (1.18). In order to do this, we introduce the UV cutoff, by replacing
(1.12) with

g5z, 3) = Z ¢P@,3), M>N, (1.20)
n=0
so that
guv(@,@) = lim  lim gi&"0(z, @)
and

1
V(O)((p)zl\;i_r)n 11m log YaG) /PJ(VSM)(dw)eV(w-v-w), (1.21)

where P(<M )(d1/1) is the measure of covariance (1.20).
We want to prove the following fundamental result:

Theorem 1.1. The effective potential defined in (1.21) can be written in the following
Sform:

VOp) = Z /da:l codzy, Vi, .. .xzn):gojc’] ...cp;ngz);ml P T

where the kernels V(x| ...x,,) have the following property:

V(A ..., 4,)
= / dz, / dz,...dz, / A,y ... dey, V(T ... 2y,)
A] AZX.HXAq R2%x..%xR?
< Nonjiyn-! Z (CA™) e PG (AL s Ag) (1.22)
m=0

i.e. the integrals Vi, ..., Aq) are analytical in X and have an exponential decay on
scale pO_ In (1.22) G, and & are suitable constants and d (4, ..., A QIS the sum of
the lengths of the bonds on the shortest tree that connects all the squares A4,
of size v~ % and v > 1.

Instead of proving directly this result, we start by proving a complementary result:
the analyticity and the exponential decay of V©(y) defined by

_ 1
7O — ngnoo log O /P(SN)(dz/z) eV Wre) (1.23)

N

where PSN)(di) is the measure with covariance ¢SNV(z,&) = 3 ¢™™(z,d). At
n=0

the end of Sect. 5 we will discuss the modifications that we have to bring in our proof

in order to study the true effective potential with covariance gg\?M )(ac, @).
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Let us remark here, however, that is quite clear that the study of the (1.23) is
the difficult problem: as it is easy to see from (1.13) and (1.14), the covariances
ggf,‘) and gﬁ(;) have better scale properties in the ultraviolet region, with respect to
the covariance g™. It will be clear in a moment that the divergences of the theory
disappear when one consideres the contribution to the effective potential (1.21) due

to the covariances gg\’,l) and gﬁ(}).

2. The Ultraviolet Problem: Standard Scaling Estimates

In this section we will study the effective potential (1.23) and we will prove that,
except for a class of terms, the results of Theorem 1.1 hold. This is a standard task
(see for example [GK]), and we write it in some detail just to introduce the notations
and to clarify the strategy we shall follow in the next sections, where the proof of the
estimate improvement for the terms of V() which, in the naive analysis-of this
section, have divergent bounds will be presented.

In analogy to V©(y), we can define, on scale k = 0,1,2, ..., N — 1,

eV PWER) _ / PRy, PN ey 7V @E 2.1

where e” " @=") is obtained from (1.1), (1.2) by the substitution ) — YN so
that g — gir + ¢=™), and P™(d%) is the measure of covariance g™ (z,J).

We note that Az — 1) SNz — y) = 6(zy — Yo) (T — P g=M(0, F — ).

In order to give explicitly the structure of the effective potential we use now the
tree graph technique, with which we must assume the reader is familiar (see [G1,
GN] for the technique; see also [BGPS] for a similar construction). A generic term
of the effective potential of order n [see (2.1)] can be written as follows:

VB, =Py = / dz Y Y Y Ve {h} Pz SRP,):, 22)
v k(v)=k {hv} {P’Uo}
o(y)=n
where: -
i) the effective potential on scale k is V®(p(SP) = S~ V*)(n, 4(Sh)y,;

n=1 :
i) Y is the sum on all the trees « of order o(y) = n (i.e. with n end points) and

p”
root’s frequency k(y) = k; e.g.:
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iii) to each end point we associate a graph element among the following ones

X

A
\

V, &
Y
V2 &S —~{ -
X Yy
where — =
X

if we define AN
=Nz —y)
X Y

=M@ - y)

=9grt+9g
X Y

(henceforth we will drop the label w foir it turns out to be inessential to our treatment;
this means that, in all the following estimates, we always have to sum over the channel
indices WJ’s, and, to a given perturbative order n, the summation yields an extra factor
C", with C' = 4) so that, if n,[n,] is the number of end points associated with a two
[four] leg graph element, we have the obvious constraint n, + n, = n. We assign a
labeli =1, ..., n, = 2n, + 4n, to each field, to distinguish them;

n
iv) z ={z,y}iL, and dz = [] dz;dy;;
=]
v) > is the sum on all the ways to put the frequencies h, on the tree +, increasing

{hv}
along with the tree ordering;

vi) P, isasubsetof [, ={1,...,n }and 3 isthe sum on all such subsets;
{Puy}
vii) :15(5’“>(Pv0): =: [I SR (2)]:, where z, € z is the coordinate of the field
1€ Py,

whose label is 7, and 0, = +.
The explicit expression of the kernel V (v, {h,}, P,,, ) is given by

Vo {hy} Pz

H Z Z g<hv)<H PP QU\P, N QY)): )

v2>vg Pv1 vaU Q(l) Q(sv)

AT\, )
x H )\('/EJ - y]) H (/\gIR + )\Q(SN)) (aci — yi), (2.3)
= i=ng+1

where:
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i) s, is the number of subtrees 'y(”) directly connected to the vertex v;
i) P,

’U

is a subset of the set I ~of the n (v) fields at the end of 7

iii) vy, ..., v, are the vemces on hlgher frequencws directly connected with v;
iv) between the sets {P, }3*,, {QY’}>x,, P, the following inclusion relations are
imposed:

Sv
P,clJ@y, @Pcp, ., P,NICP,;
j=1

v; is an end point of the tree, then

v) when v is such that, for some j = 1, ) Sy»
=1, v, = the set of fields appearing in

the sum on P has only one addend, i.e. P

the correspondmg graph element;

vi) we have labeled, for simplicity, the pomts {z,y,}1, so that the first n, pairs
are of A-type, and the last n, pairs are of Mg =M -type;

vii) & ( <h) is the expectation value (simple expectation) with respect to the measure
P(d1/)(<h),
viii) (f(F;’:) is the truncated expectation on scale h, as it is defined in [G1].

In the derivation of the (2.3) we used the following properties of the Wick product.

Because of the independence of the fields on different scale, we can write

FERP) = 3 (DT PENQ): MP\Q): @4
Qcrp

where 7 is a parity which depends on the ordering of the fields with respect to the
original ordering, and which we write explicitly neither here nor later, in analogous
situations [see, e.g., (2.8)], for it turns to be inessential.

Moreover
Il w@p= > <—1)”:¢<P>:%‘(H:zﬂ(Qj\PﬂQj):>, 2.5)
Jj=1 j=1

S
pPcU Qj
321

where &(-) is the expecation value of - with respect to the measure defined by the
Wick ordering.
We want to show now that, defining

V(n,%on):/d”’l dz’ > VO ih ) Pya)| 26)
R
4 (z }] UO'eAzx.‘.XAWUO[ the
we shall have, Vn, 7, on,
_£
V7, Py) < Cre” 2 018080, @.7)

In (2.6) we have
i) 2/ =z\z,, dz’ = H dz, H dy;;

i) {2} = (e Y
ii1) 5 is to be fixed later [see (2.20)];

1oyl _
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iv) d,(P,,) is constructed in the following way: let us call  the shortest tree that
connects all the points labeled by on (note that y and p are trees with a very different

meaning!), and let us call A, ..., AIP%!=D the bonds of j; let us call moreover

AP i = 0,1, the two components of A9, so that A9 = (\J’, A), being the first
one the time component and the second one the space component; then

lpvol_l
APy = > GFIN T+ A7) (2.8)
j=1
v) Ay, A| P,,| Ar€ square subsets of R? of side v~ % (not necessarily all distinct)

which are contained in a pavement of R2:
vi) d(k)(Al, ey AIPvOI) is the minimum of d(k)(on) defined by (2.8) on the domain
of definition of the variables of the fields in P, .

All the rest of the paper is devoted to the proof of the bound (2.7). We want to
stress that the (2.7) is one possible way to formulate the properties of Ve(f?) that are
assumed in [BGM].

In order to prove the bound (2.7) we shall use the following fundamental results for
the fermionic simple expectations and truncated expectations (see [GK, LL]; see also
Appendix A4 for the generalization of the proof to the case with the Wick ordering)

h
N Eyip 215
Eim(H:w(h)(ij)‘sf el (2.9)

J

h .
S xip IRl
T ) (2.10)

g{<h)<n :1[)(<h)(p]);)) l =7
J

with C, > C}, and

ZE PP, . PP

h

Lshp 2R

§’Yz ~ 031 E e“fdu(h)(Plv-wPS)’ (2.11)
I

where d, ;) is constructed in the following way: let p be a tree graph between the
clusters of points labeled by P, ..., P, such that the clusters are joined in a connected
way and let 3 be the sum of such trees; let AV, ... A~V be the bonds of the tree;

“w
let us write \9) = ()\ff ) )\(IJ )): then
s—1
APy - PY =" A"+ AP (2.12)
G=1

In order to avoid convergence problems due to the V, term of the interaction we
need some preliminary rewriting of the simple and truncated expectations. We recall
that, once we have fixed the sets

{2,352 AQY 2 b oz (2.13)

which we will sum over in a latter time, to each end point of type V, there correspond
two fields. Each non-external field will be contracted on a fixed scale, say hy, if the
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field is contained in the set

sy .
U v, \@Y

j=1

or in the set
sy

U eP\PynQY.

i=1
Then, if w;; is the field which will be contracted on the lowest scale, we can write

1
o o T, — -
tzl,’gi = tzlvfi +/ da[aglwtuziIEi=5i+a(gi_fi)] @ -z, (2.14)
0
and therefore we can rewrite the expectation whose argument contains the field 97

as sum over two terms.
Now, Vi =n, + 1, ..., n, we decompose

Ag=M) (z; — ) = Mg (0,%, — 7))
=A\g=") (0,7, — §) + g™ 0,7, — 7)), (2.15)

where h is the frequency associated to the vertex to which the considered point is
connected directly (it is h > hy,), and we have defined

m
g @,w) =Y g, w). (2.16)
k=n

So, for each end point of type V,, we have two contributions, corresponding to the
two terms of the decomposition (2.15), and we want to study them separately.

If we write the expression (2.3), and use the decomposition (2.15) and the bounds
(2.10), (2.11), we have

Vv, {h,}, P,y )|

B (5 1Py, 1-1Pul) T 1Poyl=IPul

<1 > > I G

v2vg Py ... Pug, Q(vl)mQ(vsv) V>0

x II 109w ©. =)+ Ag™=") 0, — 7))

i=n4+1

+ Ag"TEY 0, 7 — 7))
’I‘L4 1

x [T My =yl D e st Poen P, @.17)
j=1 vt

where C; = max{C,,C;}. If we want to obtain now the bound (2.7) we have to
integrate the expression (2.17). It is evident that only the last three lines of (2.17)
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depend on z; therefore we must evaluate the following expression:

1
€dputhoy(Pop s s Pogy)
/ 2y Ee G ||l Az, —y,)l
J

Py,
{z},or €44 ><..A><APU0

< ] 100w &, —§) + Ag=") 0, %, - §,)

1=ny+1
+ Ag™Y 0,2 - ) (2.18)

The estimate of (2.18) is standard, [G1], but we have to treat carefully the terms
due to the decomposition (2.15).
If we treat them separately, it is straightforward to realize that, each time we have
a term A\g"*1™)| the decomposition of the expectation implied by (2.14) gives two
contributions: the first one is vanishing for parity reasons, the second one gives a
factor
Cy~hyhv < (2.19)

because hy, < h. The factor Mgy, is integrable and gives a constant which can be
lumped together with (2.19). Each time we have a factor AgS" we obtain a factor h
so that we can conclude that (2.18) can be bounded by

dkgnn s d(D1 s Apy 20 h(se—

v ZkgnA’n.e 7 k)41 |Pv0| H hUZ, H v 2hy(sy 1)7 (220)
V2> V>
dz(’u)=0

where E = min{¢, po}, and where, given a vertex v, we define m(v) the number of
vertices we can meet moving forward along one direction from the considered vertex
v up to some end point, and we set d,(v) = max{m(v)} and d,(v) = min{m(v)}. We
call d,(v) the degree of the vertex v.
Then we have

- _£ n
Vin, 7, Py) < 70”3 04 Qi) ST e
{hv} ’UZUO
dy()=0
Bo (52 1Py, |- 1P|
2 — —
x H Z Z ~ ( )7 Tho(sv=1) (2 21)

'UZ‘UO PUI "‘P’Usv qul)u~qusv)

We shall use now the following identities

> s, ==Y (h, = k)@, ~D+k(n—1), (222)

U>’U0 ’UZ’UO
S h (Z P, |~ |P, x) =3 (b, —h)@n,, +2n,, — |P,))
’U>’UO UZUO
+ k(4n, +2n, — [P, 1), (2.23)
> hyng, =Y (b, —hy)ny, +kn,y, (2.24)
V2> v>vg

dy(v)=0
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and the fact that
h<Cy" Vh

for £ > 0 and C = (eelog 'y)". So we have, redefining the constant %,

S gD, .. A
V(n,y, P,) < €Ay 2 50 g2 W0lA0 S

x> H{ > X 7"%“””’”‘“’)}, 225)

{hy} v2v9 Pvl"'PUS'u Qg)~~Q'(vsv)

where
a, =|P,|+ 2n2’v(1 —¢g)—4. (2.26)

If it was «,, > O always, it would be sufficient to prove that no factorials arise
from the multiple sums in (2.25). Note that in the estimate of such sums we can

1
3 [Pl

extract from the exponential in (2.25) a factor y , since we have

@y
- = (hy—h,)

V2>

i

where each sum starts from 1 because h, > h,, + 1. Therefore the bound that we
have to prove is the following one:

H{ 3 3 7—%1Pv'}gcg. (2.27)

V2> pv1'~~vav Qg)ngsv)

As a matter of fact, o, is not always strictly positive, but, as we shall see later, it
is possible, with a more careful estimate, to replace «,, with a new factor o which
is strictly positive for every P,,

a, — ay, > 0. (2.28)

Therefore we have two results to prove in order to have the bound (2.7): 1) to
show that the substitution (2.28) is possible; 2) to verify the bound (2.27).

To the first problem the following sections are devoted; the proof of (2.27) can be
found in Appendix Al, and is based on a similar proof in [CNPS].

If we look now at (2.26), we see that c, > 0 except in the following cases:

I|P|l=2mn,=0=a,=-2<0,

ii) [P,| =2, Ny, =1=a,=-2<0,
i) |P,|=4,n,,=0=0a,=0.

We claim that a more careful study enables us to write an expression like (2.25)
with the substitution (2.28), where «/, is defined by

oy =y, + (A=) 8 p, 46, 0+ C =)0 p, 20, | 1 FB=12)8p, 260, 0, (2:29)

so that the three above cases give:
) |Pl=2n,,=0=al,>(1-n>0,
i) [P|=2mn,=1=a,>Q2-n>0,
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i) [P,|=2,ny,=0=0a,>(1-1)>0,
where 1 = max{7,,n, + 2,7, } is sufficiently small.

The proof of (2.28), (2.29) is a rather cumbersome treatment, that we divide into
two parts: in Sect.3 we consider what happens when we try to define the effective
potential on scale IV — 1, starting with a cutoff on scale N; this first case contains the
basic features of the general one but it is a little bit simpler. In Sect.4 we generalize
the results to the case of an effective potential on a scale k < N, arbitrary.

3. Renormalization Group: The First Step

If we restrict ourselves to study the effective potential on scale k = N — 1, we have
only trees of the form

s+

S+2

if |P, | = 2s is the number of external legs. In such a situation the kernel (2.3) is
reduced to a single term (for v = v). Henceforth we shall use the following graphic
representation for the single expectations and truncated expectations:

so that the four and two external leg contributions to the effective potential in (2.3)
can be thought to have the following structure:

The superficial bounds of Sect. 2 imply a factor o, equal, respectively, to 0 and
2 [or —2¢]. We want to improve the estimate, by using the formula, [LL], that will
be given now.
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Theorem 3.1. If we have k clusters 1, ..., k with 1 = x| Uy, then we have, for the
truncated expecations on an arbitrary scale h,

By (@ Uy, P2, .., P(k)
= E @), p@), D), - ., D(k))
+ > (D" &g @@ ), DI)s -, P, )

Ki,Kp: Kanzzw

K UKy ={2, ..., k}={J,} K} 1152

x 5}%(%1)7 7»[N)(J|K1|+1)a S &(J|K1|+|K2])) ) 3.1

and if we consider the Wick ordering, (3.1) holds still with the constraint that in the
truncated expectation at the above second line (x,) and ¥(y,) cannot be directly
connelted. Note that the sum on K|, K, is bounded by C*.

Now we apply the result (3.1) to the three cases discussed at the end of Sect.2.
We organize the discussion as follows.
Let us start showing that the bound of the terms with [PUOI = 2 can be improved
in the following way:
CyN — ON? < gyl (3.2)

with £y < 1 and the constant C' depending on n at most as Cj'. We sketch briefly
how the above bound is obtained. The idea is to use the topological properties of the
graphs; because of cancellations due to the oddness of the covariance, we can write,
provided there is at least one graph element of type V| (see the beginning of Sect. 2),
the following decomposition

(3.3)

(b)

where, in the contribution (a) at least one line among [;,1,,l; must be on scale NV
(hard line), and the others can be indifferently on scale N or on scale < N (soft
lines) and shall be denoted g. In the following, for the sake of brevity, we shall avoid
repeating the (evident) conditions for the “hard connectedness” of the graphs, due to
the definition of the &},

Now we use, in order to assure the connection of the graph, a line g instead of a
line A, and we replace a contribution

[vll; 191l < MY (3.4)
with a contribution
”v”oo ”g(tl — 1y, )”1 < AN th -1, (3.5)
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where the factor N appears when the line g is soft, and the L,-norm is evaluated on
g™ and then summed on A =0, ..., N. In order to obtain this second estimate, the
integration over a variable ¢,,7 € {1,2}, appearing in (3.5) must be performed using
the decay of another line.

Let us show how this argument goes into the term (a) of (3.3) where we suppose
that the line /5 is hard (otherwise the discussion is identical, up to a relabeling of the
integration variables); we have

/dy1dw2dw3dw4d2’911($1 — W) ANx = y1) g5, W1 — W) gy, Yy — ws)

X B(wy — 2, W3 — 2, Wy — 2)

< ollo 171 [ 4@, = Tl 6 b7, — @)
X /d@} — ) gy, (¢ — by, %y — w2)l/d(tl — t3) g, (¢ — 13, Gy — W)

< ol bV [ a0 [a et [ oo
< 3|2V,
where

.2 = /da:l/dxz/dx3|%(xl,x2,x3)] <lo

if n is the total number of clusters inside the graph, so that we obtain (3.2). In a
similar way we treat the case (b) of (3.3); here we have two distinct connected sets,
but to avoid the vanishing of the graph there must be a soft line connecting the two
sets, and therefore we can integrate on this line instead of the ondulated line drawn in
the figure. The number of ways to choose such a line is bounded by C™, so that we
have no combinatorial problem. In fact, if we call I, I, the clusters of soft semilines
coming out from the two considered sets, and P, C I, the subcluster of lines in I;
which are not connected to each other, and P, C I, the analogous subcluster of lines
in I,, a line g"~™) will connect a point w, € P, with a point w, € P, in such a way
that one has for the simple expectations

Gy U L) = Z Z Gy LA\PD &y (D\P) &y (i Pyt 1Py,
PCIy P,CI

where

Gy Pt Py) = Z Z g (w, —wy) & (P \w; Py \wy ),
wEP] wyEP,

and we can see then that the total number of choices is bounded by

> (III|> <I;2|)(IIII —p) (L] -py) <C™. (3.6)

P1,P2 P 2

Now, as in the previous case, we can replace a contribution

ol lg" <Moo <A™
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with a contribution

[olloo g™t )l < AN

so that (3.2) follows. Q.E.D.

This is tantamount to replace, in (2.3), the expression & (. - .)((f(zl\‘,)(. ..) with a
new expression, say A(...), such that, if we introduce (2.3) so modified in (2.6), we
obtain (2.25), with the following substitution

Qyy = 0, +2(1 - 50)5|PU0|,2'

With this result we treat now the case |onl = 4. We write here the complete
decomposition of the expectations in this case, which is obtained by applying
iteratively Theorem 3.1
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where all the contributions but (a), can be bounded, using the argument discussed
above [see (3.4), (3.5) and (3.6)], by

CN2y=N < gy~NU-220) (3.8)

We do not present the detailed analysis of these bounds, for, once the discussion
after (3.2) is understood, it’s very easy to obtain (3.8). For the same reason, in the
following part of the section we shall give only the results, as far as bounds of
classes of graphs are concerned. We will omit also the estimates of the combinatorial
coefficients produced by the decomposition, for they are analogous to the ones found
in (3.6) and (3.1).

If we represent all the contributions which admit a bound

C,-),‘N(l——2€0) (39)
by the following symbol

(the number of such contributions is bounded by C™, if n is the number of end points
of the tree ), then we have

@ i @ " >W‘”OWW< (3.10)

This is tantamount to write, in (2.3), the expression Pf( < N)gf]\}) as follows:
17 T
Sy =A+ B,

where A is the sum on a number of contributions a which is bounded by < C"™, and
each contribution a admits the bound (2.25) with the substitution

avo — CY,UO + 2(1 — 280)6|Pv0|74;

B must still be improved. It is shown in Appendix A2 that, like A, B too admits a
factor o, strictly positive
0
/
O(,UO = O[,UO + 6]Pv0],4 .

The reason for the improvement seats in the symmetry property (1.17) of the
covariance. Therefore for the case |Pv0[ = 4 the proof is complete.

Now we proceed analogously for the case ]Pv0| = 2, using the results so far
obtained. We have the following decomposition
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(3.11)

(m) n)
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and only the first terms (a) and (b) in the above decomposition are not bounded by
CN3y~N and need a bound improvement.
Therefore, in analogy to the case |PUOI =4, we can write now

This is tantamount to write
T
E«mbny=C+D+E,

where C'is the sum on a number of terms ¢ bounded by < C", and every term admits
the bound (2.25) with the substitution

ai}o =, +22 - 52)6|on|12 , (3.13)
where €, = g, + €3, if €, is given in (3.8) and &5 is defined by
CNS")/—N < CW—N(I—&})

so that we can set €3 = 5¢; = €, = 6¢,. By reasoning analogous to the case |P, | = 4
and using again crucially the relation (1.17), we show in Appendix A2 how to obtain
an improved bound of the terms D and F, with the factor a’vo given by

=y +2(1 =€) Oy, o + (1 = 2¢0) (3.14)
so that the proof is complete also for the case |Pv0| =2,

We can now state the following result.

Theorem 3.2. When we define the effective potential on scale N — 1, if N is the UV
cutoff, we find the following bound:

o —Lhg—k)el —€
V(TL, v, on) < Z/n/\n,)/ 2 (ho lc)ozvo e 2 Ay (Ay, -y A|pv0|) ’ (3.15)
where hy = N and k = N — 1; o,  is given by

Oy = Oty + 81y 120, (21 =€) + &1, 1260, 00, (3 — 40)]
+ 6'Pv0',26nzyv0,0(1 - (5Gv07'(//2) [2(2 - 52)] + 6lpvolv46n2,v0 »OéGvo,f54[1]
+ 6|onlv46n2,u0»0(1 - 6(;”0‘:;;1) [2(1 = 2¢)] (3.16)

iféGvO% is equal t0 1 if G, = & and is O otherwise, with i = 2,4, and

Ol
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So we can deduce that (2.29) holds with
m, = 2€g, Ny = 4ey, n =0,

where n,, 15 are sufficiently small, for €, sufficiently small. For definiteness we can
choose 1,, Ny < 1/2.

We would want to outline that, if we consider again trees as in Fig. 3.1, where k
is not set equal to IV — 1, but is arbitrary, then we have hy € {k+1, ..., N—1,N};
nevertheless, in this case too, the bound (3.15) still holds, as it can be argued by
decomposing the expectations whose arguments contain any field coming out of graph
elements of type V,, according to the prescription given in the middle of Sect.?2.

Note that the relation (3.15) has a convergent dependence from h;—k and therefore
one can try to obtain similar results in the case of the generic £k < N and of the generic
tree. This will be the argument of the next section.

4. Renormalization Group: The General Step

Now, we consider an arbitrary tree

to which there corresponds a class G, of graphs whose contribution is given by

' .
s,!

V2>
Here we suppose to have fixed the sets
{{ij ;Zl’ {va])};il}vaO (42)

in order to compute (4.1) which, in the end, must be multiplied by a factor

ng n
H Aj H Agig +Ag=M);

g=1  d=ng+1

and then integrated. Here and henceforth we don’t write explicitly the arguments of
the functions and expectation values which we deal with.

We begin by giving some results about the topological structure of the classes of
graphs corresponding to (4.2). We have the following fundamental:

Lemma 4.1. Given a vertex v with |P;| = 2,4, it is possible to decompose

Bichn) ) By - )= E, (.., (4.3)
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where E,, is the sum of a number of terms bounded by C*v, such that the estimate
(2.25) can be replaced with the following one:

k £
[ —_ +0By —2dy(AQy, ..., A
! (n777 P’UO) S gn)\n,y 2 @ p 0) e 2 Gl lPUOi)

<3 { 3 S 7—%(au+ﬂv)(hv—hu/)}, (4.4)
v>vg

{hv} Py .. Py, Q(vl)ng)Sv)
where 3, = 2[p, + o,] and
0, = (1 —¢p) Z 61 py12(1 — 6|Pf11|72 . ..5lpﬁsﬁ|,2), 4.5)

D>V
D DICTAPET APy {1 o | RGP 5|Paj|,z)] - (46
o> j=1
Pf,] NPy£0
Note that g, satisfies the inequalities o, < o,/, and ¢,, > (1 — €,) Vv such that
|P,| =2.

This lemma implies that, for the vertices with |P,| = 2, we have an o), > —¢,
[compare with (2.28)] and that, when for some Pv] such that PUJ N P, # 0 we have

|ij| > 4, then, for both cases |P,| = 2 and |P,| = 4, we can write o/, > 0. In

both cases the improved bounds are due to the topological structure of the truncated
expectations, and not to the symmetry properties of the propagators.

The proof of Lemma 4.1 can be found in Appendix A3. We want to show now,
using the results and the ideas of Sect. 3, that actually also for the case ]PUJ] < 4VPUj
such that ij NP, # 0 it is possible to write an improved bound analogous to (4.4).

The following discussion will be divided into three parts: in the first one we give
an algorithm aiming to rewrite the terms in (4.1) corresponding to the vertices of
degree zero (see the definition of degree of a vertex in Sect.2) in a more suitable
way, just like in Sect. 3. In the second one we state a prescription how to treat the
vertices of degree one. Lastly, in the third one we show that in this way the bounds
of Sect.2 can be improved on each scale, so that we can define a factor (2.29) which
is strictly positive for each value of |P,|.

Let us start with the vertices v with d; (v) = 0. For each vertex v there corresponds
a cluster P, and a class of graphs G, with |P | external legs. The sets (4.2) being
fixed, we know which points the external legs of Gv0 come out of: such points are

associated to variables (¢, %) which must be integrated in squares A, ..., Al Py, | Of
side vk, 0
Then, Vv, d,(v) = 0, we study the term
By - ) &gy () 4.7)

and we decompose it in the following way:
i) if [P,| > 6= & ,(...) &4 ,(...) remains unchanged;
ii) if |P,| = 4 & we have the graphic representation

§ + >’\NV\O’VVV\/®’\N\/\,< (_4.8)

(b)
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where the contribution (b) is called &, and is meant as

>'\/W\4( )'v\/v\,<
ifs, =2

iii) if |P,| = 2 = we have the graphic representation

N i W @.9)

(a) (b)

where the contribution (b) is called &, and is meant as

if 5, = 2.

In (4.8), (4.9) the decomposition starts from the point which is chosen according
to the following prescription:

1) as far as (4.9) is concerned, only a point can be found in a square 4; in such a
case we choose the other point; if no point is contained in a square, we choose the
one which the leg contracted on the lower frequency comes out of;

ii) as far as (4.8) is concerned, we take the point (not contained in a square A) which
the leg contracted on the lowest scale comes out of.

Therefore we have to study (4.1) where the factors corresponding to the vertices
with |P,| = 2,4 are rewritten according to the decomposition (4.3), the classes
of graphs corresponding to vertices v such that = |P,| < 4 and d;(v) = 0 are
decomposed like in (4.8), (4.9), and the end points of type V, are treated as it is
explained in Sect. 2.

Now we pass to the second part of the section; we consider the vertices v such
that d,(v) = 1. For every vertex v we have a cluster P,, and a sequence of clusters
., P, contained in P, which must be connected to each other via hard lines

© O
)
@O@

If IPUJI > 6 for some j € {1, ..., s,}, such that P, NP, # 0 and |P,| = 2,4,

we have the decomposition of Lemma 4.1 which guanrantees a convergence factor
—hy

If |P, | = 2,4 for each j € {1, ..., sy}> such that P, N P, 7 0, then we

distinguish between the following cases.
1) If for some j € {1, ..., s, }, such that Pv] NP, # () we have

PTRIR N

g™ and soft lines g
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then we choose the point contained in the set

U r,n#p (4.10)
Svj=1

which the external leg contracted on the lowest scale comes out of, and we decompose

§ * >W‘<:®< @.11)

(b)

where (a) admits a superficial bound with an extra factor v~ ", and (b) has a loop
g° on scale h,.
2) If Vv, such that P, N P, 5 0, we have

Gv] #

we study all the terms (4.8), (4.9) of the form (b). If |ij| =4, Gv] is of the form

— ><M6VW®'\/W\5< (4.12)
1

where 1 is the point which the external leg contracted on the lowest scale comes out
of. The case 1 € A}, 2 € A, will be discussed later.

Let us first suppose that the two legs coming out of x; are hard lines contracted
on the same scale hy, .

We write

wtl,ml 1,7 2 /da[a wt Z| It t2+at12]tl2 ’ (413)

where ¢,; = ¢; —¢;, and oy = =%, so that we have, for the truncated expectation on
scale hy,,

L CEMPAQYY:, (P, \QYY))
(hw( FM(Py, \Q‘”\(zfl, FDIU (G @), -y 10 UPy, \QYY))

- / dal0, 45 GV (P, \QY\(ty, EDI U (&, F))

) :i(hv)(PVSV \Q$V)):)It+t2+at12t12] (4.14)

and an analogous expression can be written for the other field v, so that, in the end,
we have (in a symbolic form)

F/(hv)o + 6;g(hv) + 65(hv) + 625(}1 ) 4.15)
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where there are: i) one term of order zero; ii) two terms of the first order; iii) one
term of the second order. They add to the superficial bound of the graphs an extra

factor, respectively: i) 1; ii) fy_(h”j V), i) 7_2(h”9' ~™) Moreover one decomposes
1

U(?j] - f]) = U(fz - fl) + / da[afv(f)”*:52_5514_&@1_52)] (51 - fz); (4.16)
0

where the second term allows a gain 'y—h”ﬂ and the first one is such that the
contribution with é’ﬁv)o in (4.15) gives zero (we have a loop integrated over all
R).

If we take in account the exponential decay too, in (4.15) the first order terms, up
to a factor ¢,,, admit the same bound of g('z;v)(. ..) with the following fundamental
differences: they have an extra factor n"v and a distance (2.12), where P, contains
the point (¢, + at|,, &) instead of (¢,,Z,). Obviously it turns to be

i [Py \E, TV G + at g, 7)), Py, oo Py, )
> dyy ) ([P \(, EDIU (b, 80, Py -y Py, ) = ayVit,,  (4.17)

where « € [0, 1]. In (4.16), the second term, up to a factor §; — &, admits the same
bound of v, with the following difference. Instead of

e~ 1Z1—l
one has
e~ [F1—Z2+a(f—2)| ,
where, obviously

|T, — &, + a(y; — B)| > |&) — &,| — aly; — T,]. (4.18)

The factor t;, in (4.13) can be used now to improve by ~~™i the contribution
to the bound arising from the integration on that variable. In fact we have an extra
exponential whose argument is oYV |¢,,|, so that we can obtain both the improvement
of the dimensional bound and the exponential decay (say with a coefficient &,/2
instead of £/2 where ¢, < &).

If one or both legs coming out of x, are soft, but they are contracted on the same
scale, one has a similar bound, where one writes the simple expectation too via the
interpolation formula.

On the contrary, if the lines coming out of z; are contracted on different scales we
repeat the above construction, but we need some more decomposition of the simple
and truncated expectations. The situation is the following one

where th < th < h,. In every possible case, it is possible to decompose

Ef(fv )‘é/(hv) in such a way to obtain a gain "2 by integrating the line coming
2 2
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out of z, which is contracted on scale h,, instead of a potential line (this will
be always possible, since the two lines coming out of z; cannot form a loop, being
contracted on different scales). Therefore we have yet an expression like (4.15), where
the four terms admit an improved superficial bound, respectively: i) 1; ii) 'y(,_h“i —hvy ),
iii) 4~ T, gy ”y_(hvﬂﬁhvl)v_(h"ﬂ_h‘ﬁ), all multiplied by a factor v~ "2,

We are left with the case in which the two points 1, 2 in (4.12) are in squares 4,
A,. In such a case G, is like in (4.12), with z, € A}, 2 € A,, where there is at
least one point among 1 and 2 (we call it 1), which an external leg of G, comes out
of towards some other subcluster inside G, . If there are two such lines, we choose

as 1 the point which the leg contracted on the lower scale comes out of. Then let us
decompose the field associated to 1 as follows:

1

T — 2,01 a1
tE "dth,i, + /da[at"vbt,fl|t=t2+at12]t127
0

and let us treat the above two contributions separately. As to the first one it is obvious
that it is possible to obtain the same bound of Appendix A3,

1 1 =
—5 (hy, —k) —3 &dy(Ay,4))
v 2T e 2R , (4.19)

where we can write

1
IR | | § 2 (4.20)
VSUJ

which guarantee a gain on each scale. As to the second one, the superficial bound

gives the convergence factor 'y_h”J 4"V, where hy, is the frequency at which the leg
we have chosen is contracted.
If |[P,| =2 and ij is of the form

G = j’ﬁ 4.21)

Yy | 2

where 1 is the point which the external leg contracted on the lowest scale comes out
of, we distinguish between the cases: i) g, hard, and ii) g, soft. If, in (4.21), g, is
hard, we write

1
e =ik + [ a0 st
; 2
+ [afquiﬂ t=ty 1(&, — )] (4.22)

T=Ty+a(T|—T))

and rewrite the simple or truncated expectation in whose argument the field (4.22)
appears as we have done in the case |P,| = 4, and obtain two expressions admitting,
up to the factors ¢, and (&, — &,), the same bound we had before, multiplied by a

factor 4"V (which will be won by a convergence factor fy_h“j) and with a distance
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modified as it happened in the above case. We use the fact that (4.22) corresponds to
the graph decomposition

(a) (b)

where (a), integrated, vanishes, while (b) admits a bound improved by a factor
4~ M) 1t in (4.21), the line g, is soft, we have the following decomposition

y é § (4.24)

where at least one line in the loop g? is hard, for the graph must be connected. If 1
is the point which the external leg of G, contracted on the lowest scale comes out
of, we write

1

I\, Ty — Ty) = g\(t3, T} — Tp) + /da[atg/\(t’fl = Dlictyyrat; 1tz (4:25)
0

and
1
(@) — 7)) = v(@) — T3) + /da[aiv(f)liﬂﬁ—50'3+oz(f3—171)] (Z3 —9)) (4.26)
0
so that the loop g? becomes free, provided that

1
=i [ BT e W (4.27)
4]

which gives therefore either vanishing contributions or contributions with a gain at
least given by
7—(hvj —hy) )

Now we can begin the third part of the section, by considering the vertices of
degree d;(v) > 1. V vertex v we have a situation like the following one

& O
@Q@@
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where the classes of graphs G, , ..., G
dy(v) -1, where j=1,...,s,.

In the second part of this section we have shown that, for every cluster corre-
sponding to vertices of degree zero, it is possible, each time we have a number of
external legs less or equal to four, to gain a convergence factor 4~ or y~(hv—hv),
where V is a vertex to which there corresponds a cluster P;, containing the cluster
P,. Otherwise, each time we have a cluster corresponding to any vertex of degree
zero which more than four external legs come out of, we can arrange the structure
of the graphs so that it is still possible to obtain a suitable convergence factor. Since
the connection is realized on every scale, we have at least a gain equal to the scale
difference y"v~" for each scale until we reach the first non-trivial vertex .

We can easily see this property if we reason as follows. Let us consider an
arbitrary vertex v > v, and let us suppose |P,| = 2,4 so that we need a bound
improvement; either there is a vertex ¥ > v such that, for some j =1, ..., s;
satisfying Pq-}j NP, #0,itis [PEJI > 6, so that we obtain a convergence factor 7~ "?;
or we can move along the tree until we reach the vertices of degree zero. Then we
consider all the clusters {7:P; N P, # @}, which must have two or four external
legs (otherwise we find again the previous case); if G is of the form (a) of (4.8),
(4.9), we obtain a factor 'y_hﬁ; otherwise, if G is of the form (b) we gain at worst
y~he=hv) where V is a vertex whose frequency is lower than h. But, in order to
assure the connection of the graph GUO on each scale, at least one of the legs coming
out of the collection of graphs corresponding to the vertices {#}, must be contracted
on a scale h < h,,, so that there exists a vertex V corresponding to such a frequency,
i.e. hy, = h. Therefore we can conclude that in the worst possible case we have at
least a gain y~(hv=ho!),

Nevertheless, in the above construction, it can happen that we gain only on the
scale differences, so that, since we use only lines on scale h > h, in the end we have
obtained no gain on the scale difference h, — k. In order to avoid such a problem, if
|P,,| =4 or [P, | =2, we give a final decomposition rule, to be applied if we have
not obtained any gain on the scale h,.

D) If |P, | = 4 = we write

vs, Correspond to vertices of degree d,(v;) =

R =
(b)

(a)

where (b) indicates a sum of contributions admitting a good superficial bound, while
(a) can be written as follows (under the hypothesis we have obtained no gain on the
scale hy the above case is the only possible one requiring a bound improvement)

/ dZ,dt, / dzZ,dt, / didt, / dz,dt,

A RXR RXR A,

x A(10) gj, (i) B(j2)

, (4.30)
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where the meaning of the symbols is obvious. We can rewrite (4.30)

/ dZ,dt, / dZ,dt,, / dE,dt,; / di,dt,;

A RXR RxR Ay—j

x A(19) gi, (i) B(j2)

Ay RxR RxR

x A(1%) B(j2) / dz,, dt, gp (i) - (4.31)

Ay—2j—il—1

Then decompose A — A’ and B — B’ as it must be done for each cluster with four
external legs following the rules stated in the first and second parts of this section
(now the points ¢ and j are not in squares, but we can estimate the contributions A
and B as they would be in). So we compute

didt gj, (1, 7)

Ay—27—21—1
1 1 1 Ui (i
< 7*5(’10—’6)6—5 d(k)(l,Az)ei ’Yk('t2j|+|tz’1|)e§(|w2j|+|$ill) =C,

and then integrate

/df1dt1 / di; dt;, / dd,, dty; | A'(19)] |C'] |B'(52)] , (4.32)
2y

RxR RxR

where the terms A’ and B’ give convergence factors until the scale A, and the term

C’ contains a convergence factor on the scale hy,.
.
(4.33)

2) If |P, | =2 = we write
(a) (b)

where (b) indicates a sum of contributions admitting a good superficial bound, while
(a) can be written as follows (under the hypothesis we have obtained no gain on the
scale h,, the above case is the only possible one requiring a bound improvement)

/ 47, dt, / dz,dt, / d dt, / di,dt, / dz,dt,

A4 RxR RxR RxR RxR

X / dZ,ydt, AGi1,71) g*(5i) g(sT) B(23, 25)
4,

, (4.34)

where at least one among the three lines ¢ must be hard, in order to guarantee the
graph connection.
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We can study the contribution (b) in (4.33) by reasoning analogous to the discussion
of Appendix A4, and in the end we obtain an expression like (4.32), where we have
two terms to treat in the same way as all the other terms (so that we gain a convergence
factor on each scale h > h,) and one term which furnishes the convergence factor on
scale h,. We don’t give the details, for the discussion is very similar to the previous
one.

As a consequence of what we have said along this section, we can conclude that,
in the worst possible case, we have obtained a minimal gain equal to y~h»~hw) for

1
each scale h, > hy, and a gain equal to vy 2 @™ for the scale corresponding to the
first non-trivial vertex. This gain must to be added to the one we have obtained for
the two external leg clusters via the decomposition discussed in the proof of Lemma
4.1. Therefore we can conclude this section by stating the following:

Theorem 4.1. When we define the effective potential on an arbitrary scale k, we find
the following bound

Vi(n,v,P,) < g Z H { Z Z

{hv} v2v9 Py, Pyg, Q(vl)ng)sv)

1 k 1 &
x 2O T e R A ‘“‘A'P”O')} .39

where o, is given by
r_
a, =a, + 8, +T1,

if o, is defined as in (2.21), B8, as in Lemma 4.3, and T, has the following properties

1
T, o, > 5 (4.36)
so that we can deduce (2.29), where 1,,m,,1; are sufficiently small. For definiteness
we can choose 1,,7,,m; < 1/2.

This completes the discussion of the general case, and we end this section by
stressing that, since Definition (4.36), Theorem 3.2 can be considered a particular
case of Theorem 4.1 for the case k = N — 1.

Theorem 4.1 proves (2.29) and, therefore, (2.7). In the following section we discuss
briefly the modifications we have to bring to the above treatment in order to obtain
Theorem 1.1.

5. Conclusive Remarks

Until now we have considered the model described by the Hamiltonian H = H,+V,,
where V|, was the sum of the two contributions (1.1), (1.2). We should like to have
the possibility of modifying the model by adding a term of the same form of the free
Hamiltonian, say

V=Y /dx:zp;a(—maa“)zp;@: 5.1
G+=E1

and preserving nevertheless the results found in the previous sections. The reason of
the above request is explained in (BGM]. In the first part of this section we want to
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show that the renormalization group solution of the ultraviolet problem can be carried
exactly as we have done for the model of Sect. 1.

In fact the only difference is that, now, we have also contractions corresponding
to hard and soft lines D™ and D(<™, where

D™(z —y, &) = —iddg(x — y, D) (5.2)

or, analogously
DM (k, D) = Skg™(k, D). (5.3)

Then it is straightforward to see that the superficial bounds are exactly the same
as before, and the only new feature sits in the presence of logarithmically divergent
graphs constructed through only vertices of type «. If these chains of vertices o are
inserted as subgraphs of more complicated graphs it is easy to see that the divergences
can be removed using the following properties of the function (5.2).

1) The integral of (5.2) over all R? is vanishing:

/ deD™(z,&) =0 (5.4)
R2

because of the integrability of ¢™.

2) If we consider a loop (¢™¢™)(z — y) and allow the insertion of an arbitrary
number of a-vertices, we have a property analogous to (1.17). If we denote by I(z —v)
the modified loop, we have

/da:l(a:) =0 (5.5)
R2

as is easily obtained in the following way. If n is the total number of contractions
forming the loop [, and p = n — 2 is the number of contractions D (the other two
lines correspond to contractions g), we have, trivially

’YZ ’Y2
/d:z:l(ac) = const /dﬁl.../dﬁn
R2 1 1
X / dk e~ 1Bt B (o 1 GRY™ (@ER)P (5.6)

R2

where ¢, is a constant. If we recall the formula for the Hermite polynomials H,,:

]fn@i%):-\/l—?_T / dky e~ (iky + SRY"

where the polynomial normalization is that the integral of HZ(z) with weight
exp(—x?) is 27™n! (Wick rule), then we have immediately, for the orthonormality
of the Hermite polynomials, that (5.6) is identically vanishing, which is property we
wanted.

3) Eventually, the covariance (5.3) is exponentially decreasing at infinity and is
bounded everywhere:

|D™(z,&)| < y*"Gye 7"l (5.7)
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where the extra factor 4" appearing with respect to the first equation of (1.18) is
responsable for the fact that the superficial bounds are neither improved nor destroyed
by the new terms corresponding to the a-vertices.

Therefore the only graphs we have to consider are the graphs with only « vertices.
This class of graphs introduces effectively an ultraviolet divergence in the effective
potential, but this is expected, and induces a modification in the two point Schwinger
functions that consists simply in a different constant in front of it. See also [BGPS]
for an identical discussion.

Finally let us discuss the modifications to the proof of the convergence of the
effective potential due to the presence of the propagators g(") (n > N)and g(”) (n < N)
of Sect. 1.

This is easily done because of the two following remarks:

1) If one computes the contribution of a graph with one or more lines g™ substituted
with lines g~ or g(”) the improvement to the superficial bound due to the oddness
of the propagator, represented by the factor (4.5) in Lemma 4.1, still holds. This
implies that only logarithmic divergences may appear in the contributions given by
such graphs.

2) The logarithmic divergences are in fact absent, because of the scaling properties
of g(”) and g(ﬁ). The first in fact scales as vV independently from n, and decays on
scale n in the time direction, while the latter has the extra factor v~ 2N =™ In both
cases if one performs the sum on the frequencies of the modified lines (remember
that for g(”) the sum is from N up to infinity, while for gﬁ@‘) is from O up to N) one
immediately sees that the contribution of any graph is in fact finite, and no further
improvements are needed in these cases. This concludes our discussion.

Appendix Al
We want to prove, if we define
1
—z |Py
SP,y,vm = 1] Z Z 217l (AL1)
V> {Pv {Q(J)}

the following bound
S(P, 007 < cr, (A1.2)

where C, is a constant.
Let us write

S(P,,,7,m) = H Z 2 v~ 2" x(constraint on {r,,}, {9}

V2>V Puyseos Pugy, q( = (Sv)

X H Z Z 1, (A1.3)
vz {py pe, ),
[Py, |=pv; |QYP|=q

where x reveals the presence of the following constraint:

(]) € [0, pv 17, [ Z q(J ):I
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We obtain easily an upper bound if: i) we ignore the presence of X; ii) we remove
the constraint on on, i.e. we sum on all the on. So, rearranging the sums and bearing
in mind that we are summing from the vertex v, towards the end points, we will have

sPyprm< [[S 3 2

W B B g

X Z Z 1= 3(vy,n). (A1.4)

PolPol=po {Q}32,:1Q 1=}

sy )
PyC Ul Q(vj) Q(vJ)CPUj
1=

3 0 P,
9= ( (])) '
p, /=N

Sm =[] L,

v 2>y

The last line in (A1.4) gives

If we write

we can give the term corresponding to the vertex v, the following expression

Py @\ 17 (P
sy (5 ()

{a%)}325 Pvo pvo
Sy .
Pv
S H(UJU+7]J
{q (J)}SUO 7=1 UO
1 [2(+5)]”
- 1/2 ’
i1 2/
so that
Svp
Sqm=]] [2<1+ 5 1/2)] Iz
j=1 V>

Now we proceed in the same way for Iv], j=1,...,8,, where {v, } | is the
collection of vertices immediately following v, along the tree -,

sv

Sy Sy P,
LI, =TI+ 52 (24 )]
Jj=1 Jj=1 i=1

where {v;; } _1 1s the collection of vertices following v; and so on, until, if we denote
by 7 a path from the root of the tree to an end pomt (we have n such paths), and
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by 1(9°) the number of vertices on 77, we shall have

1 1 1 4
X(y,n) < I I [2—}——]—(2—!——(2—}——(...)))]
/2 12 1/2
P gl v/ v/
U7)—1

ko1 _uwn\T?
— 2 2 _ 2
Mp( X g )
7 k=0
21/2 4n
g(#?) =ct, (A1.5)

1
where, e.g., Cy = (47)?[1 — 2]7L. Therefore (A2.4), (A2.5) give
S(P,y,vm) < C
which proves the bound (2.27). Q.E.D.

Appendix A2

Let us start with the bound of the contribution

(A2.1)

which corresponds to the analytic expression

1 n n )
I=—cC" / 1 dz.dy, [T M, = v 96" )w, =20 Ay, - ., 2,), (A2.2)

1=1 i=1
€A
yn€A2

where here and henceforth we can suppose n, = 0, because we have seen this is the
only case in which we must improve the bound, and

AYys - ) = Epy ) E D)

and g can be g™ or ¢*<™). Then we write

n—I1 n—1
Aly, —x,) = / 1T deid, ] My — w4, -, 2,) (A2.3)
=3 1=3

so that (A2.2) becomes

1. o L
1= o C / dz,dy,dt, dz,dy,dt,dZ, dy, dt, v(Z| — §,)
T €A
yneAZ
X (99" Xy — by, Gy — B V(@ — G Aty — £, T — E)VE, — T,) . (A2.4)
We have named A,, A, the two squares of side size ~7k with k = N — 1, in

which the points z,, y,,, respectively, vary in (A2.2). In order to bound (A3.3) we
distinguish between the following three cases.
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k.

1) Time distance between A;, A, larger than ~": in this case we can use the
superficial bounds as always, so obtaining an expression which contains a factor

1z 3 =
o2 €dly (A1,42) o N EdQ (A1, 40)
b)

where we have rewritten (2.8) as
‘PUO I"1
() .
dhoPo) = D 1. G=0.1,

=1

and have used the fact that, obviously, instead of exp(A) = exp(A/2)exp(A/2),
we can write exp(A) = exp(A/4)exp(34/4), then extract a factor exp(3A4/4) and
integrate the remaining expression. It will yield simply an extra constant C™, where
C =2

So we have

e_% AN EdY (1,42 < e_% NE ALy O

and we have gained a convergence factor v~V =),
2) Squares A}, A, contiguous in time: in this case df} (4, A,) = 0; we construct,
in A, a strip adjacent in time to A, whose thickness is given by

—k —%(N—k)’y_k :7—%(N+k)

r=egy =79 (A2.5)
so that
A =06,Ub,,
6, ={t, € A|®):|t; — A, > r},
b, = A1\51 )

where we have set
A, = A, &) x A, i=1,2,

/ dt:/dt+/dt,
8 b,

Ay(®)

and, if we write

and we bound one by one the two contributions we have obtained from (A2.2), we
find in the end for both of them the following result:
C

3) Squares A, A, coinciding in time: in this case A(t) = A,(t) and d?k)(Al,
A,)=0.1f t is such that

t, € ANt = {t, € At):d(t,, R\A, () > r},

o7 Sl (A ,A2>7—§ (N—k)

we define
6, =1[t, —nt,+7rl, & =24,1B\6,

where 7 is given by (A2.5). We define moreover

AYt) = A, (O\AT®).
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o fa [ a

Abw Ayt

Now we write

[ [ [ affas fo
5 &

Al AN A%t

so that (A2.2) gives three contributions which we bound separately. For all three we
obtain in the end the bound
Ce‘% éd(lk)(AhAz),Y—% (N—k) ‘
As far as the second and the third contributions are concerned, the result is a
mere consequence of the two cases discussed above. The treatment of the first, more
interesting contribution is conceptually very similar, albeit technically a little more
involved. We sketch the proof of (A2.6) for such contribution. One writes v(Z, — ¥;)
in (A2.4) as sum of two parts

(A2.6)

'0(3_7'1 - fz) + [0(561 - ?71) - U(f1 - fz)] s

where the second one can be rewritten via the interpolation formula
1
0@~ @) = [ da'(@ + G - ) (G - )
0

(if v’ denotes the first derivative of v) and can be shown to improve the superficial
bound by a convergence factor v~ V. The remaining term has the following property:
if we integrate on ¢; over all R, instead of 6,, it vanishes = then we can replace the
integration over 8, with the integration over the complementary subset R\6,, so that
it becomes |t; — t,,| > 7, and the calculation is now performed in the same way as
the case t; € 6,.

Therefore the class of graphs (A2.1) can be bounded by the following expression:

cnn 6‘% Edy (A ,Az)fyvé (N—k)

where k = N — 1.

Now we study the following graphs:

(A2.7)

(A2.8)
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where, in %%, among 1, l,, 15 at least one must be a hard line. As above we write the
analytic expressions which correspond to the graphs %! and %%

I, = —~C" / de dyZH/\(x

T €A =l
Yn€4,
x (gg™) (y, — 2) g™ (@) — y,) A Wy -y T,), (A2.9)

I, = %C" / de dyZH)\(x

T EA =l
Yyn €A,
x (99" W, — 2) g1, @) = 4,) AW -, T GG, (A2.10)
where the meaning of the symbols is obvious.
It is not difficult to study /, and I, with the same techniques discussed above, but

one must be a little more careful when the case A; = A, is considered as far as the
term I, is concerned. Let us sketch how to treat this case. We write

A =AU AL,
={z, € A;:d(z, RP\A)) > r}, A = A\AY,

and for z, € Af:
6, =1y, € 4,:d(z,,y,) <7},
= A,\6; .

So we can write I, as the sum of three contributions, because

/dxl/dynz/dxl[/dyn+/dyn +/d331/dyn,
Ay Ay A‘ll 51 52

Ab Ay
and, as in (A2.6), we obtain for every term the bound

ny_% (N=F)

Similar bounds can be obtained for the other terms of I, and for I,. So we have
found that the class of graphs in (A2.7) and (A2.8) can be bounded by the following
expression:

Cn/‘\n 6—% f_d(k)(Al )AZ)’Y_% (N—k)(1—4¢gp)
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Appendix A3

Consider a vertex v, with |P,| = 2, to which there corresponds the expression

Echu) ( I 4" @Q\P,n Q) :)

i=t (A3.1)
;ﬁzv)(iﬂﬂ(h")(Pvl\Qﬁ,”):, o (P, \Q(Sv)) ),
where P , P, are the s, subclusters contained in P,, connected to each other

Vsy
on scale h Let us call 1 the point which one of the two external legs of P, comes
out of, and P, o the subcluster which it belongs to:

We distinguish in what follows the two possible cases |P, | =2 and [P, | > 2.
1) Case |P, | > 2: we divide P, into two clusters R, R,:

P, =R/UR,

such that R, contains the point 1 and both R, and R, contain a point which a line
(soft or hard) connecting P, to any other subcluster of P, comes out of; such points
exist undoubtedly, for not more than two lines come out of 1, and we are supposing
lPUll > 2, and they are distinct, for otherwise the corresponding graphs vanish for
parity reasons. Since the sets (4.3) are fixed, we are making no choice, and therefore
no sum.

Now it is easy to see that we can write a decomposition of (A3.1) in the following
way:

(A3.2)
(a) )
In (A3.2) one of the two lines drawn in the figure (a) can be soft.
We write symbolically the (A3.2) saying that, if |P,| =2, and |P, | > 2,
C(§(<hv)( )g(hu)( )= A( B (A3.3)

where we have not written explicitly the arguments of the above functions, and A(. . .)
is the sum of a number of terms bounded by C*».

Let us see now why the writing A(...) is more suitable. If we consider (A3.1), fix
a variable and integrate over all the other (free) variables we meet moving along the
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anchored tree p which connects to each other the subclusters, we obtain

/ [1dz;dt,1 5, (- &G
§=2

h
by (5P, =Pyl 1P |=1Pu])
” 2 (J 3 )CO( 7 il /Hd'z d, e—6duithe)(Pop s s Pog,)
b (S Py 1| Py > 1Py I—IPv
< s, ly 2 (%jl 511 ‘)Co< i 7 )Csv—l,y-—ZhU(sv—l)'

On the contrary, as far as the term A(...) is concerned, we proceed nearly in
the same way, but with the following fundamental difference: the analytic expression
A(...) corresponds to the situation (A3.2) where there is a point () contained in
R, or in R; which an external leg of P, comes out of. Obviously there must be
an ondulated line (representing a potential line) either directly connected to such
a point or connected to a graph element of type V, which is directly connected
to such a point (if there is more than one graph element of type V, there are no
convergence problems and no decomposition of the truncated expectation is required).
If |[P,NP, | = 1, then we can delete such a line, for it is inessential for the hard
connectedness of the graph, and use the remaining available integration for the line
obtained by connecting the external leg to an external leg of any other subcluster of
P,. Otherwise, if |P, N P, | = 2, it can happen that the considered potential line is
used to assure the hard connectedness of the subgraph G ; this situation can present

itself if there is also an external line of G, coming out of the other point @)’ connected
to () through the potential line:

(A3.4)

(a) (b)

(obviously we can have more lines external to le than the drawn ones). Then we can
see that in this case too it is possible to use a covariance line on scale h, instead of

the potential line connecting @’ to @, so that we obtain again the bound improvement
(A3.3). Therefore we obtain

/Hdzjdtj[A(...)|
Jj=2

hy Py.|—|Py 21 Pu; | =| Py
<5u!’72 (?I 517 I)CO(’ ’ )Csv—17—2hv(sv—1),y—hv(1—eo)’ (A3.5)

where ¢, is defined in (3.2) and takes in account the fact that the line which we
integrate over can be soft or hard; if it is soft, the integration gives a factor Ch,,.
2) Case |P, | = 2: in this case, the situation is the following one:

(A3.6)
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where the points 1 and 2 cannot be coincident, for, otherwise, the graph would be
vanishing for parity reasons. We have labeled by 3 the point which the second external
leg of P, comes out of. Then the following decomposition is always possible:

EhpGOENQD):, o (P, \QSY))

= Z g(hv)(2 — Zl)

o P (D\3
ZIE‘U vj\Qv\

X By CPPNQ\ L2y 0P, ANQE\3D:
x "B, \QT\Lz N P, \QYT\3D:1) (A3.7)

which doesn’t allow an improvement of the bound, for the connection is realized only
through hard lines in such a way that we have no soft line and exactly one hard line
binding two subclusters. Nevertheless, in (A3.7) the term (‘(h y(...) can be studied
like (A3.1). Again the estimate cannot be improved only if the subcluster which the
external leg coming out of 2 goes into has two external legs. But in this case we can
iterate the decomposition, until we reach a subcluster P, " with m < s, which has
more than two external legs. Then we have left a cluster (containing s—m subclusters)
which admits the decomposition (A3.3). We outline that no combinatorial problems
arise, because the sum of terms we obtain after m steps, is bounded by

2s=1)...2(s—m+1)

(where the factor 2 can be eliminated) and the remaining truncated expectation yields
a factorial (s — m)! so that we reobtain C’s!, like in the original bound. Therefore
we can conclude that the bound cannot be improved only for a single contribution,
given by

Vsy

(A3.8)

where [P, | = 2Vi =1, .. . Since the sets P, are fixed, either this term will
be the only possible one (up to labehng of the sets P and of the points which the
external legs come out of) or there will be none.

We can now state the following result: VP, such that |P,| = 2, we have two
possibilities:
i) P, is of the form (A3.8), and we don’t decompose the truncated expectation
(A3.1);
ii) P, has a different form (i.e. | P, | > 2 for any 4) and we decompose

where E((...) will be a suitable function, which reduces to A(...) if [P, | > 2 and
has a more involved but uniquely determined structure otherwise.
From the above discussion, it follows immediately that defining

0, = =€) Y ip (0 =8ip, 12---0ip, 1)
D>V v
di(v)

—(1—50)2 D B2 =iy a8y, 1) (A310)

v>v
di(0)=k
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the following bound holds

V(m%PUO)g%”";\”Z H { Z Z ,Y_%(O‘U'Fzé’v)(hv“hv/)

{hv} Uzvo Pvl.A.Pq)sv qul)-an}sU)
Ky @) d””(A"”"A'P”O')} ) (A3.11)
and the inequalities
Oyt 2 0y s (A3.12)
0,>1—¢, VIP|=2 (A3.13)

are an easy check if one use the second line of (A3.10).

Consider now again (A3.1) and let us suppose |P,| = 2,4, and |ij| > 4 for some
v, j=1,..., s, suchthat P, NP, # 0, where {v;}7* is the collection of vertices
immediately following v moving forward along the tree.

If we choose a point which an external leg of P, comes out of, and we call 1 such
a point and P, the subcluster which it belongs to, we can take obviously IPWI[ > 4.
Since |P,| = 4[| P,| = 2], at least two [four] lines coming out of PU1 are connected to
the other subclusters P, , i # 1, and at least one of these lines must be hard in order
to guarantee the hard connectedness of the graph. For definiteness let us consider the
case |P,| =4 (but the same results hold also for the other cases).

We can proceed in the same way we have done above, and we find that (A3.1)
admits the following graphic decomposition:

(A3.14)

where in (a) and (b) we can suppose | P, OPU‘ | = 1, and the arrowed line represents a
third line which we know for sure comes out of Pv1 (i.e. of R, or R,, according to the
cases discussed above). We have therefore three lines, of which at least one is hard,
and the others are such that we can use a space integration for one of them instead of
a potential line (to which there corresponds a bounded and regular function). As far as
the cases (c) and (d) are concerned, it can happen that the two external lines [, and [,
coming out of, respectively, R, and R, are connected through a potential line which,
therefore, becomes essential to the hard connectedness of the graph. Nevertheless, if
at least one of the other subclusters PUJ ,j # 1, has |Pv] | = 2, then (A3.12) guarantees

a gain on the scale difference A, — h,,. Otherwise, if IPUJI > 2Vj # 1, we can loose
that gain, but in this case the topological structure of the graph is such that we can
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always delete a potential line emerging from a point
Sv
R elJp,
J=1

which one of the two lines [, or [, (say [,) is connected to, and perform the
corresponding integration over the covariance line g; . Then we can conclude that,
in each case of the decomposition (A3.14), we can write an expression of the type
(A3.9), where, obviously, now we have a different function E@, so that

Bch - IER )= ED(.), (A3.15)

where E® can be thought of as a sum of terms which all admit an improvement of
the superficial bound. In fact the only contribution that could be difficult to treat is
that with PvI connected only through a loop g to the other subclusters, but it is absent
for we cannot have a connection between P, and the other subclusters realized only
by two lines.

In the end we obtain an improvement of the bound given by the factor

,Y—-hv(l—eo) ,

where ¢, is due to the fact that the extra line which integrate over can be soft.
We outline again that the same results can be derived in the case |P,| = 2 too, so
that, if we define

59

OEDDICTAVEL TSI R | I CTSRPE )

> j=1
P{,JOP;,}#@
di(v) _ ED) -
=2 > Gppatipd|t- I Gpatdp 0
J J
k=0 o>v g=1
dy(d)=k T Py NPp#D l
dy(v) - R _
=3 D @ratopg) |l I Gy st 12|, 4316
VY Vi |‘UJ ) ’U]|7
k=1 o>v j=1
dy(0)=k T PyNPy#0 -

and we apply successively the decompositions (A3.9) and (A3.15), obtaining the
decomposition £, , Lemma 4.1 holds.

Appendix A4

It is a standard result (see [GK, LL]) that

5 LN
g?m(l_[w’(%))! <y e (A4.1)

w
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where C, C are suitable constants. We want to generalize the above results to the
case in which the fields appear with the Wick ordering, as in (2.9), (2.11), in order
to obtain those inequalities and relate the new constants C;, C; to the standard ones

00, CT.
We have
EmCEP(P):, ., PP
= > > T H Ery @M (P\Y))
YICPI YsCPg
x Eqp@MP, .., W”(Ps)) (A4.3)
and

i)

= > > O] E @@\, ) &, @), (A44)

Y, CPh YsCPs j=1

where 7 is a partiy which will turn to be inessential in the derivation of the following

bounds.
Therefore (A4.1)—(A4.3) give

&0 COPP):, o (P
;E‘um
< > ng(h)w“)(P \Y ) |EEGPP, ..., PP,
q=1 Y| CP;...YsCPs 3=1
> 1Y;1=2¢
=1
% ]§I|Pj| l i P 2, SUPAY 417
= . 2 2\ 7
g (2 ]=1 J ) /y J
q=1 q
YIPAY; I Y]
X CO] CT’ Ze——gd“(h)(Pl,...,PS)

m

which yields (2.11), with C; = 2max{C,, Cr}.

By analogous reasoning it is straightforward to show that (A4.1), (A4.4) yield
(2.9), with C; = 2C,,. If we note that the proof of (2.10) is the sante as the proof of
(2.9), we can deduce from the above discussion that (2.10) holds too. Q.E.D.
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