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Abstract

We consider homomorphismsH : G1 −→ G2 of holomorphic (group or pseudo-
group) actionsG1 andG2 on domainsΩ1 andΩ2 respectively inC, together with
meromorphic functionsf that are compatible with these homomorphisms in the sense
that

f(g(z)) = H(g)(f(z))

for every g ∈ G1 and z ∈ Ω1. Such situations are rooted in the cases of elliptic
and modular functions, modular and automorphic forms, etc... We investigate various
aspects of such cases, such as constructions and correspondences between families
of functions compatible with different homomorphisms, that transform one family of
functions compatible with one homomorphism to another one compatible with a dif-
ferent homomorphism.
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1 Introduction

Consider two holomorphic group actions,G1 on a domainΩ1 andG2 on a domainΩ2 in C,
i.e. whereG1 is a group withg : Ω1 −→ Ω1 a holomorphic function onΩ for everyg ∈ G1,
and similarly forG2 on Ω2. The question of having meromorphic functions defined inΩ1

with values inΩ2 that are compatible with some homomorphismH : G1 −→ G2, in the
sense of establishing commutative diagrams of the form

-
?

-

?

Ω2 Ω2

Ω1 Ω1

g

H(g)

f f (A)

∀g ∈ G1, and thus having

f(g(τ)) = H(g)(f(τ)) (1)

for everyg ∈ G1 and everyτ ∈ Ω1, can be an immensely fruitful question in many situa-
tions of specific homomorphismsH : G1 −→ G2, whereG1 andG2 act holomorphically
on domainsΩ1 andΩ2 respectively.

The case of functionsf (such as elliptic functions)invariant under a group actionG1

acting holomorphically on a domainΩ1 ⊂ C, i.e. wheref(g(τ)) = f(τ), ∀τ ∈ Ω1, present
important cases whereG2 (on Ω2) is the trivial group with only the identity element, and
the homomorphismH : G1 −→ G2 being the trivial homomorphism.

The elliptic functions onC are those meromorphic functions compatible with trivial
group homomorphisms on the group actions onC offered by latticesL = n1l1 + n2l2,
wheren1, n2 ∈ Z andl1 andl2 are two complex numbers withl1/l2 not real. The corre-
sponding (commutative) group actionG on C of a latticeL is by gl(τ) = τ + l for every
τ ∈ C and everyl ∈ L.

The modular functions on the upper half-planeH of C, are those functions that are
compatible with trivial group homomorphisms on the group action offered by the group

M of all 2 × 2 matricesm =

(
a b
c d

)

with integer entries anddet(m) = 1. The

corresponding group actionG on H is given bygm(τ) = aτ+b
cτ+d for everym ∈ M and

τ ∈ H.
Examples of meromorphic functions inC compatible with non-trivial group homomor-

phisms are offered by functions that commute with the elements of the same group action
G1 (see [5]), i.e. wheref(V (τ)) = V (f(τ)) for everyV ∈ G1, in which caseH is the
identity homomorphismI : G1 −→ G1. In [5], and starting from an automorphic form

f of weightr for a function group̂Γ =

{
aτ+b
cτ+d :

(
a b
c d

)

∈ Γ

}

associated with an infi-

nite groupΓ of complex2 × 2 matrices, a functionF commuting with all elements of the
function groupΓ̂ is constructed via

F (τ) = r
f(τ)
f ′(τ)

+ τ. (2)
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Cases of compatibility of a meromorphic functionf : Ω1 −→ Ω2 with a homeomor-
phismH : G1 −→ G2 of two monoidsG1 andG2 of holomorphic functions, where the
elements ofG1 are self-maps of a domainΩ1 and those ofG2 are self-maps of another do-
mainΩ2, and which don’t necessarily define proper monoid-actions on either ofΩ1 or Ω2

(with regard to the compatibility of the binary operation inG1 or G2 with the ”action” on
the given domains) but only ”act” on them by some operation, this compatibility can take
a meaning different from that represented by the commutative diagram ofcompositionsin
(A) as follows. If one lets∗ denote the binary operations both inG1 andG2, and one de-
notes by[∙] the ”actions” ofG1 andG2 onΩ1 andΩ2 respectively (e.g.g[z] = g(z) + z or
g[z] = g(z) ∙ z or g[z] = g(z), etc..., where(g2 ∗ g1)[z] may not necessarily be the same as
g2[g1[z]], and this is where the action is only apseudo-monoidalaction), then one can have
the compatibility of a meromorphic functionf : Ω1 −→ Ω2 with H : G1 −→ G2 given in
the form

f(g[z]) = H(g)[f(z)], (3)

leading to

f((g1 ∗ g2)[z]) = H(g1 ∗ g2)[f(z)] = (H(g1) ∗ H(g2))[f(z)], (4)

for everyg1, g2 ∈ G1, which is not necessarily the same asH(g1)[H(g2))[f(z)]]. In such
general cases it is obvious that we get proper group actions as special cases onΩ1 andΩ2

if all operations considered are composition operations.

Modular and automorphic forms ([2],[3],[4]) are indeed compatible with homomor-
phisms of group actions as described above. For these cases one considers a groupΓ of

2 × 2 matrices

(
a b
c d

)

of determinant 1, with composition as binary operation (and

forming possibly a function group) and with corresponding group actionG1 onC given by

V (τ) = aτ+b
cτ+d , whereV ∈ G1 corresponds to

(
a b
c d

)

∈ Γ. While G2 is a mutiplicative

group of functions with multiplication as binary operation, and acting multiplicativly on the
points inC, with the (pseudo) homomorphismH : G1 −→ G2 onC given by a power of
the (first) derivative operator multiplied by a group homomorphism (themultiplier system)
denoted byv as below. This is given by:

f(V (τ)) = v(V )(cτ + d)rf(τ), (5)

wherev : Γ −→ C(0, 1), with C(0, 1) = eiθ : 0 ≤ θ < 2π, is a group homomorphism
called the multiplier system forΓ. For these cases one has thatf((V1 ∗ V2)[τ ]) = f((V1 ◦
V2)(τ)), while

H(V1 ∗ V2)[f(τ)] = v(V1 ◦ V2)((V1 ◦ V2)
′(τ))−r/2f(τ)

= v(V1)v(V2)(V
′
1(V2(τ)))−r/2(V ′

2(τ))−r/2f(τ), (6)

where′ denotes derivative with respect toτ , and keeping in mind thatV ′(τ) = (cτ + d)−2.
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It has to be mentioned, in connection with the previous example and with eq. (5), that
(as will be derived in sec. 2) a homomorphismH : G1 −→ G2 of group actions onC
that satisfies eq. (3) for functionsf , where the binary operation inG1 is composition of
functions, and where the action onC is by composition onz, and where the action of the
elements ofG2 on C is by multiplication, must be such that it is a derivative operator on
the elements ofG1 followed by some group homomorphism ofG1 into C (with values
dependent only on the elements inG1 and not onτ ∈ C).

In this paper we discuss cases of meromorphic functions (together with some of their
properties) that are compatible as above with specific homomorphisms of holomorphic
group actions onC. In section 2 we consider correspondences between collections of
functions where each collection consists of functions compatible with a different homo-
morphism of group actions as above. Thus we consider the establishment of functions
compatible with one homomorphism from other functions that are compatible with dif-
ferent homomorphisms. While in section 3 we consider further constructions related to
subgroupsΓ of finite index of the inhomogeneous modular group with the corresponding
action onC by linear fractional transformations.

2 Correspondences between Families of Functions Compatible
with Different Actions

In this section, correspondences between sets of functions compatible with different homo-
morphisms of group actions onC will be given. We shall be interested with some specific
constructions of certain functions associated with these actions, and with some general con-
siderations associated with the compatibility question between meromorphic functions and
group actions as mentioned above.

We first start with the following. In [5], Theorem 1, an interesting mappingξ from
one setF of meromorphic functions compatible with one homomorphismH : G1 → G2

into another set̃F of meromorphic functions compatible with another homomorphismH̃ :
G3 → G4 was introduced. For that caseG1 was any function group (i.e. a group of linear
fractional transformationsV with an invariant domain whose boundary consists of limit
points of the action of this group onC) with H(V ) = v(V )(dV/dz)−r/2, wherev : G1 →
eiθ is a group homomorphism into the multiplicative groupeiθ where0 ≤ θ < 2π, called
a multiplier system, i.e. wheref(V (τ)) = v(V )(cτ + d)rf(τ). The other homomorphism
H̃ is the identity morphism fromG1 to G1. This mapping

ξ : F −→ F̃ , (7)

thus estalishes a correspondence between a setF of automorphic forms and the set̃F of
functions that commute with all the elements of the function groupG1. Forf ∈ F , ξ(f) is
given byF (τ) as in (2) above.

In the next theorem, we establish a partial converse to Theorem 1 in [5] in the sense
that given a meromorphic functionF that commutes with all elements in a function group
G1, then one can construct (fromF ) a meromorphic functionf that satisfiesf(V (τ)) =
v(V )(cτ + d)rf(τ) only for a subgroupG̃1 of G1, and for a specific multiplier system
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(i.e. a homomorphism)v : G̃1 → C (whereC is considered as a multiplicative monoid).
This establishes a correspondence between the setF of all functions compatible with the
identity morphism onG1 and the set̃F of functions that are compatible with the ”pseudo”
homomorphismH : G̃1 → G3 given by a power of the first derivative multiplied by a
multiplier system.

We shall need the following proposition, with regard to a certain group of2×2 matrices.

Proposition 1.

1. The setΣ of all 2× 2 matrices

(
a b
c d

)

with non-zero determinant such that every

element (inΣ) satisfiesa + c = b + d (or every element satisfiesa + b = c + d,
or a − c = b − d, or a − b = c − d) forms a group under the operations of matrix
multiplication.

2. If for everyV ∈ Σ one definesv(V ) to be

v(V ) = a + c, (8)

(or, respectively as above,v(V ) = a + b, or v(V ) = a − c, or v(V ) = a − b) then
v : Σ → C defines a multiplier system forΣ (i.e. a group homomorphism where
v(V ◦ V ′) = v(V )v(V ′)).

3. The matrices inSL(2,Z) that satisfya + c = b + d are precisely those that satisfy
a + c = 1 with b = a − 1 andd = c + 1, or satisfya + c = −1 with b = a + 1 and
d = c − 1. Thus for any such matrixV in SL(2,Z), one has thatv(V ) = ±1.

Proof. If V =

(
a b
c d

)

andV ′ =

(
a′ b′

c′ d′

)

with a + c = b + d anda′ + c′ = b′ + d′

then

V ◦ V ′ =

(
aa′ + bc′ ab′ + bd′

ca′ + dc′ cb′ + dd′

)

(9)

giving, on the one hand, that

(aa′ + bc′) + (ca′ + dc′) = a′(a + c) + c′(b + d) = (a + c)(a′ + c′) (10)

(using thata + c = b + d), and on the other that

(ab′ + bd′) + (cb′ + dd′) = b′(a + c) + d′(b + d) = (a + c)(a′ + c′) (11)

(using the above equalities). Thus multiplication is a binary operation onΣ. The identity

matrix belongs toΣ, and multiplicative inverses l
ad−bc

(
d −b

−c a

)

satisfy the same con-

dition and hence also belong toΣ. This proves part 1, while part 2 follows immmediately
from the fact thatv(V ◦ V ′) = (aa′ + bc′) + (ca′ + dc′) = (a + c)(a′ + c′) = v(V )v(V ′).

For part 3, withd = a + c − b andad − bc = 1, one has that

ad − bc = a(a + c − b) − bc = (a − b)(a + c) = 1,

giving that (with all entries integers) eithera + c = 1 anda− b = 1, and consequently that
d = c + 1, or a + c = −1 anda − b = −1, and consequently thatd = c − 1.
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The Theorem is now as follows.

Theorem 1. Let F be the family of meromorphic functionsF that commute with all the
elements of a function groupG1. Then there exists a correspondence between the setF
and the setF̃ of meromorphic functions (that can be called ”pseudo-automorphic forms”)
compatible withH(V ) = v(V )(cz + d)k whereV belongs to the subgroup ofG1 in Σ (Σ
as in the proposition above), i.e.V ∈ G1 ∩ Σ, and wherev(V ) = 1

(a+c)k . The mapping

ξ : F → F̃ is given by

ξ(F )(z) =

(
F ′(z)

(F (z) ∓ 1)2

)k/2

. (12)

Proof. We only need to prove the result for the case wherek = 2, and only when the
denominator is(F (z) + 1)2 as the other case with(F (z) − 1)2 is exactly similar. For
V (z) = az+b

cz+d , and knowing thatF (V (z)) = V (F (z)), one first has that

F (V (z)) =
aF (z) + b

cF (z) + d
, (13)

and second that

(F (V (z)))′ = F ′(V (z))V ′(z) = V ′(F (z))F ′(z), (14)

giving that (withV ′(z) = (cz + d)−2)

F ′(V (z)) =
(cz + d)2F ′(z)
(cF (z) + d)2

. (15)

Thusξ(F )(V (z)) is now given by

ξ(F )(V (z)) =
F ′(V (z))

(F (V (z)) + 1)2

=
(cz + d)2F ′(z)/(cF (z) + d)2

[(aF (z) + b)/(cF (z) + d) + 1]2
(16)

=
(cz + d)2F ′(z)

(aF (z) + b)2 + 2(aF (z) + b)(cF (z) + d) + (cF (z) + d)2

=
(cz + d)2F ′(z)

(a2 + 2ac + c2)F 2(z) + 2(ab + ad + cb + cd)F (z) + (b2 + 2bd + d2)
.

Thus we have

ξ(F )(V (z)) =
(cz + d)2F ′(z)

(a + b)2F 2(z) + 2(a + c)(b + d)F (z) + (b + d)2

=
(cz + d)2F ′(z)

[(a + c)F (z) + (b + d)]2
. (17)

Now for the case whereV satisfiesa + c = b + d, one finally obtains that
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ξ(F )(V (z)) =
(cz + d)2

(a + c)2
F ′(z)

(F (z) + 1)2
=

(cz + d)2

(a + c)2
ξ(F )

= v(V )(cz + d)2ξ(F ), (18)

and the result follows.

Next, is about Lemma 1 below, and we start by considering the equation

f(g[z]) = H(g)[f(z)] (19)

for some cases of groups of ”actions”G1 andG2 on C, and then identifying the corre-
sponding homomorphismsH that have to be satisfied in such cases so that this equation
is satisfied. The first case is when the groupG1 of functions acts in the obvious way of
composition, i.e. byg[z] = g(z) for everyg ∈ G1, in which caseG1 offers a (proper)
group action onC. While we take the action ofG2 on C to be defined by multiplication,
i.e. by h[z] = h(z)z, which offers a pseudo-group action onC. Thus we would need
H : G1 → G2 to satisfy an equation of the form

f(g(z)) = H(g(z))f(z), (20)

with
H(g2(g1(z))) = H(g2(z))H(g1(z)). (21)

For this case,H would have to satisfy the consistency relation arising from the following:
On the one hand one has that

f(g2(g1(z))) = H(g2(g1(z)))f(z) = H(g2(z))H(g1(z))f(z), (22)

and on the other one has that

f(g2(g1(z))) = H(g2)(g1(z))H(g1(z))f(z). (23)

ThusH would have to satisfy the consistency relation

H(g2(g1))(z) = H(g2)(g1(z))H(g1(z)), (24)

and this implies thatH has got to be a derivative operator, e.g.H(g) = dg/dz, leading to

f(g(z)) = g′(z)f(z). (25)

Other possible candidates forH are all related to the derivative operator, such asH(g) =
(dg/dz)k, wherek ∈ Z is any integer.
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For other cases of group actions of interest, one finds the following. IfG1 acts by
composition onC as above, andG2 is an additive group of functions acting onC by ad-
dition, i.e. byh[z] = h(z) + z, then it turns out (as was done in the previous case) that
H(g(z)) = ln(g′(z)), giving that

f(g(z)) = ln(g′(z)) + f(z). (26)

While if G1 is an additive group of functions that acts additively (i.e. byg[z] = g(z)+z) on
C, with G2 a multiplicative group of functions acting multiplicatively onC, thenH would
have to satisfyH(g(z)) = eg(z), giving that

f(g(z)) = eg(z)f(z). (27)

Similarly if both groupsG1 andG2 are additive groups of functions acting additively on
C, thenH : G1 → G2 can be any linear operator, for instanceH can be of the form
H(g(z)) = kg(z) (wherek is any constant), orH(g(z)) = dng(z)/dzn, or H(g(z)) can
be given by the antiderivative ofg, etc... leading to situations where

f(g(z) + z) = kg(z) + f(z), or f(g(z) + z) =
dng(z)
dzn

+ f(z), etc... (28)

Lemma 1. a) Let G1 = {az + b} be an additive group of complex linear polynomials
that act additively onC (i.e. if p ∈ G1, thenp[z] = p(z) + z = (a + 1)z + b). LetF
be the set of all meromorphic functionsf compatible with the group morphismH given by
H(p(z)) = p′(z) and acting additively onC. Then there exists a correspondenceξ between
the setF and the setF̃ of all meromorphic functions that commute with all the elements in
G3 = {(a + 1)z + b} (i.e. that are compatible with the identity group morphism onG1),
given by

ξ(f)(z) =
f ′(z)
f ′′(z)

+ z. (29)

b) Let G1 = {az2} be an additive group of quadratic polynomials that act additively on
C. LetF be the set of all meromorphic functionsf compatible with the group morphism
H given byH(p(z)) = ep(z) and acting multiplicatively onC. Then there exists a corre-
spondenceξ between the setF and the setF̃ of all meromorphic functionsF that satisfy
F (g(z)) = g′(z)F (z), whereg(z) = p(z) + z = az2 + z (p ∈ G1). This mapping is given
by

ξ(f)(z) =
ez

f ′(z) − f(z)
. (30)

Proof. a) f(p[z]) = H(p(z))[f(z)] gives that

f(p(z) + z) = p′(z) + f(z) = a + f(z), (31)



124 R. Maalouf and W. Raji

i.e. thatf((a + 1)z + b) = a + f(z). Let

g(z) = p(z) + z = (a + 1)z + b, (32)

then
(f(g(z)))′ = (a + f(z))′ = f ′(z). (33)

But
(f(g(z)))′ = f ′(g(z))g′(z) = f ′(g(z))(a + 1). (34)

Hence
f ′(g(z)) = f ′(z)/(a + 1). (35)

We also have that
(f(g(z)))′′ = (a + f(z))′′ = f ′′(z), (36)

which is also equal to

(f ′(g(z)).g′(z))′ = f ′′(g(z))′g′2(z) + f ′(g(z))g′′(z). (37)

And sinceg′′(z) = 0, this gives that

f ′′(z) = f ′′(g(z))(a + 1)2, (38)

and hence that

f ′′(g(z)) = f ′′(z)/(a + 1)2. (39)

Thus

ξ(f)(g(z)) =
f ′(g(z))
f ′′(g(z))

+ g(z)

=
f ′(z)/(a + 1)
f ′′(z)/(a + 1)2

+ (a + 1)z + b

= (a + 1)

(
f ′(z)
f ′′(z)

+ z

)

+ b (40)

= (a + 1)ξ(f)(z) + b

= g(ξ(f(z))),

which establishes parta.

b) We have
f(p(z) + z) = ep(z)f(z) (where p(z) = az2) (41)

which gives that

(f(p(z) + z))′ = 2azeaz2
f(z) + eaz2

f ′(z) = (2az + 1)f ′(p(z) + z), (42)

i.e. that
f ′(p(z) + z) = [2azeaz2

f(z) + eaz2
f ′(z)]/(2az + 1). (43)
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Thus, forg(z) = p(z) + z = az2 + z

ξ(f)(g(z)) =
eaz2+z

[2azeaz2f(z) + eaz2f ′(z)]/(2az + 1) − eaz2f(z)

= (2az + 1)
ez

f ′(z) − f(z)
(44)

= g′(z)ξ(f(z)), (45)

which proves partb.

3 Constructions Associated with Subgroups of the Inhomoge-
neous Modular Group

In this section we consider, by straightforward analysis and discussions, constructions re-
lated to subgroups of finite index of the inhomogeneous modular group. The analysis could
have been done by considering more general and powerful techniques, but we restrict our-
selves to more elementary discussions.

Let Γ be such a subgroup, and letΓ̃ be the corresponding group of linear fractional
transformations. LetH : Γ̃ −→ M̃ be a group homomorphism wherẽM is a group of
linear fractional transformations associated with a groupM of 2× 2 complex matrices. We
will assume thatker(H) is a finite index subgroup of̃Γ (and thus is also of finite index in
the inhomogenous modular group), and thatM1,M2, ∙ ∙ ∙ ,Mn are the images iñM under
H of the cosets[ker(H)]i, i = 1, ∙ ∙ ∙ , n, of ker(H) (where [ker(H)]1 = ker(H), and
M1 =Identity).

In this section, and starting from modular formsg of weight r for ker(H), we seek
functions that behave like

f(V (z)) = H(V )(f(z)), ∀V ∈ Γ̃, (46)

or as close as possible to this equation, e.g. up to multiplicative factors (dependent only on
V ) of H(V )(f(z)). In particular these functionsf will be modular functions forker(H),
i.e. f(V (z)) = f(z) for everyV ∈ ker(H) ⊂ Γ̃, and behave (i.e. transform) similarly
under the elements iñΓ up to membership in the same cosets ofker(H).

The extreme cases for this problem are already established: IfH : Γ̃ −→ M̃ is such that
ker(H) = Γ̃, andf is a modular form of weight0 for ker(H) = Γ̃, then this gives the case
wheref(V (z)) = f(z) leading to modular functionsf . And the case whereH : Γ̃ → Γ̃
is an isomorphism (even thoughker(H) may not be of finite index here) gives functionsf
satisfyingf(V (z)) = V (f(z)) and thus commuting with all elements iñΓ, as constructed
in [5].

We consider other (in-between) cases. We start with the following.

Lemma 2. LetH : Γ̃ −→ M̃ (be an epimorphism) where

M =

{(
1 0
0 1

)

,

(
0 −1
1 0

)}

modulo{I,−I} (andI =

(
1 0
0 1

)

). If
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g(z) =
∑

T∈ker(H)

h(T (z))
μT (z)

, (47)

is a modular form of weightr for ker(H), whereμT (z) = (cz+d)−2r for T =

(
a b
c d

)

∈

Γ and satisfiesμTS(z) = μT (S(z))μS(z), andh is a holomorphic function, then

f(z) = i

∑
T∈[ker(H)]1

(h(T (z))/μT (z))
∑

S∈[ker(H)]2
(h(S(z))/μS(z))

= i
g(z)

g(L(z))/μL(z)
, (48)

(whereL ∈ Γ is any element in[ker(H)]2) is a meromorphic function that satisfiesf(V (z)) =
H(V )(f(z)) for everyV ∈ Γ̃, i.e. satisfies

f(V (z)) = f(z) ∀V ∈ [ker(H)]1, and f(V (z)) = −
1

f(z)
∀V ∈ [ker(H)]2 (49)

(where−1/f(z) = M2(f(z)) with M2 =

(
0 −1
1 0

)

).

Proof. ForV ∈ ker(H),

f(V (z)) = i
g(V (z))

g(L(V (z)))/μL(V (z))

= i
μV (z)g(z)

g(L(V (z)))/(μLV (z)/μV (z))
(50)

= i
g(z)

g(L′(z))/μL′(z)
,

whereL′ = LV ∈ [ker(H)]2 also satisfies[ker(H)]1L′ = [ker(H)]2, and thusf(V (z)) =
f(z). While for V ∈ [ker(H)]2,

f(V (z)) = i
g(V (z))

g(L(V (z)))/μL(V (z))

= i
g(V (z))

g(L′(z))/(μL′(z)/μV (z))
(51)

= i
g(V (z))/μV (z)
g(L′(z))/μL′(z)

,

where nowL′ = LV ∈ ker(H), and thusg(L′(z)) = μL′(z)g(z). Hence

f(V (z)) = i
g(V (z))/μV (z)

g(z)
= −

1
ig(z)/(g(V (z))/μV (z))

= −
1

f(z)
. (52)

The result follows.
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The next lemma illustrates another aspect of the problem. LetH : Γ̃ → M̃ be a group
morphism and assume thatg(z) =

∑
T∈ker(H) h(T (z))/μT (z) is a modular form of weight

r for ker(H). We assume thatker(H) is of finite index inΓ and that{Li}, i = 1, ∙ ∙ ∙ , n,
form a set of coset representatives forker(H) in Γ. For this case we will denote by{i}h, or
simply by{i} wheneverh is known, the sum whose value at a pointz is given by

{i}h(z) =
∑

S∈[ker(H)]i

h(S(z))
μS(z)

=
g(Li(z))
μLi(z)

for i = 1, 2, 3, 4. (53)

Note that it does not matter which coset representativesLi we have chosen, and that
{1}h(z) = g(z) since forL1 we have thatg(L1(z)) = μL1(z)g(z).

Lemma 3. LetH : Γ̃ −→ M̃ (be an epimorphism) where

M =

{(
1 0
0 1

)

,

(
0 1
1 0

)

,

(
0 −1
1 0

)

,

(
1 0
0 −1

)}

modulo{I,−I} (and I is

the identity). If

g(z) =
∑

T∈ker(H)

h(T (z))
μT (z)

(54)

(μT (z) = (cz + d)−2r) is a modular form of weightr for ker(H), then

1. There does not exist any general linear fractional form

f(z) =
a{1} + b{2} + c{3} + d{4}
e{1} + f{2} + g{3} + h{4}

(55)

(wherea, b, ∙ ∙ ∙ h ∈ C) that satisfiesf(V (z)) = H(V )(f(z)) for everyV ∈ Γ. (In
fact we would conjecture that there does not exist any meromorphic functionf such
thatf(V (z)) = H(V )(f(z)).)

2. There exists a linear fractional form

f(z) = i
{1} + {4}
{2} + {3}

, (56)

and a multiplier system given by

v(V ) = det(H(V )), (57)

such that

f(V (z)) = v(V )H(V )(f(z)) = det(H(V ))H(V )(f(z)) ∀V ∈ Γ. (58)

Proof. 1) We do this part by straightforward elementary analysis although it can be done
by other techniques. We first start by considering{i}(V (z)) for all i = 1, 2, 3, 4 and for all
4 cosets[ker(H)]i whereV can exist. ForV ∈ [ker(H)]1, we have that

{i}(V (z)) = μV (z){i} ∀i = 1, 2, 3, 4. (59)
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While for V ∈ [ker(H)]2 we have that

{1}(V (z)) = μV (z){2}, {2}(V (z)) = μV (z){1}, (60)

and
{3}(V (z)) = μV (z){4} {4}(V (z)) = μV (z){3}. (61)

ForV ∈ [ker(H)]3 we have that

{1}(V (z)) = μV (z){3}, {2}(V (z)) = μV (z){4}, (62)

and
{3}(V (z)) = μV (z){1}, {4}(V (z)) = μV (z){2}. (63)

While for V ∈ [ker(H)]4 we have that

{1}(V (z)) = μV (z){4}, {2}(V (z)) = μV (z){3}, (64)

and
{3}(V (z)) = μV (z){2}, {4}(V (z)) = μV (z){1}. (65)

Now assume that (indeed)f(V (z)) = H(V )(f(z)) for everyV ∈ Γ. Then ForV ∈
[ker(H)]1 we (indeed) have that

f(V (z)) =
a{1} + b{2} + c{3} + d{4}
e{1} + f{2} + g{3} + h{4}

= f(z) = H(V )(f(z)). (66)

While for V ∈ [ker(H)]2, and requiring thatf(V (z)) = H(V )(f(z)) = 1
f(z) we find that

f(V (z)) =
a{2} + b{1} + c{4} + d{3}
e{2} + f{1} + g{4} + h{3}

=
e{1} + f{2} + g{3} + h{4}
a{1} + b{2} + c{3} + d{4}

. (67)

And for V ∈ [ker(H)]3, and requiring thatf(V (z)) = H(V )(f(z)) = − 1
f(z) we get that

f(V (z)) =
a{3} + b{4} + c{1} + d{2}
e{3} + f{4} + g{1} + h{2}

= −
e{1} + f{2} + g{3} + h{4}
a{1} + b{2} + c{3} + d{4}

. (68)

And finally for V ∈ [ker(H)]4, and requiring thatf(V (z)) = H(V )(f(z)) = −f(z) we
find that

f(V (z)) =
a{4} + b{3} + c{2} + d{1}
e{4} + f{3} + g{2} + h{1}

= −
a{1} + b{2} + c{3} + d{4}
e{1} + f{2} + g{3} + h{4}

. (69)

Since at least one ofa, b, c, d is not zero, we will assume thata 6= 0 and (by dividing
a, ∙ ∙ ∙ , h by a if necessary to normalize these coefficients) we will assume thata = 1. Now
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in the set of new coefficients1, b, ∙ ∙ ∙ , h, and from (67), at least one ofe, f, g, h is not zero,
and we can assume that (for example)f 6= 0. Thus we find (from 67, and keeping in mind
that this equation must be satisfied for allz) thatd = g/f , and thatf = 1/f giving that
f2 = 1, i.e. f = ±1. We also conclude thatd andg are either both zero or both not zero.

Assume thatd andg are both not zero. Then from (68), (keepinga = 1 and dividing by
g on the right hand side) we find (among other things) thatg = −1/g giving g2 = −1, i.e.
g = ±i. Now from (69), and after dividing the right hand side byd we find thatd = 1/d
giving d2 = 1, i.e. d = ±1. But if d = g/f andf = ±1, then it cannot be thatd = ±1 and
g = ±i. Thusd andg must both be zero.

For this case whered = g = 0, one finds (e.g. from ( )) thatf must be zero contradicting
that f = ±1. Thus there does not exist a linear fractional form (as in (56)) to satisfy
f(V (z)) = H(V )(f(z)) for everyV ∈ Γ. This proves part 1.

2) ForV ∈ [ker(H)]1 with det(H(V )) = 1,

F (V (z)) = i
{1} + {4}
{2} + {3}

= f(z) = det(H(V ))H(V )(f(z)). (70)

ForV ∈ [ker(H)]2 with det(H(V )) = −1,

F (V (z)) = i
{2} + {3}
{1} + {4}

= −
1

f(z)
= det(H(V ))H(V )(f(z)). (71)

ForV ∈ [ker(H)]3 with det(H(V )) = 1,

F (V (z)) = i
{3} + {2}
{4} + {1}

= −
1

f(z)
= det(H(V ))H(V )(f(z)). (72)

Finally for V ∈ [ker(H)]4 with det(H(V )) = −1,

F (V (z)) = i
{4} + {1}
{3} + {2}

= f(z) = det(H(V ))H(V )(f(z)). (73)

This proves part 2.

As was done in the first part of the previous Lemma, one can similarly show that there
does not exist a quadratic fractional form

f(z) =

∑4
i,j=1 aij{i}{j}

∑4
i,j=1 bij{i}{j}

, (74)

that satisfiesf(V (z)) = H(V )(f(z)) for everyV ∈ Γ. We thus conjecture that there does
not exist any meromorphic fucntionf that satisfies this requirement for this particular case.

Given the above discussions, we can pause the following possibility. LetΓ be a sub-
group of finite index of the inhomogeneous modular group, withΓ̃ the corresponding group
of linear fractional transformations, and letM be the group of2 × 2 complex matrices
having determinant of modulus 1, with̃M the corresponding group of linear fractional
transformation. Then for every group morphismH : Γ̃ −→ M̃ , with Ker(H) of finite
index in Γ̃, there exists a meromorphic functionf in C compatible with the product ofH
and anappropriate multiplier systemv : Γ −→ C, to give

f(V (z)) = v(V )H(V )(f(z)), ∀V ∈ Γ̃. (75)
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